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Abstract

This study evaluates state-of-the-art open-
source and closed-source models that we
trained on a cybersecurity Q&A task to assist
senior citizens in recognizing and responding
to cybercrimes. We evaluate five LLMs and
their finetuned variants using automatic evalu-
ation metrics such as F1, BertScore, n-gram
based overlap, and human evaluation of re-
sponse quality through seven criteria, including
accuracy, relevance, and usefulness. Our eval-
uation results show that several open-source
models, particularly fine-tuned variants, outper-
form the closed-source model, with Mistral3-
LoRA leading on nearly all automatic eval-
uation metrics and LLaMA3.1-LoRA achiev-
ing the highest recall. However, ChatGPT-
4o slightly outperforms in the human evalu-
ation task, with annotators preferring its re-
sponses for their formatting and polished lan-
guage. Our chatbot application, code, and data
is available at https://anonymous.4open.
science/r/SeniorSafeAIl-36F4/.

1 Introduction

Annually, over 100,000 senior fraud complaints
result in total losses exceeding $3 billion (Inter-
net Crime Complaint Center, 2023). In 2022, ap-
proximately 6,000 senior citizens reported losses
of more than $100,000 (Internet Crime Complaint
Center, 2023). The total losses for the over-60
age group are five times higher than those for the
20-29 age group. Implementing best-practice poli-
cies to fight senior cybercrime is a complex chal-
lenge. One major barrier is the lack of actionable
information, as many victims feel embarrassed or
unsure about whom to contact. Law enforcement
also struggels with limited data on hacker meth-
ods and victim profiles. Meanwhile, cybersecurity
education has not kept pace with rapidly evolving
offender tactics and Al-assisted social engineer-
ing. As a result, effective resolutions to senior

cybercrime remain inadequately measured and re-
sponded. Al chatbots using Large Language Mod-
els (LLMs) can address these issues by providing
victims with a stigma-free reporting site and up-
to-date advice based on best practices. However,
there are two major challenges in developing Al
chatbots for such critical tasks.

First, the increasing reliance on closed-source
(often proprietary) LLMs raises significant con-
cerns about transparency, security, and privacy.
Users have consistently expressed concerns about
data privacy, bias, and ethical implications
(Fondrie-Teitler and Jayanti, 2023). Yet, the opaque
nature of closed-source models makes effective
auditing difficult. In academic contexts, grow-
ing reliance on closed-models contributes a “Re-
producibility Crisis”, as researchers lack control
over model behaviors (i.e., frequent model updates)
(Ollion et al., 2024). These concerns have re-
newed interest in open-source LLMs, which offer
a more transparent and collaborative alternative.
Open-source LLMs are “freely accessible, open for
modification and distribution”, allowing for public
scrutiny, knowledge sharing, and fostering innova-
tion (Kukreja et al., 2024). Although LLMs devel-
oped by large companies often achieve high aver-
age performance, studies indicate that open-source
models can perform nearly as well as closed-source
models in tasks such as clinical Q&As (Adams
et al., 2024), summarization of medical dialogues
and climate fact checking (Wolfe et al., 2024).

Second, another remaining challenge is the issue
of evaluation. The evaluation of chatbots measures
real-world performance in achieving the defined
purpose and further ensuring safety and trustwor-
thiness by demonstrating reliability and generaliz-
ability. However, agreed-upon and robust evalua-
tions are lacking (Abeysinghe and Circi, 2024). On
the one hand, automatic evaluation evaluation is
popular, because of easy implementation and re-
peatability. However, the caveat is that they may
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not always be correlated with human evaluation.
On the other hand, human evaluation is widely
accepted, but it does not consistently agree with au-
tomatic evaluation evaluation results, and is often
limitted to small subset of human annotators lead-
ing to underpowered results (Clark et al., 2021).

Motivated by these challenges, we formulate the
following two research questions:

RQ1: How does the performance of open-source
and closed-source LLMs compare across automatic
and human evaluation metrics?

RQ2: How does the performance of LLMs com-
pare to human ground truth responses in terms of
automatic and human evaluation metrics?

We contribute the following to the EMNLP com-
munity in the following three ways: First, we in-
troduce a working chatbot prototype trained on
589 original Q&A pairs developed by individuals
who were trained on how to find evidence-based
information on cybersecurity and victimization pre-
vention practices. The dataset covers major crime
types affecting older adults, including identity theft,
romance scams, credit card fraud, investment fraud,
fake tech support, and best practices for cyber hy-
giene. Second, we conduct a mixed-methods eval-
uation framework that combines lexical, seman-
tic, and entity-level evaluation metrics with human
annotator ratings to assess LLM performance in
cybercrime content. Third, we empirically show
that fine-tuning affects open-source models differ-
ently: for Mistral3 and LLaMA3.1, low-rank adap-
tation improves performance, with higher precision
and recall compared to closed-source models like
ChatGPT-40, while other models show limited im-
provement.

2 Related Work

2.1 LLM-based solutions for mitigating
cybercrimes

Recent empirical research reveals that when ap-
plied to cybersecurity, LLMs exhibit both substan-
tial promise and critical vulnerabilities. These vul-
nerabilities fall into two broad categories: technical
weaknesses and ethical risks. While LLMs can as-
sist in tasks such as cyber threat intelligence and
secure code generation, their performance remains
highly context-dependent and demands continu-
ous human oversight to ensure accuracy (Clairoux-
Trepanier et al., 2024; Charan et al., 2023). Ex-
isting operational assessments echo this pattern:
Models often generate plausible but misleading out-

puts when processing real-world cybercrime data,
especially without adversarial defenses or expert
supervision (Clairoux-Trepanier et al., 2024; Islam
and Sandborn, 2023).

The literature reaches a clear consensus: cur-
rent LLLM architectures are not resilient enough,
technically or ethically, for safe integration into cy-
bersecurity workflows. They perform reliably only
in controlled conditions and degrade rapidly under
adversarial pressure. In particular, general-purpose
models underperform in specialized contexts with-
out fine-tuning, and their decision-making remains
unstable without supplemental verification mech-
anisms (Motlagh et al., 2024; Islam and Sand-
born, 2023). Even promising results in related
fields, such as software system reliability, confirm
the same pattern: LLMs assist, but cannot yet be
trusted to operate autonomously. Beyond technical
failure, ethical risks emerge as equally serious. Em-
pirical evaluations show that LLMs can propagate
biased, harmful, or deceptive content, particularly
when exposed to ambiguous, manipulated, or hos-
tile environments (Liu et al., 2025; Xu et al., 2024).
Based on these findings, we anticipate that finetun-
ing and domain adaptation, features more readily
available to open-source than closed-source mod-
els, are needed before they can be integrated into
existing cybersecurity workflows.

2.2 Evaluating LLMs

The major challenge of LLM evaluation is that the
tasks go beyond choosing from predefined cate-
gories. Instead, it involves interpreting the gen-
erated language, by assessing how the generated
language is “coherent, relevant, and contextually
accurate” (Iusztin and Labonne, 2024). Evalua-
tion of LLMs heavily depends on, often only, auto-
matic metrics (Van der Lee et al., 2021). Automatic
evaluation is popular, easy, and replicable since it
measures diverse attributes in texts quantitatively.
Based on the chatbot’s intended purpose, automatic
LLM evaluation can adopt domain- or task- spe-
cific evaluation approach (Abeysinghe and Circi,
2024). Domain-specific LLM evaluations use previ-
ous benchmarks to evaluate a model performance.
These domain specific benchmarks are designed
to be reproducible, by capturing domain specific
performance more accurately. Open Medical-LLM
Leaderboard and Hallucination Leaderboard are
some examples of domain specific LLM evalua-
tion. Domain-specific evaluations, however, re-
quires well-curated and tested benchmarks, and



cannot guide a given specific tasks. Task-specific
LLM evaluation use metrics to evaluate narrow-
focused tasks, bypassing pre-existing evaluation
datasets. ROUGE (Lin, 2004), BLEU (Papineni
et al., 2002), and classic metrics such as accuracy,
precision, recall, and F1 score are good examples
of task-specific LLM evaluation. However, these
metrics are criticized because they tend to be un-
derinformative, too simplistic, and do not correlate
well with human evaluations (Van der Lee et al.,
2021).

Human evaluations are considered as “gold stan-
dard” because human-written texts include diverse
aspects that cannot easily be encoded computation-
ally (Clark et al., 2021). Human evaluators can as-
sess a text based on given dimensions such as text
quality, naturalness, or humanlikeness (Van der
Lee et al., 2021). However, due to its costly na-
ture, human evaluations can only use limited num-
ber of evaluators, leading to underpowered results
(Abeysinghe and Circi, 2024; Van der Lee et al.,
2021). In addition, human evaluators are influenced
by framing of questions (Schoch et al., 2020), and
level of training for the assessment (Clark et al.,
2021). To leverage the strengths of both automatic
and human evaluation approaches, researchers ad-
vocate for a “mixed-methods” approach to evaluate
LLMs (Abeysinghe and Circi, 2024).

3 Method: SeniorSafeAl

SeniorSafeAl’s architecture (Figure 1) integrates
a FastAPI backend with Uvicorn implementation
for asynchronous request handling, a React]JS fron-
tend for user interaction, and LangChain to struc-
ture conversational flows for our fine-tuned LLMs.
We utilized Firebase’s Cloud Firestore for real-
time database management, which includes user
authentication for login and account creation, as
well as storing chatlogs for each user account.
This allows users to securely access their own
conversation history, and manage their chat ses-
sions (as shown in Figure 2). Our chatbot ap-
plication, code, and data is available at anony-
mous GitHub repo, https://anonymous. 4open.
science/r/SeniorSafeAI-36F4/.

3.1 Training data

First, our training data included 589 question-
answer (Q&A) pairs (the “ground truth”) that com-
prehensively cover key cybercrime types and topics
relevant to older adults. To our knowledge, there is
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Figure 1: SeniorSafeAl chatbot workflow with LoRA.
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Hi. | hear that you may have a problem that you need help with. Could you
please tell me what happened with as much detail as possible and when it
ocourred so that | can best assist you in this situation?

Well, | was on ...

One moming I c.
13226AM

1 irst realize.

Well, | was on my laptop this morning, just reading the news, and all of a sudden, this big
red screen popped up. It said my computer was infected with a virus and that | needed to
call McAfee support immediately. It wouldn't let me close it—kept beeping at me.

One morning I c.

1 met this guy,...
13241 A1

I hear you. What about this incident led you to suspect that something is wrong
orthatitis a scam?

13241 AM

There was a pop-up saying there was a virus on my device. | don't remember signing up
for McAfee.

13252 AM

1:am sorry to hear that. It sounds like you may have experienced a fake tech

Figure 2: SeniorSafeAl user interface.

currently no gold standard Q&A dataset for cyber-
security guidance for seniors. The closest dataset
to ours is CyberQ (Agrawal et al., 2024), but the
task is different from ours as the Q&As contain
general cybersecurity education for students and
novice learners, not age-specific, scenario-based
guidance for seniors.

Our Q&As were distributed across seven ma-
jor categories: general questions (70 Q&A pairs),
cyber hygiene (52 pairs), investment fraud (93
pairs), fake tech support (96 pairs), credit card
fraud (123 pairs), identity theft (101 pairs), and
romance scams (54 pairs). Each Q&A was devel-
oped through iterative co-design sessions with cy-
bersecurity researchers and student coders, guided
by domain experts to reflect realistic and high-risk
scenarios encountered by seniors. This dataset is
grounded in up-to-date law enforcement guidelines
(e.g., Consumer Financial Protection Bureau, Inter-
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net Crime Complaint Center (IC3), Federal Trade
Commission) and cybersecurity best practices (e.g.,
password hygiene, fraud reporting protocols). We
also ensured that the factual accuracy of each an-
swer was supported by at least one verified doc-
ument, totaling 543 unique support PDFs. These
documents included government advisories, con-
sumer protection materials, and official reporting
instructions.

For model training and evaluation, the dataset
was split into 80% for training and 20% for
held-out testing. The training data was used to
fine-tune our LLM-based response system, and
the test set was for benchmarking across accu-
racy, entity precision, and language similarity
against model-generated outputs. The structure
of training data followed Alpaca prompt template
(User: %instruction%: %input%. Assistant:
%output%). The instruction specifies the crime
type (i.e. Identity Theft; Romance Scams; Credit
Card Fraud; Investment Fraud; Fake Tech Sup-
port; Cyber Hygiene; General Questions) and the
question category (e.g., Reporting and Taking Ac-
tion; Financial and Legal Concerns; Prevention and
Moving Forward). An example is shown below:

{
"instruction”: "You are an expert on cybercrime and senior
citizens' safety, designed to answer questions on

Romance Scams in terms of Reporting and Taking Action,

including how it impacts seniors and practical steps
they can take to protect themselves."”,

"input”: "Should I report this to local law enforcement
or a cybercrime unit?”,

"output”: "Yes, the most common law enforcement agency
is the FBI and you may file a report with their
Internet Crime Complaint Center (IC3.gov)."

Figure 3: Example training instance for the Romance
Scam crime type with instruction, input, output.

3.2 LLMs and specifications

We selected five state-of-the-art models for train-
ing and evaluation: LLaMA3.1-8B, Gemma-
7B, Qwen2.5-7B, and Mistral3v0.3-7B, all open-
source, and ChatGPT-4o, a closed-source model.
This selection allowed us to compare how well
open-source models performed against closed-
source models. If their performance was compa-
rable, we prioritized open-source models for their
transparency in implementation and design, as well
as the flexibility for us to finetune and maintain
complete control over data processing and storage.
With the open-source models, we fine-tuned them

using Low-Rank Adaptation (LoRA) on the train-
test Q&A dataset so the models can learn from
domain-specific knowledge. For all models, we
adopted the same system prompt to establish the
chatbot’s role. Each model was provided with the
context: “You are an expert on cybercrime and
senior citizens’ safety, designed to answer all ques-
tions truthfully, including how it impacts seniors
and practical steps they can take to protect them-
selves”.

With the combination of base models and their
LoRA-variants (with the exception of ChatGPT-
40 as we cannot finetune the proprietary model),
we evaluated a total of nine models. Each LoRA-
tuned model was trained with the following hy-
perparameters: LoRA Rank = 128, Alpha = 256,
Dropout = 0.05, Batch Size = 128, Cutoff Length
= 256, Learning Rate = 3e-5, Repetition Penalty
= 1.11, Temperature = 0.1, and min_p = 0.05. We
trained each model for five epochs. For instance,
the Mistral-7B-v0.3 LoRA model showed steady
performance improvements across epochs, with
evaluation loss dropping from 1.86 (epoch 1) to
1.29 (epoch 3). The final training loss was 50.73 af-
ter 479 steps (= 3.8 epochs), with training runtime
of 298 seconds and an average throughput of 7.9
samples per second. LoRA training and evaluation
were conducted using a high-performance work-
station equipped with a single NVIDIA RTX 6000
Ada Generation GPU (48 GB GDDR®6) and a Dell
Precision 5860 Tower featuring an Intel® Xeon®
W5-2545 processor (12 cores, 24 threads). On this
setup, training took ~ 3.96 minutes for Mistral-7B-
v0.3, 4.71 minutes for Qwen2.5-7B-Instruct, 5.13
minutes for LLaMA3.1-8B, and 5.65 minutes for
Gemma-7B, based on end-to-end training runtimes
tracked using Weights & Biases (WandB).

3.3 Evaluation

We used a mixed-methods approach to learn about
users’ preferences as well as to compare the perfor-
mance of different models. The initial evaluation
set includes ten ground truth Q&As which are un-
seen in the training data (conversational snippets
in Appendix A1-A3). This initial set is used to
establish agreement between the coders as well as
to refine our evaluation criteria. Once finalized, we
apply these criteria to a held-out test set of 118
Q&As for full evaluation. The details of our au-
tomatic evaluation metrics and human evaluation
metrics are presented in the following subsections.



3.3.1 Automatic evaluation metrics

We used automatic evaluation metrics to compare
chatbot responses with ground truth text involve
both lexical similarity (word match) using entity
precision, recall, ROUGE-L, BLEU, and semantic
(meanings of words) similarity using BertScore F1,
and log-odds with a Dirichlet prior.

Token-level Precision and Recall measure the
overlap between ground truth and generated an-
swers after lowercasing and tokenizing. Given to-
ken sets Ty and Tyep,:

Ty NT,
Precision = M
|T gen| 0
Recall = M
| T

Entity Precision and Recall extend token-level
metrics to named entities and noun phrases, ex-
tracted using spaCy’s pipeline and pattern-based
matching (Honnibal and Montani, 2017).

ROUGE-L retrieves the longest common sub-
sequence (LCS) between model and ground truth
responses, where order of the words matter. The
F1 version used in our script combines both LCS-
based recall and precision:

2-PLCS - Rrcs
ROUGE-L = 2
Pres + Rrcs @

where Prcg and Rypcg denote LCS precision
and recall relative to generated and ground truth.

BLEU evaluates n-gram precision with smooth-
ing (method 1 in NLTK). While BLEU typically
uses 4-gram precision, we adapt it for sentence-
level comparison:

N
BLEU = BP - exp (Z wy, log pn> (3)

n=1

where BP is the brevity penalty, and p,, is the
clipped n-gram precision, which means we count
each n-gram in the generated response only up to
the number of times it appears in the ground truth.

String Similarity is measured using normalized
Levenshtein distance. This metric measures how
similar two texts are by counting the fewest charac-
ter changes (insertions, deletions, or substitutions)
needed to make them match.

Length Ratio is computed to check verbosity of
the generated text in comparison to the ground truth

length. Measured as li’;(l(g;“)).

For further lexical and semantic comparison be-
tween the ground truth and models’ responses, we
used Monroe et al. (2008)’s approach to calculate
log-odds ratio with a Dirichlet prior, which identi-
fies words that are significantly overrepresented in
one corpus compared to another. This approach
has been validated in recent works on domain-
specific social media text [citations redacted for
review]. Positive log-odds values (z-scores) in-
dicate words more prevalent in the ground truth
answers, whereas negative values indicate words
more prevalent in the model-generated responses.

BERTScore uses contextual embeddings to eval-
uate semantic similarity. It computes cosine sim-
ilarity between each token in the generated and
ground truth answers using pre-trained ROBERTa-
large model. The final values are normalized via
baseline rescaling, consistent with (Zhang et al.,
2019)’s best practices. We calculate the F1 value:

2. PBeRrr - RBERT
E e 4
BT Ppprr + RepRr @

3.3.2 Human evaluation metrics

For human evaluation, we asked annotators to rate
model responses based on seven criteria: Clarity,
accuracy, relevance, error prevention and education,
consistency, usefulness, and intelligence (Cheng
et al., 2024; Balaji et al., 2024). Definitions and
how each criterion is operationalized are detailed
in Appendix A.2, and on our GitHub Repo!. Each
criterion was scored on a 3-point Likert scale, with
an optional “Not Applicable” category.

Annotators also provided open-ended rationales
to explain their scores, which allows us to trian-
gulate their ratings with their qualitative reasons.
All evaluations were conducted on a held-out set
of 11-12 unseen Q&A pairs from the 118-question
test set. Annotators reported that they each took
about two hours to complete the annotation and
evaluation task.

4 Results

4.1 Automatic evaluation results

Automatic evaluation results reveal performance
differences across open- and closed-source models,
with tradeoff between precision and recall (see Ta-
ble 1). Among all models, Mistral3-LoRA performs
best across multiple metrics, achieving the highest
values for precision (0.41), BERTScore F1 (0.31),

1https: //anonymous . 4open.science/r/
SeniorSafeAI-36F4/, Human evaluation folder
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Model Precision Recall BERTScore F1 Entity P Entity R ROUGE-L BLEU String Sim. Len. Ratio
Open-source models
LLaMA3.1-Base 0.21 0.30 0.18 0.13 0.20 0.18 0.03 0.26 1.99
Qwen?2.5-Base 0.23 0.30 0.24 0.15 0.20 0.20 0.04 0.27 1.75
Mistral33-Base 0.21 0.33 0.21 0.14 0.22 0.19 0.04 0.26 2.37
Gemma-Base 0.20 0.24 0.15 0.10 0.14 0.16 0.02 0.25 1.89
Mistral33-LoRA 0.41 0.20 0.31 0.31 0.16 0.23 0.05 0.28 0.60
LLaMA3.1-LoRA 0.11 0.43 0.10 0.07 0.27 0.13 0.02 0.16 7.20
Qwen2.5-LoRA 0.12 0.36 0.09 0.07 0.23 0.13 0.02 0.18 5.62
Gemma-LoRA 0.04 0.04 -0.25 0.05 0.02 0.04 0.00 0.21 1.29
Closed-source models
ChatGPT-40 0.21 0.25 0.14 0.11 0.15 0.17 0.02 0.26 1.63

Table 1: Results of automatic evaluation metrics across models. Highest values for each metric are bolded.

Model Clarity Accuracy Relevance Error Prev. & Educ. Consistency Usefulness Intelligence
Ground Truth 2.8 2.8 2.8 2.6 2.8 2.7 2.7
Open-source models
LLaMA3.1-Base 2.8 2.7 2.8 2.5 2.7 2.6 2.7
Qwen2.5-Base 2.8 2.7 2.7 24 2.7 2.6 2.6
Mistral3-Base 2.7 2.7 2.8 2.3 2.7 2.5 2.6
Gemma-Base 2.7 2.6 2.6 2.3 2.6 2.4 2.5
Mistral3-LoRA 2.6 2.6 2.6 2.2 2.6 24 2.5
LLaMA3.1-LoRA 2.7 2.7 2.7 24 2.6 2.5 2.6
Qwen2.5-LoRA 24 2.5 2.5 2.3 23 2.2 22
Gemma-LoRA 1.4 1.5 1.4 1.3 1.4 1.3 1.4
Closed-source models
ChatGPT-40 2.9 2.9 2.9 2.7 2.9 2.8 2.8

Table 2: Human evaluation scores across seven criteria. Each evaluator’s scores were averaged first, then these
averages were combined to ensure equal weighting per evaluator. Highest values for each criterion are bolded.

entity precision (0.31), ROUGE-L (0.23), BLEU
(0.05), and string similarity (0.28). These results
suggest that it generates responses that are both
textually and semantically close to the ground truth.
In contrast, LLaMA3.1-LoRA yields the highest re-
call (0.43) and entity recall (0.27) but produces
overly long responses (length ratio: 7.20), resulting
in lower precision (0.11).

Base models tend to outperform their LoRA vari-
ants, except for Mistral3, though overall perfor-
mance remains modest. Qwen2.5-Base achieves
the highest BERTScore F1 (0.24) among the base
models, along with high ROUGE-L (0.20) and pre-
cision (0.23). Mistral3-Base has the highest re-
call (0.33) among base models, though its overall
similarity metrics are slightly lower. These find-
ings indicate that while no one model outperforms
across all dimensions, Mistral3-LoRA offers the
best overall alignment with ground truth in terms of
accuracy. In contrast, LLaMA3.1-LoRA generates
longer responses, which increases recall but at the
cost of precision. Notably, ChatGPT-4o0, despite
being a closed-source model, does not outperform
on any metrics compared to the top-performing
open-source models. ChatGPT’s performance is

comparable to open-source base models, and is
lower than Mistral3-LoRA on key measures such
as precision, BERTScore F1, and entity precision.

Log-odds distribution shows open-source mod-
els have more similar word profiles to the ground
truth than closed-source model. When analyz-
ing the distribution of all words in both corpora,
Mistral3-LoRA (Figure 4a) has the highest per-
centage of words with z-scores between -1 and
1 (92.28% of all words), followed by ChatGPT-40
(89.42%) (Figure 4b) and Qwen2.5-Base (88.19%).
Words within this range appear across both corpora
with comparable frequency of usage. Examples
of words within this range for Mistral3-LoRA in-
cludes “national”, “specialists”, “incident”, and
“losing”. Words used in ChatGPT-4o that falls
within this range includes “cards”, “prevention”,
and “enabling”. As shown in Figure 4, Mistral3-
LoRA uses words more similar to those in the
ground truth, which explains the narrow z-score
range in the “Words more common in Ground
Truth” (top quadrant). On the other hand, the wider
z-score range in ChatGPT-40’s responses indicates
that ground truth words are used with less consis-
tency compared to the ground truth responses.
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Figure 4: Comparison of word usage in ground truth
(top quandrants) versus model responses (bottom quad-
rants), weighted by log-odds with a Dirichlet prior.

4.2 Human evaluation results

Human evaluation results (Table 2) indicate that
ChatGPT-4o is rated most frequently (across 53
Q&As) as the top model across all coders, followed
by the ground truth answers, LLaMA3.1-Base, and
Qwen2.5-Base. ChatGPT-40’s responses were pre-
ferred by coders because it was “easy to under-
stand”, “consistent”, and “well-rounded”. One an-
notator noted that “the model has been consistent
with every response”, and another stated that “the
response is well-written and provides relevant in-
formation”. LLaMA3.1-Base is also rated top for
providing “clear and useful information” and “pro-
vides good resources”, with examples included in
the responses. One annotator indicated that “The
response’s recommendations also incorporate orga-
nizations like the AARP and FTC into encouraging
the user to share their story, which is a unique
perspective”, showing that the model integrated ex-
ternal resources. Another coder mentioned that this

model’s response contains “strong focus on preven-
tative advice like 2FA or fraud alerts”, which lists
the actionable steps that seniors can take to protect
themselves. One drawback of the model, compared
to ChatGPT-4o, is the formatting and tone of lan-
guage. In particular, one annotator noted that “with
all the text aligned to the left with a lack of strong
visual separation, the response may be hard for
the user to read”. Another noted that, “ this is a
good response but it’s a bit wordy”, meaning that
while the content is relevant and informative, the
response could benefit from more concise phrasing.
This is also observed in Qwen2.5-Base’s response,
where four different annotations discussed that tone
of the language and formatting could be improved.
The comments were “missing the emotional sup-
port side”, “ramble and give too many details”, and
“formatting could be a bit better”, “the structure
makes the response hard to read”.

Human annotations also reveal that base mod-
els’ responses are slightly preferred over LoRA-
finetuned models’. While base models’ responses
are considered “concise” and “straight to the point”,
LoRA models’ responses are sometimes overly
detailed, with one annotator stating this about
Owen2.5-LoRA: “I like that there are additional
steps but perhaps, that shouldn’t be included /with/
the response because it takes away the focus of the
/current/ situation.”. Similarly, LLaMA3.1-LoRA
is perceived as “very detailed”, but “could be or-
ganized a little better but gives great tools and re-
sources and explanations”.

5 Discussion

Some open-source models outperform closed-
source models in automatic evaluation metrics,
whereas a closed-source model receive higher
qualitative ratings from text formatting and lan-
guage. These findings have important implications
for the future development of chatbots using open-
source LLMs, particularly in contexts where user
security and privacy are paramount. We provide ev-
idence and best practices demonstrating that open-
source models can achieve high performance in
tasks that demand strong protections for sensitive
user data. By highlighting these findings, we aim to
draw greater attention to the value and importance
of leveraging open-source LLMs.

This emphasis is particularly timely given the
growing trend of over-reliance on closed-source
models developed by major corporations such as



OpenAl. To illustrate this trend, we conducted a
small-scale analysis of 50 LLM-related articles
from the ACM Digital Library. We found that
studies using closed-source models outnumbered
thos using open-source models by a factor of two.
Notably, OpenAl accounted for 41 of the 42 pro-
prietary LLMs used, highliting its near-total dom-
inance in the current research landscape. While
reported performance is high, closed-source LLMs
require expensive subscriptions to access, limiting
their use by small organizations and individual re-
searchers. The growing reliance on closed-source
LLMs increase concerns about the reproducibility
of research. Moreover, studies that involve strin-
gent requirements around privacy, security, or in-
tellectual property are left with limited options, as
closed-source models often lack transparency and
control needed for this area of research.

We also find that LoRA fine-tuning has differ-
ent effects depending on the opens-source model.
Mistral3-LoRA benefits the most, outperforming all
models on nearly every automatic evaluation met-
ric, including precision, BERTScore, and log-odds
similarity. LLaMA3.1-LoRA shows the largest im-
provement in recall. In contrast, fine-tuned variants
like Gemma-LoRA and Qwen2.5-LoRA show min-
imal gains, with base models performing just as
well in many cases. These differences likely re-
flect how well each architecture supports low-rank
adaptation. This is reflected in studies showing
that LoRA outperforms traditional fine-tuning on
base models for LLaMA (Gajulamandyam et al.,
2025; Dettmers et al., 2023) and Mistral (Zhao
et al., 2024). For other models such as Qwen, and
especially Gemma (Maatouk et al., 2024), LoRA
and other types of parameter-efficient finetuning
(PEFT) techniques because these models may not
fully incorporate low-rank adapters within their at-
tention and feedforward layers (Wang et al., 2025)
(details in Figure 1). We should consider this in
real-world application on which models to use for
best LORA (and other PEFT methods) finetuning.

Taken together, our results show that open-
source models are reliable for the task of providing
accurate, domain-aligned cybersecurity guidance
for seniors, and can be safely integrated into real-
world cybersecurity workflows.

We find that human annotators prefer ground
truth and ChatGPT over open-source models
due to better formatting, clarity, and tone. While
Mistral3-LoRA outperforms all other models in
terms of lexical and semantic similarity to ground

truth responses, ChatGPT-4o is rated highest by
human annotators for its clean formatting and flu-
ent language. This finding is consistent with Clark
et al. (2021), stressing the importance of develop-
ing systematic evaluation methods.

Based on the ratings (Table 2) and comments
from the annotators, we learn that ChatGPT-4o
is often preferred, especially on error prevention
& education content, because the model outlines
clear steps for mitigating risks based on a particular
crime type. On the other hand, Mistral3-LoRA and
LLaMA-LoRA contained fewer actionable steps in
their responses, which may explain why they score
slightly lower on usefulness category. This finding
shows that our finetuning can be improved by in-
cluding more structured training data that provides
clear, step-by-step guidance on how to respond to
different cybercrime threats.

6 Conclusion and Future Work

This study is the first to systematically evalu-
ate the performance of open-source and closed-
source LLMs in helping seniors protect themselves
against cybercrimes. To address RQ1, our results
show that open-source, fine-tuned models, namely
Mistral3-LoRA, outperform closed-source models
like ChatGPT-40 across all automatic evaluation
metrics, including lexical and semantic similarity,
entity overlap, and log-odds alignment with ground
truth. For RQ2, while ChatGPT-40 was consis-
tently preferred by human annotators for its pol-
ished language and clean formatting, fine-tuned
open-source models demonstrated closer alignment
with ground truth in terms of terminology used and
perceived informativeness of the content.

These findings suggest that open-source models,
when fine-tuned on domain-specific data, can pro-
vide accurate and contextually relevant responses,
while also offering advantages in transparency, cus-
tomizability, and data privacy. This has implica-
tions for developing accessible and trustworthy
chatbot solutions to support older adults in navigat-
ing cybercrime threats, without relying on opaque
models. With the goal to further develop our trans-
parent and trustworthy chatbot, we will finetune
these models using Retrieval Augmented Genera-
tion (RAG) with a larger training dataset. Future
work will also involve user testing of the chatbot
with senior users to assess interface accessibility,
response flow, and overall user experience.
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8 Limitations

This study has several areas of improvement. First,
we plan to expand the dataset to over 1,000 ex-
amples to improve generalizability of our novel
cybercrime Q&A training dataset. Second, beyond
fine-tuning with LoRA, we plan to compare perfor-
mance of open-source models trained with newer
methods such as Quantized LoRA (QLoRA), and
Retrieval-Augmented Generation (RAG). Finally,
our study does not yet include user feedback from
the senior population. We will conduct a follow-up
study with 10-15 senior citizens, in collaboration
with a county-level senior center, to collect data
on chatbot usability, perceived trust, and the users’
likelihood to act on the chatbot’s advice.
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A Appendix

A.1 Conversational snippets from
SeniorSafeAl

Figures A1-A3 show the actual conversational snip-
pets between the user and Mistral-LoRA, ChatGPT-
4o, Llama3.1-Base, respectively.
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0 {What should | do now that I've been scammed online? J

m First, report the scam to the appropriate authorities. This includes contacting your bank or financial

institution if money was lost, as well as filing a complaint with the Federal Trade Commission (FTC) at
ftc.gov/complaint. You should also notify any other organizations involved in the scam, such as your
internet service provider or email provider.

Next, take steps to secure your accounts and devices. Change passwords for any affected accounts,
and enable two-factor authentication where possible. Run a full system scan of your computer or
mobile device using antivirus software, and consider resetting it entirely if necessary. Finally, be
vigilant about monitoring your accounts and credit reports for signs of further fraudulent activity.

0 { How do I report this to the authorities? J

m To report a scam to the FTC, visit ftc.gov/complaint and fill out their online form. You can also call 1-

877-382-4357 to speak with someone directly. Additionally, if you believe your personal information has
been compromised, consider placing a fraud alert on your credit reports by contacting one of the three

major credit bureaus: Equifax at 1-800-685-1111, Experian at 1-888-397-3742, or TransUnion at 1-800-
680-7200.

Figure Al: Conversational snippet between user and
Mistral-LoRA

[Wha( should | do now that I've been scammed online? }

P
If you've been scammed online, take the following steps to protect yourself and address the issue:

m 1. Document the Scam

Take screenshots of messages, emails, or transactions.

Save any evidence, such as receipts, communication, or the scammer’s account details.

2. Secure Your Accounts

Change passwords for all online accounts, esp y those i with financial
Enable two-factor authentication (2FA) for added security.
3. Contact Your Bank or Payment Provider.... <read more>

[How do | report this to the authorities? }

L~

m The process of reporting a scam to authorities depends on your location and the type of scam. Here's

how you can report it effectively:

1. In the United States

Federal Trade C: (FTC): Go to Rep ftc.gov and follow the steps to file a complaint.
Internet Crime Complaint Center (IC3): Visit ic3.gov for scams involving online fraud.

2. Outside the United States

UK: Action Fraud (actionfraud.police.uk)... <read more>

Figure A2: Conversational snippet between user and
ChatGPT-4o

0 {What should | do now that I've been scammed online? J

m I'm sorry to hear that you've been scammed online. It can be a frustrating and stressful experience.

Here are a few steps you can take to try to recover from the scam and protect yourself in the future:

1. Report the scam to the appropriate authorities. This can include the police, the Federal Trade

Commission (FTC), and any other relevant government agencies. Reporting the scam can help law

enforcement track down the scammers and prevent others from falling victim to the same scam.

2. Contact your bank or credit card company immediately to report the scam and request a refund.

Many banks and credit card companies have fraud protection policies that can help you recover your
oney.... <read more>

0 [How do | report this to the authorities? }

w You can report the scam to the appropriate authorities by contacting the police, the Federal Trade

Commission (FTC), and any other relevant government agencies. Reporting the scam can help law
enforcement track down the scammers and prevent others from falling victim to the same scam. You
can also report the scam to the Better Business Bureau (BBB) or other consumer protection
organizations. These organizations can help you file a complaint and provide resources and support for
victims of scams.

Figure A3: Conversational snippet between user and
Llam3.1-Base

A.2 Human evaluation metrics

The following lists seven criteria used for human
evaluation, including their definitions and opera-
tionalizations:

* Clarity evaluates whether the response is easy
to follow and provides clear directions without
unnecessary complexity.

* Accuracy assesses whether the information
is factually correct, up-to-date, and aligned
with best security practices (e.g., encryption,



multi-factor authentication, regular software
updates).

* Relevance examines whether the response di-
rectly addresses the user’s question.

* Error prevention and education evaluates the
extent to which the response helps users avoid
common cybersecurity mistakes (e.g., phish-
ing scams or unsafe browsing).

* Consistency measures whether the chatbot’s
response maintains a stable tone, terminology,
and structure.

* Usefulness assesses how effective, clear, and
actionable the instructions are for helping
users accomplish a task or understand a con-
cept.

e Intelligence evaluates the overall quality of
reasoning and contextual appropriateness of
the response.
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