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Abstract001

This study evaluates state-of-the-art open-002
source and closed-source models that we003
trained on a cybersecurity Q&A task to assist004
senior citizens in recognizing and responding005
to cybercrimes. We evaluate five LLMs and006
their finetuned variants using automatic evalu-007
ation metrics such as F1, BertScore, n-gram008
based overlap, and human evaluation of re-009
sponse quality through seven criteria, including010
accuracy, relevance, and usefulness. Our eval-011
uation results show that several open-source012
models, particularly fine-tuned variants, outper-013
form the closed-source model, with Mistral3-014
LoRA leading on nearly all automatic eval-015
uation metrics and LLaMA3.1-LoRA achiev-016
ing the highest recall. However, ChatGPT-017
4o slightly outperforms in the human evalu-018
ation task, with annotators preferring its re-019
sponses for their formatting and polished lan-020
guage. Our chatbot application, code, and data021
is available at https://anonymous.4open.022
science/r/SeniorSafeAI-36F4/.023

1 Introduction024

Annually, over 100,000 senior fraud complaints025

result in total losses exceeding $3 billion (Inter-026

net Crime Complaint Center, 2023). In 2022, ap-027

proximately 6,000 senior citizens reported losses028

of more than $100,000 (Internet Crime Complaint029

Center, 2023). The total losses for the over-60030

age group are five times higher than those for the031

20-29 age group. Implementing best-practice poli-032

cies to fight senior cybercrime is a complex chal-033

lenge. One major barrier is the lack of actionable034

information, as many victims feel embarrassed or035

unsure about whom to contact. Law enforcement036

also struggels with limited data on hacker meth-037

ods and victim profiles. Meanwhile, cybersecurity038

education has not kept pace with rapidly evolving039

offender tactics and AI-assisted social engineer-040

ing. As a result, effective resolutions to senior041

cybercrime remain inadequately measured and re- 042

sponded. AI chatbots using Large Language Mod- 043

els (LLMs) can address these issues by providing 044

victims with a stigma-free reporting site and up- 045

to-date advice based on best practices. However, 046

there are two major challenges in developing AI 047

chatbots for such critical tasks. 048

First, the increasing reliance on closed-source 049

(often proprietary) LLMs raises significant con- 050

cerns about transparency, security, and privacy. 051

Users have consistently expressed concerns about 052

data privacy, bias, and ethical implications 053

(Fondrie-Teitler and Jayanti, 2023). Yet, the opaque 054

nature of closed-source models makes effective 055

auditing difficult. In academic contexts, grow- 056

ing reliance on closed-models contributes a “Re- 057

producibility Crisis”, as researchers lack control 058

over model behaviors (i.e., frequent model updates) 059

(Ollion et al., 2024). These concerns have re- 060

newed interest in open-source LLMs, which offer 061

a more transparent and collaborative alternative. 062

Open-source LLMs are “freely accessible, open for 063

modification and distribution”, allowing for public 064

scrutiny, knowledge sharing, and fostering innova- 065

tion (Kukreja et al., 2024). Although LLMs devel- 066

oped by large companies often achieve high aver- 067

age performance, studies indicate that open-source 068

models can perform nearly as well as closed-source 069

models in tasks such as clinical Q&As (Adams 070

et al., 2024), summarization of medical dialogues 071

and climate fact checking (Wolfe et al., 2024). 072

Second, another remaining challenge is the issue 073

of evaluation. The evaluation of chatbots measures 074

real-world performance in achieving the defined 075

purpose and further ensuring safety and trustwor- 076

thiness by demonstrating reliability and generaliz- 077

ability. However, agreed-upon and robust evalua- 078

tions are lacking (Abeysinghe and Circi, 2024). On 079

the one hand, automatic evaluation evaluation is 080

popular, because of easy implementation and re- 081

peatability. However, the caveat is that they may 082

1

https://anonymous.4open.science/r/SeniorSafeAI-36F4/
https://anonymous.4open.science/r/SeniorSafeAI-36F4/
https://anonymous.4open.science/r/SeniorSafeAI-36F4/


not always be correlated with human evaluation.083

On the other hand, human evaluation is widely084

accepted, but it does not consistently agree with au-085

tomatic evaluation evaluation results, and is often086

limitted to small subset of human annotators lead-087

ing to underpowered results (Clark et al., 2021).088

Motivated by these challenges, we formulate the089

following two research questions:090

RQ1: How does the performance of open-source091

and closed-source LLMs compare across automatic092

and human evaluation metrics?093

RQ2: How does the performance of LLMs com-094

pare to human ground truth responses in terms of095

automatic and human evaluation metrics?096

We contribute the following to the EMNLP com-097

munity in the following three ways: First, we in-098

troduce a working chatbot prototype trained on099

589 original Q&A pairs developed by individuals100

who were trained on how to find evidence-based101

information on cybersecurity and victimization pre-102

vention practices. The dataset covers major crime103

types affecting older adults, including identity theft,104

romance scams, credit card fraud, investment fraud,105

fake tech support, and best practices for cyber hy-106

giene. Second, we conduct a mixed-methods eval-107

uation framework that combines lexical, seman-108

tic, and entity-level evaluation metrics with human109

annotator ratings to assess LLM performance in110

cybercrime content. Third, we empirically show111

that fine-tuning affects open-source models differ-112

ently: for Mistral3 and LLaMA3.1, low-rank adap-113

tation improves performance, with higher precision114

and recall compared to closed-source models like115

ChatGPT-4o, while other models show limited im-116

provement.117

2 Related Work118

2.1 LLM-based solutions for mitigating119

cybercrimes120

Recent empirical research reveals that when ap-121

plied to cybersecurity, LLMs exhibit both substan-122

tial promise and critical vulnerabilities. These vul-123

nerabilities fall into two broad categories: technical124

weaknesses and ethical risks. While LLMs can as-125

sist in tasks such as cyber threat intelligence and126

secure code generation, their performance remains127

highly context-dependent and demands continu-128

ous human oversight to ensure accuracy (Clairoux-129

Trepanier et al., 2024; Charan et al., 2023). Ex-130

isting operational assessments echo this pattern:131

Models often generate plausible but misleading out-132

puts when processing real-world cybercrime data, 133

especially without adversarial defenses or expert 134

supervision (Clairoux-Trepanier et al., 2024; Islam 135

and Sandborn, 2023). 136

The literature reaches a clear consensus: cur- 137

rent LLM architectures are not resilient enough, 138

technically or ethically, for safe integration into cy- 139

bersecurity workflows. They perform reliably only 140

in controlled conditions and degrade rapidly under 141

adversarial pressure. In particular, general-purpose 142

models underperform in specialized contexts with- 143

out fine-tuning, and their decision-making remains 144

unstable without supplemental verification mech- 145

anisms (Motlagh et al., 2024; Islam and Sand- 146

born, 2023). Even promising results in related 147

fields, such as software system reliability, confirm 148

the same pattern: LLMs assist, but cannot yet be 149

trusted to operate autonomously. Beyond technical 150

failure, ethical risks emerge as equally serious. Em- 151

pirical evaluations show that LLMs can propagate 152

biased, harmful, or deceptive content, particularly 153

when exposed to ambiguous, manipulated, or hos- 154

tile environments (Liu et al., 2025; Xu et al., 2024). 155

Based on these findings, we anticipate that finetun- 156

ing and domain adaptation, features more readily 157

available to open-source than closed-source mod- 158

els, are needed before they can be integrated into 159

existing cybersecurity workflows. 160

2.2 Evaluating LLMs 161

The major challenge of LLM evaluation is that the 162

tasks go beyond choosing from predefined cate- 163

gories. Instead, it involves interpreting the gen- 164

erated language, by assessing how the generated 165

language is “coherent, relevant, and contextually 166

accurate” (Iusztin and Labonne, 2024). Evalua- 167

tion of LLMs heavily depends on, often only, auto- 168

matic metrics (Van der Lee et al., 2021). Automatic 169

evaluation is popular, easy, and replicable since it 170

measures diverse attributes in texts quantitatively. 171

Based on the chatbot’s intended purpose, automatic 172

LLM evaluation can adopt domain- or task- spe- 173

cific evaluation approach (Abeysinghe and Circi, 174

2024). Domain-specific LLM evaluations use previ- 175

ous benchmarks to evaluate a model performance. 176

These domain specific benchmarks are designed 177

to be reproducible, by capturing domain specific 178

performance more accurately. Open Medical-LLM 179

Leaderboard and Hallucination Leaderboard are 180

some examples of domain specific LLM evalua- 181

tion. Domain-specific evaluations, however, re- 182

quires well-curated and tested benchmarks, and 183
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cannot guide a given specific tasks. Task-specific184

LLM evaluation use metrics to evaluate narrow-185

focused tasks, bypassing pre-existing evaluation186

datasets. ROUGE (Lin, 2004), BLEU (Papineni187

et al., 2002), and classic metrics such as accuracy,188

precision, recall, and F1 score are good examples189

of task-specific LLM evaluation. However, these190

metrics are criticized because they tend to be un-191

derinformative, too simplistic, and do not correlate192

well with human evaluations (Van der Lee et al.,193

2021).194

Human evaluations are considered as “gold stan-195

dard” because human-written texts include diverse196

aspects that cannot easily be encoded computation-197

ally (Clark et al., 2021). Human evaluators can as-198

sess a text based on given dimensions such as text199

quality, naturalness, or humanlikeness (Van der200

Lee et al., 2021). However, due to its costly na-201

ture, human evaluations can only use limited num-202

ber of evaluators, leading to underpowered results203

(Abeysinghe and Circi, 2024; Van der Lee et al.,204

2021). In addition, human evaluators are influenced205

by framing of questions (Schoch et al., 2020), and206

level of training for the assessment (Clark et al.,207

2021). To leverage the strengths of both automatic208

and human evaluation approaches, researchers ad-209

vocate for a “mixed-methods” approach to evaluate210

LLMs (Abeysinghe and Circi, 2024).211

3 Method: SeniorSafeAI212

SeniorSafeAI’s architecture (Figure 1) integrates213

a FastAPI backend with Uvicorn implementation214

for asynchronous request handling, a ReactJS fron-215

tend for user interaction, and LangChain to struc-216

ture conversational flows for our fine-tuned LLMs.217

We utilized Firebase’s Cloud Firestore for real-218

time database management, which includes user219

authentication for login and account creation, as220

well as storing chatlogs for each user account.221

This allows users to securely access their own222

conversation history, and manage their chat ses-223

sions (as shown in Figure 2). Our chatbot ap-224

plication, code, and data is available at anony-225

mous GitHub repo, https://anonymous.4open.226

science/r/SeniorSafeAI-36F4/.227

3.1 Training data228

First, our training data included 589 question-229

answer (Q&A) pairs (the “ground truth”) that com-230

prehensively cover key cybercrime types and topics231

relevant to older adults. To our knowledge, there is232

Model & LoRA

   User Prompt:
What can happen
to me because my

identity was
stolen?

Input embedding

Grouped-Query
 Attention

Sliding Window 
Attention

Add & Norm
Layer

Feed Forward
Layer

Add & Norm
Layer

Decoder
Block

Positional 
Encoding

Linear

Output embedding

LoRA

Cloud Firestore

       SeniorSafe AI: 
If you accounts are

suspended because of
suspicious activity, you may

have difficulty accessing
essential services like
healthcare, utilities, or
government benefits.

Answer stored for next prompt

Softmax

Figure 1: SeniorSafeAI chatbot workflow with LoRA.

Figure 2: SeniorSafeAI user interface.

currently no gold standard Q&A dataset for cyber- 233

security guidance for seniors. The closest dataset 234

to ours is CyberQ (Agrawal et al., 2024), but the 235

task is different from ours as the Q&As contain 236

general cybersecurity education for students and 237

novice learners, not age-specific, scenario-based 238

guidance for seniors. 239

Our Q&As were distributed across seven ma- 240

jor categories: general questions (70 Q&A pairs), 241

cyber hygiene (52 pairs), investment fraud (93 242

pairs), fake tech support (96 pairs), credit card 243

fraud (123 pairs), identity theft (101 pairs), and 244

romance scams (54 pairs). Each Q&A was devel- 245

oped through iterative co-design sessions with cy- 246

bersecurity researchers and student coders, guided 247

by domain experts to reflect realistic and high-risk 248

scenarios encountered by seniors. This dataset is 249

grounded in up-to-date law enforcement guidelines 250

(e.g., Consumer Financial Protection Bureau, Inter- 251
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net Crime Complaint Center (IC3), Federal Trade252

Commission) and cybersecurity best practices (e.g.,253

password hygiene, fraud reporting protocols). We254

also ensured that the factual accuracy of each an-255

swer was supported by at least one verified doc-256

ument, totaling 543 unique support PDFs. These257

documents included government advisories, con-258

sumer protection materials, and official reporting259

instructions.260

For model training and evaluation, the dataset261

was split into 80% for training and 20% for262

held-out testing. The training data was used to263

fine-tune our LLM-based response system, and264

the test set was for benchmarking across accu-265

racy, entity precision, and language similarity266

against model-generated outputs. The structure267

of training data followed Alpaca prompt template268

(User: %instruction%: %input%. Assistant:269

%output%). The instruction specifies the crime270

type (i.e. Identity Theft; Romance Scams; Credit271

Card Fraud; Investment Fraud; Fake Tech Sup-272

port; Cyber Hygiene; General Questions) and the273

question category (e.g., Reporting and Taking Ac-274

tion; Financial and Legal Concerns; Prevention and275

Moving Forward). An example is shown below:276

{
"instruction": "You are an expert on cybercrime and senior
citizens' safety, designed to answer questions on
Romance Scams in terms of Reporting and Taking Action,
including how it impacts seniors and practical steps
they can take to protect themselves.",

"input": "Should I report this to local law enforcement
or a cybercrime unit?",

"output": "Yes, the most common law enforcement agency
is the FBI and you may file a report with their
Internet Crime Complaint Center (IC3.gov)."

}

Figure 3: Example training instance for the Romance
Scam crime type with instruction, input, output.

3.2 LLMs and specifications277

We selected five state-of-the-art models for train-278

ing and evaluation: LLaMA3.1-8B, Gemma-279

7B, Qwen2.5-7B, and Mistral3v0.3-7B, all open-280

source, and ChatGPT-4o, a closed-source model.281

This selection allowed us to compare how well282

open-source models performed against closed-283

source models. If their performance was compa-284

rable, we prioritized open-source models for their285

transparency in implementation and design, as well286

as the flexibility for us to finetune and maintain287

complete control over data processing and storage.288

With the open-source models, we fine-tuned them289

using Low-Rank Adaptation (LoRA) on the train- 290

test Q&A dataset so the models can learn from 291

domain-specific knowledge. For all models, we 292

adopted the same system prompt to establish the 293

chatbot’s role. Each model was provided with the 294

context: “You are an expert on cybercrime and 295

senior citizens’ safety, designed to answer all ques- 296

tions truthfully, including how it impacts seniors 297

and practical steps they can take to protect them- 298

selves”. 299

With the combination of base models and their 300

LoRA-variants (with the exception of ChatGPT- 301

4o as we cannot finetune the proprietary model), 302

we evaluated a total of nine models. Each LoRA- 303

tuned model was trained with the following hy- 304

perparameters: LoRA Rank = 128, Alpha = 256, 305

Dropout = 0.05, Batch Size = 128, Cutoff Length 306

= 256, Learning Rate = 3e-5, Repetition Penalty 307

= 1.11, Temperature = 0.1, and min_p = 0.05. We 308

trained each model for five epochs. For instance, 309

the Mistral-7B-v0.3 LoRA model showed steady 310

performance improvements across epochs, with 311

evaluation loss dropping from 1.86 (epoch 1) to 312

1.29 (epoch 3). The final training loss was 50.73 af- 313

ter 479 steps (≈ 3.8 epochs), with training runtime 314

of 298 seconds and an average throughput of 7.9 315

samples per second. LoRA training and evaluation 316

were conducted using a high-performance work- 317

station equipped with a single NVIDIA RTX 6000 318

Ada Generation GPU (48 GB GDDR6) and a Dell 319

Precision 5860 Tower featuring an Intel® Xeon® 320

W5-2545 processor (12 cores, 24 threads). On this 321

setup, training took ≈ 3.96 minutes for Mistral-7B- 322

v0.3, 4.71 minutes for Qwen2.5-7B-Instruct, 5.13 323

minutes for LLaMA3.1-8B, and 5.65 minutes for 324

Gemma-7B, based on end-to-end training runtimes 325

tracked using Weights & Biases (WandB). 326

3.3 Evaluation 327

We used a mixed-methods approach to learn about 328

users’ preferences as well as to compare the perfor- 329

mance of different models. The initial evaluation 330

set includes ten ground truth Q&As which are un- 331

seen in the training data (conversational snippets 332

in Appendix A1-A3). This initial set is used to 333

establish agreement between the coders as well as 334

to refine our evaluation criteria. Once finalized, we 335

apply these criteria to a held-out test set of 118 336

Q&As for full evaluation. The details of our au- 337

tomatic evaluation metrics and human evaluation 338

metrics are presented in the following subsections. 339
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3.3.1 Automatic evaluation metrics340

We used automatic evaluation metrics to compare341

chatbot responses with ground truth text involve342

both lexical similarity (word match) using entity343

precision, recall, ROUGE-L, BLEU, and semantic344

(meanings of words) similarity using BertScore F1,345

and log-odds with a Dirichlet prior.346

Token-level Precision and Recall measure the347

overlap between ground truth and generated an-348

swers after lowercasing and tokenizing. Given to-349

ken sets Tgt and Tgen:350

Precision =
|Tgt ∩ Tgen|

|Tgen|

Recall =
|Tgt ∩ Tgen|

|Tgt|

(1)351

Entity Precision and Recall extend token-level352

metrics to named entities and noun phrases, ex-353

tracted using spaCy’s pipeline and pattern-based354

matching (Honnibal and Montani, 2017).355

ROUGE-L retrieves the longest common sub-356

sequence (LCS) between model and ground truth357

responses, where order of the words matter. The358

F1 version used in our script combines both LCS-359

based recall and precision:360

ROUGE-L =
2 · PLCS ·RLCS

PLCS +RLCS
(2)361

where PLCS and RLCS denote LCS precision362

and recall relative to generated and ground truth.363

BLEU evaluates n-gram precision with smooth-364

ing (method 1 in NLTK). While BLEU typically365

uses 4-gram precision, we adapt it for sentence-366

level comparison:367

BLEU = BP · exp

(
N∑

n=1

wn log pn

)
(3)368

where BP is the brevity penalty, and pn is the369

clipped n-gram precision, which means we count370

each n-gram in the generated response only up to371

the number of times it appears in the ground truth.372

String Similarity is measured using normalized373

Levenshtein distance. This metric measures how374

similar two texts are by counting the fewest charac-375

ter changes (insertions, deletions, or substitutions)376

needed to make them match.377

Length Ratio is computed to check verbosity of378

the generated text in comparison to the ground truth379

length. Measured as len(gen)
len(gt) .380

For further lexical and semantic comparison be- 381

tween the ground truth and models’ responses, we 382

used Monroe et al. (2008)’s approach to calculate 383

log-odds ratio with a Dirichlet prior, which identi- 384

fies words that are significantly overrepresented in 385

one corpus compared to another. This approach 386

has been validated in recent works on domain- 387

specific social media text [citations redacted for 388

review]. Positive log-odds values (z-scores) in- 389

dicate words more prevalent in the ground truth 390

answers, whereas negative values indicate words 391

more prevalent in the model-generated responses. 392

BERTScore uses contextual embeddings to eval- 393

uate semantic similarity. It computes cosine sim- 394

ilarity between each token in the generated and 395

ground truth answers using pre-trained RoBERTa- 396

large model. The final values are normalized via 397

baseline rescaling, consistent with (Zhang et al., 398

2019)’s best practices. We calculate the F1 value: 399

FBERT =
2 · PBERT ·RBERT

PBERT +RBERT
(4) 400

3.3.2 Human evaluation metrics 401

For human evaluation, we asked annotators to rate 402

model responses based on seven criteria: Clarity, 403

accuracy, relevance, error prevention and education, 404

consistency, usefulness, and intelligence (Cheng 405

et al., 2024; Balaji et al., 2024). Definitions and 406

how each criterion is operationalized are detailed 407

in Appendix A.2, and on our GitHub Repo1. Each 408

criterion was scored on a 3-point Likert scale, with 409

an optional “Not Applicable” category. 410

Annotators also provided open-ended rationales 411

to explain their scores, which allows us to trian- 412

gulate their ratings with their qualitative reasons. 413

All evaluations were conducted on a held-out set 414

of 11-12 unseen Q&A pairs from the 118-question 415

test set. Annotators reported that they each took 416

about two hours to complete the annotation and 417

evaluation task. 418

4 Results 419

4.1 Automatic evaluation results 420

Automatic evaluation results reveal performance 421

differences across open- and closed-source models, 422

with tradeoff between precision and recall (see Ta- 423

ble 1). Among all models, Mistral3-LoRA performs 424

best across multiple metrics, achieving the highest 425

values for precision (0.41), BERTScore F1 (0.31), 426

1https://anonymous.4open.science/r/
SeniorSafeAI-36F4/, Human evaluation folder
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Model Precision Recall BERTScore F1 Entity P Entity R ROUGE-L BLEU String Sim. Len. Ratio
Open-source models

LLaMA3.1-Base 0.21 0.30 0.18 0.13 0.20 0.18 0.03 0.26 1.99
Qwen2.5-Base 0.23 0.30 0.24 0.15 0.20 0.20 0.04 0.27 1.75
Mistral33-Base 0.21 0.33 0.21 0.14 0.22 0.19 0.04 0.26 2.37
Gemma-Base 0.20 0.24 0.15 0.10 0.14 0.16 0.02 0.25 1.89
Mistral33-LoRA 0.41 0.20 0.31 0.31 0.16 0.23 0.05 0.28 0.60
LLaMA3.1-LoRA 0.11 0.43 0.10 0.07 0.27 0.13 0.02 0.16 7.20
Qwen2.5-LoRA 0.12 0.36 0.09 0.07 0.23 0.13 0.02 0.18 5.62
Gemma-LoRA 0.04 0.04 -0.25 0.05 0.02 0.04 0.00 0.21 1.29

Closed-source models
ChatGPT-4o 0.21 0.25 0.14 0.11 0.15 0.17 0.02 0.26 1.63

Table 1: Results of automatic evaluation metrics across models. Highest values for each metric are bolded.

Model Clarity Accuracy Relevance Error Prev. & Educ. Consistency Usefulness Intelligence
Ground Truth 2.8 2.8 2.8 2.6 2.8 2.7 2.7

Open-source models
LLaMA3.1-Base 2.8 2.7 2.8 2.5 2.7 2.6 2.7
Qwen2.5-Base 2.8 2.7 2.7 2.4 2.7 2.6 2.6
Mistral3-Base 2.7 2.7 2.8 2.3 2.7 2.5 2.6
Gemma-Base 2.7 2.6 2.6 2.3 2.6 2.4 2.5
Mistral3-LoRA 2.6 2.6 2.6 2.2 2.6 2.4 2.5
LLaMA3.1-LoRA 2.7 2.7 2.7 2.4 2.6 2.5 2.6
Qwen2.5-LoRA 2.4 2.5 2.5 2.3 2.3 2.2 2.2
Gemma-LoRA 1.4 1.5 1.4 1.3 1.4 1.3 1.4

Closed-source models
ChatGPT-4o 2.9 2.9 2.9 2.7 2.9 2.8 2.8

Table 2: Human evaluation scores across seven criteria. Each evaluator’s scores were averaged first, then these
averages were combined to ensure equal weighting per evaluator. Highest values for each criterion are bolded.

entity precision (0.31), ROUGE-L (0.23), BLEU427

(0.05), and string similarity (0.28). These results428

suggest that it generates responses that are both429

textually and semantically close to the ground truth.430

In contrast, LLaMA3.1-LoRA yields the highest re-431

call (0.43) and entity recall (0.27) but produces432

overly long responses (length ratio: 7.20), resulting433

in lower precision (0.11).434

Base models tend to outperform their LoRA vari-435

ants, except for Mistral3, though overall perfor-436

mance remains modest. Qwen2.5-Base achieves437

the highest BERTScore F1 (0.24) among the base438

models, along with high ROUGE-L (0.20) and pre-439

cision (0.23). Mistral3-Base has the highest re-440

call (0.33) among base models, though its overall441

similarity metrics are slightly lower. These find-442

ings indicate that while no one model outperforms443

across all dimensions, Mistral3-LoRA offers the444

best overall alignment with ground truth in terms of445

accuracy. In contrast, LLaMA3.1-LoRA generates446

longer responses, which increases recall but at the447

cost of precision. Notably, ChatGPT-4o, despite448

being a closed-source model, does not outperform449

on any metrics compared to the top-performing450

open-source models. ChatGPT’s performance is451

comparable to open-source base models, and is 452

lower than Mistral3-LoRA on key measures such 453

as precision, BERTScore F1, and entity precision. 454

Log-odds distribution shows open-source mod- 455

els have more similar word profiles to the ground 456

truth than closed-source model. When analyz- 457

ing the distribution of all words in both corpora, 458

Mistral3-LoRA (Figure 4a) has the highest per- 459

centage of words with z-scores between -1 and 460

1 (92.28% of all words), followed by ChatGPT-4o 461

(89.42%) (Figure 4b) and Qwen2.5-Base (88.19%). 462

Words within this range appear across both corpora 463

with comparable frequency of usage. Examples 464

of words within this range for Mistral3-LoRA in- 465

cludes “national”, “specialists”, “incident”, and 466

“losing”. Words used in ChatGPT-4o that falls 467

within this range includes “cards”, “prevention”, 468

and “enabling”. As shown in Figure 4, Mistral3- 469

LoRA uses words more similar to those in the 470

ground truth, which explains the narrow z-score 471

range in the “Words more common in Ground 472

Truth” (top quadrant). On the other hand, the wider 473

z-score range in ChatGPT-4o’s responses indicates 474

that ground truth words are used with less consis- 475

tency compared to the ground truth responses. 476
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Figure 4: Comparison of word usage in ground truth
(top quandrants) versus model responses (bottom quad-
rants), weighted by log-odds with a Dirichlet prior.

4.2 Human evaluation results477

Human evaluation results (Table 2) indicate that478

ChatGPT-4o is rated most frequently (across 53479

Q&As) as the top model across all coders, followed480

by the ground truth answers, LLaMA3.1-Base, and481

Qwen2.5-Base. ChatGPT-4o’s responses were pre-482

ferred by coders because it was “easy to under-483

stand”, “consistent”, and “well-rounded”. One an-484

notator noted that “the model has been consistent485

with every response”, and another stated that “the486

response is well-written and provides relevant in-487

formation”. LLaMA3.1-Base is also rated top for488

providing “clear and useful information” and “pro-489

vides good resources”, with examples included in490

the responses. One annotator indicated that “The491

response’s recommendations also incorporate orga-492

nizations like the AARP and FTC into encouraging493

the user to share their story, which is a unique494

perspective”, showing that the model integrated ex-495

ternal resources. Another coder mentioned that this496

model’s response contains “strong focus on preven- 497

tative advice like 2FA or fraud alerts”, which lists 498

the actionable steps that seniors can take to protect 499

themselves. One drawback of the model, compared 500

to ChatGPT-4o, is the formatting and tone of lan- 501

guage. In particular, one annotator noted that “with 502

all the text aligned to the left with a lack of strong 503

visual separation, the response may be hard for 504

the user to read”. Another noted that, “ this is a 505

good response but it’s a bit wordy”, meaning that 506

while the content is relevant and informative, the 507

response could benefit from more concise phrasing. 508

This is also observed in Qwen2.5-Base’s response, 509

where four different annotations discussed that tone 510

of the language and formatting could be improved. 511

The comments were “missing the emotional sup- 512

port side”, “ramble and give too many details”, and 513

“formatting could be a bit better”, “the structure 514

makes the response hard to read”. 515

Human annotations also reveal that base mod- 516

els’ responses are slightly preferred over LoRA- 517

finetuned models’. While base models’ responses 518

are considered “concise” and “straight to the point”, 519

LoRA models’ responses are sometimes overly 520

detailed, with one annotator stating this about 521

Qwen2.5-LoRA: “I like that there are additional 522

steps but perhaps, that shouldn’t be included /with/ 523

the response because it takes away the focus of the 524

/current/ situation.”. Similarly, LLaMA3.1-LoRA 525

is perceived as “very detailed”, but “could be or- 526

ganized a little better but gives great tools and re- 527

sources and explanations”. 528

5 Discussion 529

Some open-source models outperform closed- 530

source models in automatic evaluation metrics, 531

whereas a closed-source model receive higher 532

qualitative ratings from text formatting and lan- 533

guage. These findings have important implications 534

for the future development of chatbots using open- 535

source LLMs, particularly in contexts where user 536

security and privacy are paramount. We provide ev- 537

idence and best practices demonstrating that open- 538

source models can achieve high performance in 539

tasks that demand strong protections for sensitive 540

user data. By highlighting these findings, we aim to 541

draw greater attention to the value and importance 542

of leveraging open-source LLMs. 543

This emphasis is particularly timely given the 544

growing trend of over-reliance on closed-source 545

models developed by major corporations such as 546

7



OpenAI. To illustrate this trend, we conducted a547

small-scale analysis of 50 LLM-related articles548

from the ACM Digital Library. We found that549

studies using closed-source models outnumbered550

thos using open-source models by a factor of two.551

Notably, OpenAI accounted for 41 of the 42 pro-552

prietary LLMs used, highliting its near-total dom-553

inance in the current research landscape. While554

reported performance is high, closed-source LLMs555

require expensive subscriptions to access, limiting556

their use by small organizations and individual re-557

searchers. The growing reliance on closed-source558

LLMs increase concerns about the reproducibility559

of research. Moreover, studies that involve strin-560

gent requirements around privacy, security, or in-561

tellectual property are left with limited options, as562

closed-source models often lack transparency and563

control needed for this area of research.564

We also find that LoRA fine-tuning has differ-565

ent effects depending on the opens-source model.566

Mistral3-LoRA benefits the most, outperforming all567

models on nearly every automatic evaluation met-568

ric, including precision, BERTScore, and log-odds569

similarity. LLaMA3.1-LoRA shows the largest im-570

provement in recall. In contrast, fine-tuned variants571

like Gemma-LoRA and Qwen2.5-LoRA show min-572

imal gains, with base models performing just as573

well in many cases. These differences likely re-574

flect how well each architecture supports low-rank575

adaptation. This is reflected in studies showing576

that LoRA outperforms traditional fine-tuning on577

base models for LLaMA (Gajulamandyam et al.,578

2025; Dettmers et al., 2023) and Mistral (Zhao579

et al., 2024). For other models such as Qwen, and580

especially Gemma (Maatouk et al., 2024), LoRA581

and other types of parameter-efficient finetuning582

(PEFT) techniques because these models may not583

fully incorporate low-rank adapters within their at-584

tention and feedforward layers (Wang et al., 2025)585

(details in Figure 1). We should consider this in586

real-world application on which models to use for587

best LoRA (and other PEFT methods) finetuning.588

Taken together, our results show that open-589

source models are reliable for the task of providing590

accurate, domain-aligned cybersecurity guidance591

for seniors, and can be safely integrated into real-592

world cybersecurity workflows.593

We find that human annotators prefer ground594

truth and ChatGPT over open-source models595

due to better formatting, clarity, and tone. While596

Mistral3-LoRA outperforms all other models in597

terms of lexical and semantic similarity to ground598

truth responses, ChatGPT-4o is rated highest by 599

human annotators for its clean formatting and flu- 600

ent language. This finding is consistent with Clark 601

et al. (2021), stressing the importance of develop- 602

ing systematic evaluation methods. 603

Based on the ratings (Table 2) and comments 604

from the annotators, we learn that ChatGPT-4o 605

is often preferred, especially on error prevention 606

& education content, because the model outlines 607

clear steps for mitigating risks based on a particular 608

crime type. On the other hand, Mistral3-LoRA and 609

LLaMA-LoRA contained fewer actionable steps in 610

their responses, which may explain why they score 611

slightly lower on usefulness category. This finding 612

shows that our finetuning can be improved by in- 613

cluding more structured training data that provides 614

clear, step-by-step guidance on how to respond to 615

different cybercrime threats. 616

6 Conclusion and Future Work 617

This study is the first to systematically evalu- 618

ate the performance of open-source and closed- 619

source LLMs in helping seniors protect themselves 620

against cybercrimes. To address RQ1, our results 621

show that open-source, fine-tuned models, namely 622

Mistral3-LoRA, outperform closed-source models 623

like ChatGPT-4o across all automatic evaluation 624

metrics, including lexical and semantic similarity, 625

entity overlap, and log-odds alignment with ground 626

truth. For RQ2, while ChatGPT-4o was consis- 627

tently preferred by human annotators for its pol- 628

ished language and clean formatting, fine-tuned 629

open-source models demonstrated closer alignment 630

with ground truth in terms of terminology used and 631

perceived informativeness of the content. 632

These findings suggest that open-source models, 633

when fine-tuned on domain-specific data, can pro- 634

vide accurate and contextually relevant responses, 635

while also offering advantages in transparency, cus- 636

tomizability, and data privacy. This has implica- 637

tions for developing accessible and trustworthy 638

chatbot solutions to support older adults in navigat- 639

ing cybercrime threats, without relying on opaque 640

models. With the goal to further develop our trans- 641

parent and trustworthy chatbot, we will finetune 642

these models using Retrieval Augmented Genera- 643

tion (RAG) with a larger training dataset. Future 644

work will also involve user testing of the chatbot 645

with senior users to assess interface accessibility, 646

response flow, and overall user experience. 647
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7 Acknowledgments648

Anonymized for Review.649

8 Limitations650

This study has several areas of improvement. First,651

we plan to expand the dataset to over 1,000 ex-652

amples to improve generalizability of our novel653

cybercrime Q&A training dataset. Second, beyond654

fine-tuning with LoRA, we plan to compare perfor-655

mance of open-source models trained with newer656

methods such as Quantized LoRA (QLoRA), and657

Retrieval-Augmented Generation (RAG). Finally,658

our study does not yet include user feedback from659

the senior population. We will conduct a follow-up660

study with 10–15 senior citizens, in collaboration661

with a county-level senior center, to collect data662

on chatbot usability, perceived trust, and the users’663

likelihood to act on the chatbot’s advice.664

References665

Bhashithe Abeysinghe and Ruhan Circi. 2024. The chal-666
lenges of evaluating llm applications: An analysis of667
automated, human, and llm-based approaches. arXiv668
preprint arXiv:2406.03339.669

Lisa C Adams, Daniel Truhn, Felix Busch, Felix670
Dorfner, Jawed Nawabi, Marcus R Makowski, and671
Keno K Bressem. 2024. Llama 3 challenges propri-672
etary state-of-the-art large language models in radiol-673
ogy board–style examination questions. Radiology,674
312(2):e241191.675

Garima Agrawal, Kuntal Pal, Yuli Deng, Huan Liu, and676
Ying-Chih Chen. 2024. Cyberq: Generating ques-677
tions and answers for cybersecurity education using678
knowledge graph-augmented llms. In Proceedings679
of the AAAI Conference on Artificial Intelligence,680
volume 38, pages 23164–23172.681

Ananya Balaji, Lea Duesterwald, Ian Yang, Aman682
Priyanshu, Costanza Alfieri, and Norman Sadeh.683
2024. Generating effective answers to people’s ev-684
eryday cybersecurity questions: an initial study. In685
International Conference on Web Information Sys-686
tems Engineering, pages 363–379. Springer.687

PV Charan, Hrushikesh Chunduri, P Mohan Anand,688
and Sandeep K Shukla. 2023. From text to mitre689
techniques: Exploring the malicious use of large lan-690
guage models for generating cyber attack payloads.691
arXiv preprint arXiv:2305.15336.692

Xusen Cheng, Liyang Qiao, Bo Yang, and Zikang Li.693
2024. An investigation on the influencing factors of694
elderly people’s intention to use financial ai customer695
service. Internet research, 34(3):690–717.696

Vanessa Clairoux-Trepanier, Isa-May Beauchamp, Es- 697
telle Ruellan, Masarah Paquet-Clouston, Serge- 698
Olivier Paquette, and Eric Clay. 2024. The use of 699
large language models (llm) for cyber threat intel- 700
ligence (cti) in cybercrime forums. arXiv preprint 701
arXiv:2408.03354. 702

Elizabeth Clark, Tal August, Sofia Serrano, Nikita 703
Haduong, Suchin Gururangan, and Noah A Smith. 704
2021. All that’s’ human’is not gold: Evaluating hu- 705
man evaluation of generated text. arXiv preprint 706
arXiv:2107.00061. 707

Tim Dettmers, Artidoro Pagnoni, Ari Holtzman, and 708
Luke Zettlemoyer. 2023. Qlora: Efficient finetuning 709
of quantized llms. Advances in neural information 710
processing systems, 36:10088–10115. 711

Sam Fondrie-Teitler and Avi Jayanti. 2023. Consumers 712
are voicing concerns about ai. Technical report, Fed- 713
eral Trade Commission. 714

Deva Kumar Gajulamandyam, Sainath Veerla, Yasaman 715
Emami, Kichang Lee, Yuanting Li, Jinthy Swetha 716
Mamillapalli, and Simon Shim. 2025. Domain spe- 717
cific finetuning of llms using peft techniques. In 2025 718
IEEE 15th Annual Computing and Communication 719
Workshop and Conference (CCWC), pages 00484– 720
00490. IEEE. 721

Matthew Honnibal and Ines Montani. 2017. spacy 2: 722
Natural language understanding with bloom embed- 723
dings, convolutional neural networks and incremental 724
parsing. To appear, 7. 725

Internet Crime Complaint Center. 2023. FBI Elder 726
Fraud Report 2023. Technical report, FBI. 727

Ray Islam and Peter Sandborn. 2023. Demonstra- 728
tion of a response time based remaining useful life 729
(rul) prediction for software systems. arXiv preprint 730
arXiv:2307.12237. 731

Paul Iusztin and Maxime Labonne. 2024. Llm engi- 732
neer’s handbook: Master the art of engineering large 733
language models from concept to production. 734

S. Kukreja, T. Kumar, A. Purohit, A. Dasgupta, and 735
D. Guha. 2024. A literature survey on open source 736
large language models. In Proceedings of the 2024 737
7th International Conference on Computers in Man- 738
agement and Business, pages 133–143. 739

Chin-Yew Lin. 2004. Rouge: A package for automatic 740
evaluation of summaries. In Text summarization 741
branches out, pages 74–81. 742

Feng Liu, Jiaqi Jiang, Yating Lu, Zhanyi Huang, and 743
Jiuming Jiang. 2025. The ethical security of large 744
language models: A systematic review. Frontiers of 745
Engineering Management, pages 1–13. 746

Ali Maatouk, Kenny Chirino Ampudia, Rex Ying, and 747
Leandros Tassiulas. 2024. Tele-llms: A series of 748
specialized large language models for telecommuni- 749
cations. arXiv preprint arXiv:2409.05314. 750

9

https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/10/consumers-are-voicing-concerns-about-ai
https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/10/consumers-are-voicing-concerns-about-ai
https://www.ftc.gov/policy/advocacy-research/tech-at-ftc/2023/10/consumers-are-voicing-concerns-about-ai
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3ElderFraudReport.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3ElderFraudReport.pdf
https://www.ic3.gov/Media/PDF/AnnualReport/2023_IC3ElderFraudReport.pdf
https://doi.org/10.1145/3647782.3647803
https://doi.org/10.1145/3647782.3647803
https://doi.org/10.1145/3647782.3647803


Burt L Monroe, Michael P Colaresi, and Kevin M Quinn.751
2008. Fightin’words: Lexical feature selection and752
evaluation for identifying the content of political con-753
flict. Political Analysis, 16(4):372–403.754

Farzad Nourmohammadzadeh Motlagh, Mehrdad Ha-755
jizadeh, Mehryar Majd, Pejman Najafi, Feng Cheng,756
and Christoph Meinel. 2024. Large language mod-757
els in cybersecurity: State-of-the-art. arXiv preprint758
arXiv:2402.00891.759

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-760
Jing Zhu. 2002. Bleu: a method for automatic evalu-761
ation of machine translation. In Proceedings of the762
40th annual meeting of the Association for Computa-763
tional Linguistics, pages 311–318.764

Stephanie Schoch, Diyi Yang, and Yangfeng Ji. 2020.765
“this is a problem, don’t you agree?” framing and bias766
in human evaluation for natural language generation.767
In Proceedings of the 1st Workshop on Evaluating768
NLG Evaluation, pages 10–16.769

Chris Van der Lee, Albert Gatt, Emiel Van Miltenburg,770
and Emiel Krahmer. 2021. Human evaluation of771
automatically generated text: Current trends and best772
practice guidelines. Computer Speech & Language,773
67:101151.774

Zhengbo Wang, Jian Liang, Ran He, Zilei Wang, and775
Tieniu Tan. 2025. Lora-pro: Are low-rank adapters776
properly optimized? ICLR.777

Robert Wolfe, Isaac Slaughter, Bin Han, Bingbing Wen,778
Yiwei Yang, Lucas Rosenblatt, Bernease Herman,779
Eva Brown, Zening Qu, Nic Weber, and 1 others.780
2024. Laboratory-scale ai: Open-weight models are781
competitive with chatgpt even in low-resource set-782
tings. In Proceedings of the 2024 ACM Conference783
on Fairness, Accountability, and Transparency, pages784
1199–1210.785

HanXiang Xu, ShenAo Wang, Ningke Li, Kailong786
Wang, Yanjie Zhao, Kai Chen, Ting Yu, Yang Liu,787
and HaoYu Wang. 2024. Large language models for788
cyber security: A systematic literature review. arXiv789
preprint arXiv:2405.04760.790

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q791
Weinberger, and Yoav Artzi. 2019. Bertscore: Eval-792
uating text generation with bert. arXiv preprint793
arXiv:1904.09675.794

Justin Zhao, Timothy Wang, Wael Abid, Geoffrey An-795
gus, Arnav Garg, Jeffery Kinnison, Alex Sherstin-796
sky, Piero Molino, Travis Addair, and Devvret Rishi.797
2024. Lora land: 310 fine-tuned llms that rival gpt-4,798
a technical report. arXiv preprint arXiv:2405.00732.799

A Appendix800

A.1 Conversational snippets from801

SeniorSafeAI802

Figures A1-A3 show the actual conversational snip-803

pets between the user and Mistral-LoRA, ChatGPT-804

4o, Llama3.1-Base, respectively.805

What should I do now that I’ve been scammed online?

First, report the scam to the appropriate authorities. This includes contacting your bank or financial 
institution if money was lost, as well as filing a complaint with the Federal Trade Commission (FTC) at 
ftc.gov/complaint. You should also notify any other organizations involved in the scam, such as your 
internet service provider or email provider.

Next, take steps to secure your accounts and devices. Change passwords for any affected accounts, 
and enable two-factor authentication where possible. Run a full system scan of your computer or 
mobile device using antivirus software, and consider resetting it entirely if necessary. Finally, be 
vigilant about monitoring your accounts and credit reports for signs of further fraudulent activity.

How do I report this to the authorities?

To report a scam to the FTC, visit ftc.gov/complaint and fill out their online form. You can also call 1-
877-382-4357 to speak with someone directly. Additionally, if you believe your personal information has 
been compromised, consider placing a fraud alert on your credit reports by contacting one of the three 
major credit bureaus: Equifax at 1-800-685-1111, Experian at 1-888-397-3742, or TransUnion at 1-800-
680-7200.

Figure A1: Conversational snippet between user and
Mistral-LoRA

What should I do now that I’ve been scammed online?

If you've been scammed online, take the following steps to protect yourself and address the issue:

1. Document the Scam

Take screenshots of messages, emails, or transactions.

Save any evidence, such as receipts, communication, or the scammer’s account details.

2. Secure Your Accounts

Change passwords for all online accounts, especially those associated with financial information.

Enable two-factor authentication (2FA) for added security.

3. Contact Your Bank or Payment Provider….  <read more>

How do I report this to the authorities?

The process of reporting a scam to authorities depends on your location and the type of scam. Here's 
how you can report it effectively:

1. In the United States

Federal Trade Commission (FTC): Go to ReportFraud.ftc.gov and follow the steps to file a complaint.

Internet Crime Complaint Center (IC3): Visit ic3.gov for scams involving online fraud.

2. Outside the United States

UK: Action Fraud (actionfraud.police.uk)… <read more>

Figure A2: Conversational snippet between user and
ChatGPT-4o

What should I do now that I’ve been scammed online?

I'm sorry to hear that you've been scammed online. It can be a frustrating and stressful experience. 
Here are a few steps you can take to try to recover from the scam and protect yourself in the future:

1. Report the scam to the appropriate authorities. This can include the police, the Federal Trade 
Commission (FTC), and any other relevant government agencies. Reporting the scam can help law 
enforcement track down the scammers and prevent others from falling victim to the same scam.

2. Contact your bank or credit card company immediately to report the scam and request a refund. 
Many banks and credit card companies have fraud protection policies that can help you recover your 
money…. <read more>

How do I report this to the authorities?

You can report the scam to the appropriate authorities by contacting the police, the Federal Trade 
Commission (FTC), and any other relevant government agencies. Reporting the scam can help law 
enforcement track down the scammers and prevent others from falling victim to the same scam. You 
can also report the scam to the Better Business Bureau (BBB) or other consumer protection 
organizations. These organizations can help you file a complaint and provide resources and support for 
victims of scams.

Figure A3: Conversational snippet between user and
Llam3.1-Base

A.2 Human evaluation metrics 806

The following lists seven criteria used for human 807

evaluation, including their definitions and opera- 808

tionalizations: 809

• Clarity evaluates whether the response is easy 810

to follow and provides clear directions without 811

unnecessary complexity. 812

• Accuracy assesses whether the information 813

is factually correct, up-to-date, and aligned 814

with best security practices (e.g., encryption, 815

10



multi-factor authentication, regular software816

updates).817

• Relevance examines whether the response di-818

rectly addresses the user’s question.819

• Error prevention and education evaluates the820

extent to which the response helps users avoid821

common cybersecurity mistakes (e.g., phish-822

ing scams or unsafe browsing).823

• Consistency measures whether the chatbot’s824

response maintains a stable tone, terminology,825

and structure.826

• Usefulness assesses how effective, clear, and827

actionable the instructions are for helping828

users accomplish a task or understand a con-829

cept.830

• Intelligence evaluates the overall quality of831

reasoning and contextual appropriateness of832

the response.833
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