
Quantile Activation: departing from single point
estimation for better generalization across distortions

Anonymous Author(s)
Affiliation
Address
email

Abstract

A classifier is, in its essence, a function which takes an input and returns the class1

of the input and implicitly assumes an underlying distribution. We argue in this2

article that one has to move away from this basic tenet to obtain generalization3

across distributions. Specifically, the class of the sample should depend on the4

points from its “context distribution” for better generalization across distributions.5

How does one achieve this? – The key idea is to “adapt” the outputs of each neuron6

of the network to its context distribution. We propose quantile activation,QACT,7

which, in simple terms, outputs the relative quantile of the sample in its context8

distribution, instead of the actual values in traditional networks.9

The scope of this article is to validate the proposed activation across several experi-10

mental settings, and compare it with conventional techniques. For this, we use the11

datasets developed to test robustness against distortions – CIFAR10C, CIFAR100C,12

MNISTC, TinyImagenetC, and show that we achieve a significantly higher gen-13

eralization across distortions than the conventional classifiers, across different14

architectures. Although this paper is only a proof of concept, we surprisingly find15

that this approach outperforms DINOv2(small) at large distortions, even though16

DINOv2 is trained with a far bigger network on a considerably larger dataset.17

1 Introduction18

Deep learning approaches have significantly influenced image classification tasks on the machine19

learning pipelines over the past decade. They can easily beat human performance on such tasks by non-20

trivial margins by using innovative ideas such as Batch Normalization [19] and other normalization21

techniques [3, 31], novel rectifiers such as ReLU/PReLU [26, 31, 3] and by using large datasets and22

large models.23

However, these classification systems do not generalize across distributions [2, 34], which leads to24

instability when used in practice. [22] shows that deep networks with ReLU activation degrades in25

performance under distortions. [4] observes that there exists a feature collapse which inhibits the26

networks to be reliable.27

Fundamental Problem of Classification: We trace the source of the problem to the fact that – Ex-28

isting classification pipelines necessitates single point prediction, i.e., they should allow classification29

of a single sample given in isolation. We argue that, for good generalization, one should move away30

from this basic tenet and instead allow the class to be dependent on the “context distribution” of the31

sample. That is, when performing classification, one needs to know both the sample and the context32

of the sample for classification.33

While this is novel in the context of classification systems, it is widely prevalent in the specific domain34

of Natural Language Processing (NLP) – The meaning of a word is dependent on the context of the35
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Severity 0 Severity 1 Severity 2 Severity 3 Severity 4 Severity 5
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Accuracy 90.48 81.06 65.9 48.34 41.54 35.86

Figure 1: Comparing TSNE plots of QACT and ReLU activation on CIFAR10C with Gaussian
distortions. Observe that QACT maintains the class structure extremely well across distortions, while
the usual ReLU activations loses the class structure as severity increases.

word. However, to our knowledge, this has not been considered for general classification systems.36

Even when using dominant NLP architectures such as Transformers for vision [8], the technique has37

been to split the image into patches and then obtain the embedding for an individual image.38

Obtaining a classification framework for incorporating context distribution: We suspect that39

the main reason why the context distribution is not incorporated into the classification system is40

– The naive approach of considering a lot of samples in the pipeline to classify a single sample41

is computationally expensive. We solve this problem by considering the context distribution of42

each neuron specifically. We introduce Quantile Activation (QACT), which outputs a probability43

depending upon the context of all outputs. This, however, gives rise to new challenges in training,44

which we address in section 2.45

Figure 1 illustrates the differences of the proposed framework with the existing framework. As46

severity increases (w.r.t Gaussian Noise), we observe that ReLU activation loses the class structure.47

This behaviour can be attributed to the fact that, as the input distribution changes, the activations48

either increase/decrease, and due to the multiplicative effect of numerous layers, this leads to very49

different features. On the other hand, the proposed QACT framework does not suffer from this, since50

if all the pre-activations1 change in a systematic way, the quantiles adjust automatically to ensure that51

the inputs for the next layer does not change by much. This is reflected in the fact that class structure52

is preserved with QACT.53

Remark: Quantile activation is different from existing quantile neural network based approaches,54

such as regression [30], binary quantile classification [36], Anomaly Detection [24, 33]. Our approach55

is achieving best in-class performance by incorporating context distribution in the classification56

paradigm. Our approach is also markedly different from Machine unlearning which is based on57

selective forgetting of certain data points or retraining from scratch [32].58

Contributions: A decent amount of literature on neuronal activation is available. However, to the59

best of our knowledge, none matches the central idea proposed in this work.60

In [5], the authors propose an approach to calibrate a pre-trained classifier fθ(x) by extending it61

to learn a quantile function, Q(x, θ, τ) (τ denotes the quantile), and then estimate the probabilities62

using
∫
τ
I[Q(x, θ, τ) ≥ 0.5]dτ 2. They show that this results in probabilities which are robust to63

distortions.64

1. In this article, we extend this approach to the level of a neuron, by suitably deriving the65

forward and backward propagation equations required for learning (section 2).66

2. We then show that a suitable incorporation of our extension produces context dependent67

outputs at the level of each neuron of the neural network.68

1We use the following convention – “Pre-activations” denote the inputs to the activation functions and
“Activations” denote the outputs of the activation function.

2I[] denotes the indicator function

2



3. Our approach contributes to achieving better generalization across distributions and is69

more robust to distortions, across architectures. We evaluate our method using different70

architectures and datasets, and compare with the current state-of-the-art – DINOv2. We71

show that QACT proposed here is more robust to distortions than DINOv2, even if we72

have considerably less number of parameters (22M for DINOv2 vs 11M for Resnet18).73

Additionally, DINOv2 is trained on 20 odd datasets, before being applied on CIFAR10C; in74

contrast, our framework is trained on CIFAR10, and produces more robust outcome (see75

figures 3,5).76

4. The proposed QACT is consistent with all the existing techniques used in DINOv2, and77

hence can be easily incorporated into any ML framework.78

5. We also adapt QACT to design a classifier which returns better calibrated probabilities.79

Related Works on Domain Generalization (DG): The problem of domain generalizations tries80

to answer the question – Can we use a classifier trained on one domain across several other related81

domains? The earliest known approach for this is Transfer Learning [28, 37], where a classifier82

from a single domain is applied to a different domain with/without fine-tuning. Several approaches83

have been proposed to achieve DG, such as extracting domain-invariant features over single/multiple84

source domains [11, 1, 9, 29, 16], Meta Learning [17, 9], Invariant Risk Minimization [2]. Self85

supervised learning is another proposed approach which tries to extract features on large scale datasets86

in an unsupervised manner, the most recent among them being DINOv2 [27]. Very large foundation87

models, such as GPT-4V, are also known to perform better with respect to distribution shifts [12].88

Nevertheless, to the best of our knowledge, none of these models incorporates context distributions89

for classification.90

2 Quantile Activation91

Rethinking Outputs from a Neuron: To recall – if x denotes the input, a typical neuron does the92

following – (i) Applies a linear transformation with parameters w, b, giving wtx+ b as the output,93

and (ii) applies a rectifier g, returning g(wtx+ b). Typically, g is taken to be the ReLU activation -94

grelu(x) = max(0, x). Intuitively, we expect that each neuron captures an “abstract” feature, usually95

not understood by a human observer.96

An alternate way to model a neuron is to consider it as predicting a latent variable y, where y = 197

if the feature is present and y = 0 if the feature is absent. Mathematically, we have the following98

model:99

z = wtx+ b+ ϵ and y = I[z ≥ 0] (1)

This is very similar to the standard latent variable model for logistic regression, with the main100

exception being, the outputs y are not known for each neuron beforehand. If y is known, it is rather101

easy to obtain the probabilities – P (z ≥ 0). Can we still predict the probabilities, even when y itself102

is a latent variable?103

The authors in [5] propose the following algorithm to estimate the probabilities:104

1. Let {xi} denote the set of input samples from the input distribution x and {zi} denote their105

corresponding latent outputs, which would be from the distribution z106

2. Assign y = 1 whenever z > (1− τ)th quantile of z, and 0 otherwise. For a specific sample,107

we have yi = 1 if zi > (1− τ)th quantile of {zi}108

3. Fit the model Q(x, τ ; θ) to the dataset {((xi, τ), yi)}, and estimate the probability as,109

P (yi = 1) =

∫ 1

τ=0

I[Q(x, τ ; θ) ≥ 0.5]dτ (2)

The key idea: Observe that in step 2., the labelling is done without resorting to actual ground-110

truth labels. This allows us to obtain the probabilities on the fly for any set of parameters, only by111

considering the quantiles of z.112

Defining the Quantile Activation QACT Let z denote the pre-activation of the neuron, and let113

{zi} denote the samples from this distribution. Let Fz denote the cumulative distribution function114

(CDF), and let fz denote the density of the distribution. Accordingly, we have that F−1
z (τ) denotes115
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Algorithm 1 Forward Propagation for a single neuron
Input: [zi] a vector of pre-activations, 0 < τ1 < τ2 < · · · < τnτ

< 1 - a list of quantile indices at
which we compute the quantiles.

Append two large values, c and −c, to the vector [zi].
Count n+ = number of positive values, n− = number of negative values, and assign the weight
w+ = 1/n+ to the positive values, and w− = 1/n− to the negative values.
Compute weighted quantiles {qi} at each of {τi} over the set {zi} ∪ {c,−c}
Compute QACT(zi) using the function,

QACT(x) =
1

nτ

∑
i

I[x ≥ qi] (5)

Remember [zi], w+, w−, [QACT(zi)] for backward propagation.
return [QACT(zi)]

Algorithm 2 Backward Propagation for a single neuron
Input: grad_output, 0 < τ1 < τ2 < · · · < τnτ < 1 - a list of quantile indices at which we compute
the quantiles.
Context from Forward Propagation: [zi], w+, w−, [QACT(zi)]

Obtain a weighted sample from [zi] with weights w+, w− – (say) S.
Obtain a kernel density estimate, using points from S, at each of the points in zi – (say) f̂z(zi)
Set,

grad_input = grad_output⊙ [f̂z(zi)] (6)

return grad_input

the τ th quantile of z. Using step (2) of the algorithm above, we define,116

QACT(z) =

∫ 1

τ=0

I[z > F−1
z (1− τ)]dτ

Substitute
=

τ→(1−τ)

∫ 1

τ=0

I[z > F−1
z (τ)]dτ (3)

Computing the gradient of QACT: However, to use QACT in a neural network, we need to117

compute the gradient which is required for back-propagation. Let τz denote the quantile at which118

F−1
z (τz) = z. Then we have that QACT(z) = τz since F−1

z (τ) is an increasing function. So, we119

have that QACT(F−1
z (τ)) = τ . In other words, we have that QACT(z) is Fz(z), which is nothing120

but the CDF of z. Hence, we have,121

∂QACT(z)

∂z
= fz(z) (4)

where fz(z) denotes the density of the distribution.122

Grounding the Neurons: With the above formulation, observe that since QACT is identical to123

CDF, it follows that, QACT(z) is always a uniform distribution between 0 and 1, irrespective of the124

distribution z. When training numerous neurons in a layer, this could cause all the neurons to learn125

the same behaviour. Specifically, if, half the time, a particular abstract feature is more prevalent126

than others, QACT (as presented above) would not be able to learn this feature. To correct this, we127

enforce that positive values and negative values have equal weight. Given the input distribution z,128

We perform the following transformation before applying QACT. Let129

z+ =

{
z if z ≥ 0

0 otherwise
z− =

{
z if z < 0

0 otherwise
(7)

denote the truncated distributions. Then,130

z‡ =

{
z+ with probability 0.5

z− with probability 0.5
(8)

From definition of z‡, we get that the median of z‡ is 0. This grounds the input distribution to have131

the same positive and negative weight.132
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(a) (b)

(c)

(d)

Figure 2: Intuition behind quantile activation. (a) shows a simple toy distribution of points (blue), it’s
distortion (orange) and a simple line (red) on which the samples are projected to obtain activations.
(b) shows the distribution of the pre-activations. (c) shows the distributions of the activations with
QACT of the original distribution (blue). (d) shows the distributions of the activations with QACT
under the distorted distribution (orange). Observe that the distributions match perfectly under small
distortions. Note that even if the distribution matches perfectly, the quantile activation is actually a
deterministic function.

Dealing with corner cases: It is possible that during training, some neurons either only get positive133

values or only get negative values. However, for smooth outputs, one should still only give the weight134

of 0.5 for positive values. To handle this, we include two values c (large positive) and −c (large135

negative) for each neuron. Since, the quantiles are conventionally computed using linear interpolation,136

this allows the outputs to vary smoothly. We take c = 100 in this article.137

Estimating the Density for Back-Propagation: Note that the gradient for the back propagation is138

given by the density of z‡ (weighted distribution). We use the Kernel Density Estimation (KDE), to139

estimate the density. We, (i) First sample N points with weights w+, w−, and (ii) then estimate the140

density at all the input points [zi]. This is point-wise multiplied with the backward gradient to get the141

gradient for the input. In this article we use N = 1000, which we observe gets reasonable estimates.142

Computational Complexity: Computational Complexity (for a single neuron) is majorly decided143

by 2 functions – (i) Computing the quantiles has the complexity for a vector [zi] of size n can be144

performed in O(n log(n)). Since this is log-linear in n, it does not increase the complexity drastically145

compared to other operations in a deep neural network. (ii) Computational complexity of the KDE146

estimates is O(Snτ ) where S is the size of sample (weighted sample from [zi]) and nτ is the number147

of quantiles, giving a total of O(n+ Snτ ). In practice, we consider S = 1000 and nτ = 100 which148

works well, and hence does not increase with the batch size. This too scales linearly with batch size149

n, and hence does not drastically increase the complexity.150

Remark: Algorithms 1, and 2 provide the pseudocode for the quantile activation. For stable151

training, in practice, we prepend and append the quantile activation with BatchNorm layers.152

Why QACT is robust to distortions? To understand the idea behind quantile activation, consider a153

simple toy example in figure 2. For ease of visualization, assume that the input features (blue) are in 2154

dimensions, and also assume that the line of the linear projection is given by the red line in figure 2a.155

Now, assume that the blue input features are rotated, leading to a different distribution (indicated here156

by orange). Since activations are essentially (unnormalized) signed distances from the line, we plot157

the histograms corresponding to the two distributions in figure 2b. As expected, these distributions158

are different. However, after performing the quantile activation in equation 3, we have that both are159

uniform distribution. This is illustrated in figures 2c and 2d. This behaviour has a normalizing effect160

across different distributions, and hence has better distribution generalization than other activations.161
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3 Training with QACT162

In the previous section, we described the procedure to adapt a single neuron to its context distribution.163

In this section we discuss how this extends to the Dense/Convolution layers, the loss functions to164

train the network and the inference aspect.165

Extending to standard layers: The extension of equation 3 to dense outputs is straightforward.166

A typical output of the dense layer would be of the shape (B,Nc) - B denotes the batch size, Nc167

denotes the width of the network. The principle is - The context distribution of a neuron is all the168

values which are obtained using the same parameters. In this case, each of the values across the ‘B’169

dimension are considered to be samples from the context distribution.170

For a convolution layer, the typical outputs are of the form - (B,Nc, H,W ) - B denotes the size of171

the batch, Nc denotes the number of channels, H,W denotes the sizes of the images. In this case we172

should consider all values across the 1st,3rd and 4th dimension to be from the context distribution,173

since all these values are obtained using the same parameters. So, the number of samples would be174

B ×H ×W .175

Loss Functions: One can use any differentiable loss function to train with quantile activation. We176

specifically experiment with the standard Cross-Entropy Loss, Triplet Loss, and the recently proposed177

Watershed Loss [6] (see section 4). However, if one requires that the boundaries between classes178

adapt to the distribution, then learning similarities instead of boundaries can be beneficial. Both179

Triplet Loss and Watershed Loss fall into this category. We see that learning similarities does have180

slight benefits when considering the embedding quality.181

Inference with QACT: As stated before, we want to assign a label for classification based on the182

context of the sample. There exist two approaches for this – (1) One way is to keep track of the183

quantiles and the estimated densities for all neurons and use it for inference. This allows inference184

for a single sample in the traditional sense. However, this also implies that one would not be able185

to assign classes based on the context at evaluation. (2) Another way is to make sure that, even for186

inference on a single sample, we include several samples from the context distribution, but only use187

the output for a specific sample. This allows one to assign classes based on the context. In this article,188

we follow the latter approach.189

Quantile Classifier: Observe that the proposed QACT (without normalization) returns the values in190

[0, 1] which can be interpreted as probabilities. Hence, one can also use this for the classification layer.191

Nonetheless, two changes are required – (i) Traditional softmax used in conjunction with negative-192

log-likelihoood loss already considers “relative” activations of the classification in normalization.193

However, QACT does not. Hence, one should use Binary-Cross-Entropy loss with QACT, which194

amounts to one-vs-rest classification. (ii) Also, unlike a neuron in the middle layers, the bias of the195

neuron in the classification layer depends on the class imbalance. For instance, with 10 classes, one196

would have only 1/10 of the samples labelled 1 and 9/10 of the samples labelled 0. To address this,197

we require that the median of the outputs be at 0.9, and hence weight the positive class with 0.9 and198

the negative class with 0.1 respectively. In this article, whenever QACT is used, we use this approach199

for inference.200

We observe that (figures 13 and 14) using quantile classifier on the learned features in general201

improves the consistency of the calibration error and also leads to the reducing the calibration error.202

In this article, for all networks trained with quantile activation, we use quantile classifier to compute203

the accracies/calibration errors.204

4 Evaluation205

To summarize, we make the following changes to the existing classification pipeline – (i) Replace the206

usual ReLU activation with QACT and (ii) Use triplet or watershed loss instead of standard cross207

entropy loss. We expect this framework to learn context dependent features, and hence be robust208

to distortions. (iii) Also, use quantile classifier to train the classifier on the embedding for better209

calibrated probabilities.210
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(a) Accuracy (b) Top-Label Calibration Error

Figure 3: Comparing QACT with ReLU activation and Dinov2 (small) on CIFAR10C. We observe
that, while at low severity of distortions QACT has a similar accuracy as existing pipelines, at
higher levels the drop in accuracy is substantially smaller than existing approaches. With respect to
calibration, we observe that the calibration error remains constant (up to standard deviations) across
distortions.

Evaluation Protocol: To evaluate our approach, we consider the two datasets developed for this211

purpose – CIFAR10C, CIFAR100C, TinyImagenetC [15], MNISTC[25]. These datasets have a212

set of 15 distortions at 5 severity levels. To ensure diversity we evaluate our method on 4 ar-213

chitectures – (overparametrized) LeNet, ResNet18[14] (11M parameters), VGG[35](15M param-214

eters) and DenseNet [18](1M parameters). The code to reproduce the results can be found at215

https://anonymous.4open.science/r/QuantAct-2B41.216

Baselines for Comparison: To our knowledge, there exists no other framework which proposed217

classification based on context distribution. So, for comparison, we consider standard ReLU activation218

[10], pReLU [13], and SELU [20] for all the architectures stated above. Also, we compare our219

results with DINOv2 (small) [27] (22M parameters) which is current state-of-the-art for domain220

generalization. Note that for DINOv2, architecture and datasets used for training are substantially221

different (and substantially larger) from what we consider in this article. Nevertheless, we include the222

results for understanding where our proposed approach lies on the spectrum. We consider the small223

version of DINOv2 to match the number of parameters with the compared models.224

Metrics: We consider four metrics – Accuracy (ACC), calibration error (ECE) [23] (both marginal225

and Top-Label) and mean average precision at K (MAP@K) to evaluate the embedding. For the case226

of ReLU/pReLU/SELU activation with Cross-Entropy, we use the logistic regression trained on the227

train set embeddings, and for QACT we use the calibrated linear classifier, as proposed above. We do228

not perform any additional calibration and use the probabilities. We discuss a selected set of results229

in the main article. Please see appendix C for more comprehensive results.230

Calibration error measures the reliability of predicted probabilities. In simple words, if one predicts231

100 samples with (say) probability 0.7, then we expect 70 of the samples to belong to class 1 and the232

rest to class 0. This is measured using either the marginal or top-label calibration error. We refer the233

reader to [23] for details, which also provides an implementation to estimate the calibration error.234

Remark: For all the baselines we use the standard Cross-Entropy loss for training. For inference235

on corrupted datasets, we retrain the last layer with logistic regression on the train embedding and236

evaluate it on test/corrupted embedding. For QACT, we as a convention use watershed loss unless237

otherwise stated, for training. For inference, we train the Quantile Classifier on the train embedding238

and evaluate it on test/corrupted embedding.239

The proposed QACT approach is robust to distortions: In fig. 3 we compare the proposed240

QACT approach with predominant existing pipeline – ReLU+Cross-Entropy and DINOv2(small)241

on CIFAR10C. In figure 3a we see that as the severity of the distortion increases, the accuracy of242

ReLU and DINOv2 drops significantly. On the other hand, while at small distortions the results are243

comparable, as severity increases QACT performs substantially better than conventional approaches.244
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(a) (b) (c)

Figure 4: (a) Dependence on Loss functions. Here we compare watershed with other popular
loss functions – Triplet and Cross-Entropy when used with QACT. We see that watershed per-
forms slightly better with respect to MAP. (b) Comparing QACT with other popular activations –
ReLU/pReLU/SELU with respect to accuracy. (c) Comparing QACT with other popular activations
– ReLU/pReLU/SELU with respect to Calibration Error (Marginal). From both (b) and (c) we can
conclude that QACT is notably more robust across distortions than several of the existing activation.
All the plots use ResNet18 with CIFAR10C dataset.

(a) (b)

Figure 5: Results on CIFAR100C/TinyImagenetC. We compare QACT+watershed to ReLU and
DinoV2 small on CIFAR100C/TinyImagenetC dataset with ResNet18. Note that the observations are
consistent with CIFAR10C. (a) shows how accuracy changes across distortions. Observe that QACT
is similar to DINOv2(s) with respect to embedding quality across all distortions, even if DINOv2
has 22M parameters as compared to Resnet18 11M parameters and is trained on larger datasets. (b)
shows how calibration error (marginal) changes across severities. While other approaches lead to an
increase in calibration error, QACT has similar calibration error across distortions.

At severity 5, QACT outperforms DINOv2. On the other hand, we observe that in figure 3b, the245

calibration error stays consistent across distortions.246

How much does QACT depend on the loss function? Figure 4a compares the watershed classifier247

with other popular losses – Triplet and Cross-Entropy. We see that all the loss functions perform com-248

parably when used in conjunction with QACT. We observe that watershed has a slight improvement249

when considering MAP and hence, we consider that as the default setting. However, we point out250

that QACT is compatible with several loss functions as well.251

QACT vs ReLU/pReLU/SELU activations: To verify that most existing activations do not share252

the robustness property of QACT, we compare QACT with other activations in figures 4b and 4c. We253

observe that QACT is greatly more robust with respect to distortions in both accuracy and calibration254

error than other activation functions.255

Results on Larger Datasets: To verify that our observations hold for larger datasets, we use256

CIFAR100C/TinyImagenetC to compare the proposed QACT+watershed with existing approaches.257

We observe on figure 5 that QACT performs comparably well as DINOv2, although DINOv2(s)258

has 22M parameters and is trained on significantly larger datasets. Moreover, we also observe that259
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QACT has approximately constant calibration error across distortions, as opposed to a significantly260

increasing calibration error for ReLU or DINOv2.261

5 Conclusion And Future Work262

To summarize, traditional classification systems do not consider the “context distributions” when263

assigning labels. In this article, we propose a framework to achieve this by – (i) Making the activation264

adaptive by using quantiles and (ii) Learning a kernel instead of the boundary for the last layer. We265

show that our method is more robust to distortions by considering MNISTC, CIFAR10C, CIFAR100C,266

TinyImagenetC datasets across varying architectures.267

The scope of this article is to provide a proof of concept and a framework for performing inference in268

a context-dependent manner. We outline several potential directions for future research:269

I. The key idea in our proposed approach is that the quantiles capture the distribution of each270

neuron from the batch of samples, providing outputs accordingly. This poses a challenge for271

inference, and we have discussed two potential solutions: (i) remember the quantiles and272

density estimates for single sample evaluation, or (ii) ensure that a batch of samples from273

the same distribution is processed together. We adopt the latter method in this article. An274

alternative approach would be to learn the distribution of each neuron using auxiliary loss275

functions, adjusting these distributions to fit the domain at test time. This gives us more276

control over the network at test time compared to current workflows.277

II. Since the aim of the article was to establish a proof-of-concept, we did not focus on scaling,278

and use only a single GPU for all the experiments. To extend it to multi-GPU training,279

one needs to synchronize the quantiles across GPU, in a similar manner as that for Batch-280

Normalization. We expect this to improve the statistics, and to allow considerably larger281

batches of training.282

III. On the theoretical side, there is an interesting analogy between our quantile activation and283

how a biological neuron behaves. It is known that when the inputs to a biological neuron284

change, the neuron adapts to these changes [7]. Quantile activation does something very285

similar, which leads to an open question – can we establish a formal link between the286

adaptability of a biological neuron and the accuracy of classification systems?287

IV. Another theoretical direction to explore involves considering distributions not just at the288

neuron level, but at the layer level, introducing a high-dimensional aspect to the problem.289

The main challenge here is defining and utilizing high dimensional quantiles, which remains290

an open question [21].291

Broad Impact: In this article, we propose an approach to maintain calibration and generalization292

across small distortions. While, we do not foresee any direct societal consequences of our work, we293

expect the potential future consequences of the technique to reduce the bias in the following ways294

– (i) Since we do not assume normal distribution, our approach is likely to handle long tails better295

than existing methods. This would help in reducing the dataset bias where marginal groups are less296

represented. (ii) Note that the output of each QACT layer is a uniform distribution. This can allow us297

to understand the working of each layer in isolation and possibly reduce the black-box nature of the298

current classification systems. (iii) Moreover, by directly modifying the context distribution of each299

neuron, one can easily make the networks more reliable without resorting to expensive re-training the300

entire network.301
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(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 6: Comparing QACT with ReLU activation and Dinov2 (small).

A Experiment details for figure 1396

We consider the features obtained from ResNet18 with both QACT and RelU activations for the397

datasets of CIFAR10C with gaussian_noise at all the severity levels. Hence, we have 6 datasets398

in total. To use TSNE for visualization, we consider 1000 samples from each dataset and obtain399

the combined TSNE visualizations. Each figure shows a scatter plot of the 2d visualization for the400

corresponding dataset.401

B Compute Resources and Other Experimental Details402

All experiments were performed on a single NVidia GPU with 32GB memory with Intel Xeon CPU403

(10 cores). For training, we perform an 80:20 split of the train dataset with seed 42 for reproducibility.404

All networks are initialized using default pytorch initialization technique.405

We use Adam optimizer with initial learning rate 1e − 3. We use ReduceLRonPlateau learning406

rate scheduler with parameters – factor=0.1, patience=50, cooldown=10, threshold=0.01, thresh-407

old_mode=abs, min_lr=1e-6. We monitor the validation accuracy for learning rate scheduling. We408

also use early_stopping when the validation accuracy does not increase by 0.001.409

C Extended Results Section410

Comparing QACT + watershed and ReLU+Cross-Entropy: Figure 6 shows the corresponding411

results. The first experiment compares QACT + watershed with ReLU + Cross-Entropy on two412

standard networks – ResNet18 and DenseNet. With respect to accuracy, we observe that while at413

severity 0, ReLU + Cross-Entropy slightly outperforms QACT + watershed, as severity increases414

QACT + watershed is far more stable. We even outperform DinoV2(small) (22M parameters) at415

severity 5. Moreover, with respect to calibration error, we see a consistent trend across distortions.416

As [5] argues, this helps in building more robust systems compared to one where calibration error417

increases across distortions.418
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(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 7: Triplet vs Watershed vs Cross-Entropy

Does loss function make a lot of difference? Figure 7 compares three different loss functions419

Watershed, Triplet and Cross-Entropy when used in conjunction with QACT. We observe similar420

trends across all loss functions. However, Watershed performs better with respect to Mean Average421

Precision (MAP) and hence we use this as a default strategy.422

Why Mean-Average-Precision? – We argue that the key indicator of distortion invariance should423

be the quality of embedding. While, accuracy (as measured by a linear classifier) is a good metric,424

a better one would be to measure the Mean-Average-Precision. With respect to calibration error,425

due to the scale on the Y-axis, the figures suggest reducing calibration error. However, the standard426

deviations overlap, and hence, these are assumed to be constant across distortions.427

How well does watershed perform when used with ReLU activation? Figure 8 shows the428

corresponding results. We observe that both the watershed loss and cross-entropy have large overlaps429

in the standard deviations at all severity levels. So, this shows that, when used in conjunction with430

ReLU watershed and cross-entropy loss are very similar. But in conjunction with QACT, we see that431

watershed has a slightly higher Mean-Average-Precision.432

What if we consider an easy classification task? In figure 9, we perform the comparison of433

QACT+Watershed and ReLU and cross-entropy on MNISTC dataset. Across different architectures,434

we observe a lot less variation (standard deviation) of QACT+Watershed compared to RelU and435

cross-entropy. This again suggests robustness against distortions of QACT+Watershed.436

Comparing with other popular activations: Figures 10 and 11 shows the comparison of QACT437

with ReLU, pReLU and SeLU. We observe the same trend across ReLU, pReLU and SeLU, while438

QACT is far more stable across distortions.439

Results on CIFAR100/TinyImagenetC: Figure 12 compares QACT+Watershed and ReLU+Cross-440

Entropy on CIFAR100C dataset. We also include the results of QACT+Cross-Entropy vs.441

ReLU+Cross-Entropy on TinyImagenetC. The results are consistent with what we observe on442

CIFAR10C, and hence, draw the same conclusions as before.443

13



(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 8: Watershed vs Cross-Entropy when using ReLU activation

(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 9: Results on MNIST
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(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 10: QACTvs ReLU vs pReLU vs Selu activations on ResNet18

(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 11: QACTvs ReLU vs pReLU vs Selu activations on Densenet
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(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 12: QACTvs ReLU on Resnet18+CIFAR100

(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 13: Effect of Quantile Classifier. We use ResNet18 and DinoV2 architectures on CIFAR10.
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(a) Accuracy (b) Mean Average Precision (MAP@100)

(c) Marginal Calibration Error (d) Top-Label Calibration Error

Figure 14: Effect of Quantile Classifier. We use ResNet18 and DinoV2 architectures on CIFAR100.

Effect of Quantile Classifier: Figures 13 and 14 shows the effect of quantile classifier on standard444

ResNet10/DinoV2 outputs with CIFAR10C/CIFAR100C datasets. While the accuracy values are445

almost equivalent, we observe a “flatter” trend of the calibration errors, sometimes reducing the error446

as in the case of CIFAR100C.447

D Watershed Loss448

The authors in [6] proposed a novel classifier – watershed classifier, which works by learning449

similarities instead of the boundaries. Below we give the brief idea of the loss function, and refer the450

reader to the original paper for further details.451

1. Let (xi, yi) denote the samples in each batch, and let fθ denote the embedding network.452

fθ(xi) denotes the corresponding embedding.453

2. Starting from randomly selected seeds in the batch, propagate the labels to all the samples.454

Let ŷi denote the estimated samples. For each fθ(xi) and for each label l, obtain the nearest455

neighbour in the samples in the set,456

Sl = {fθ(xi) | ŷi = yi = l} (9)

that is, all the samples of class l labelled correctly. Denote this nearest neighbour using457

fθ(xi,l,1nn).458

3. Then the loss is given by,459

Watershed Loss =
−1

nsamples

nsamples∑
i=1

L∑
l=1

I[yi = l] log

(
exp (−∥fθ(xi)− fθ(xi,l,1nn)∥)∑L
j=1 exp (−∥fθ(xi)− fθ(xi,j,1nn)∥)

)
(10)

Why Watershed Loss?: Observe that the loss in equation 10 implicitly learns representations460

consistent with the RBF kernel, which is known to be translation invariant. Minimizing this loss461

function, hence, will learn translation invariant kernels. This is important for obtaining networks462

robust to distortions.463
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If one uses (say) Cross Entropy loss, then the features learned would be such that the classes are464

linearly separable. Contrast this with watershed, which instead learns a similarity between two points465

in a translation invariant manner.466

Remark: Observe that the watershed loss is very similar to metric learning losses. The authors in467

[6] claim that this offers better generalization, and show that this is consistent with 1NN classifier.468

Moreover, they show that this classifier (without considering fθ) has a VC dimension which is equal469

to the number of classes. While metric learning losses are similar, there is no such guarantee with470

respect to classification. This motivated our choice of using watershed loss over other metric learning471

losses.472
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NeurIPS Paper Checklist473

The checklist is designed to encourage best practices for responsible machine learning research,474

addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove475

the checklist: The papers not including the checklist will be desk rejected. The checklist should476

follow the references and precede the (optional) supplemental material. The checklist does NOT477

count towards the page limit.478

Please read the checklist guidelines carefully for information on how to answer these questions. For479

each question in the checklist:480

• You should answer [Yes] , [No] , or [NA] .481

• [NA] means either that the question is Not Applicable for that particular paper or the482

relevant information is Not Available.483

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).484

The checklist answers are an integral part of your paper submission. They are visible to the485

reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it486

(after eventual revisions) with the final version of your paper, and its final version will be published487

with the paper.488

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.489

While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a490

proper justification is given (e.g., "error bars are not reported because it would be too computationally491

expensive" or "we were unable to find the license for the dataset we used"). In general, answering492

"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we493

acknowledge that the true answer is often more nuanced, so please just use your best judgment and494

write a justification to elaborate. All supporting evidence can appear either in the main paper or the495

supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification496

please point to the section(s) where related material for the question can be found.497

IMPORTANT, please:498

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",499

• Keep the checklist subsection headings, questions/answers and guidelines below.500

• Do not modify the questions and only use the provided macros for your answers.501

1. Claims502

Question: Do the main claims made in the abstract and introduction accurately reflect the503

paper’s contributions and scope?504

Answer: [Yes]505

Justification: Yes. The main contribution is a proof-of-concept that one should move away506

from single point estimation for better generalization across distortions.507

Guidelines:508

• The answer NA means that the abstract and introduction do not include the claims509

made in the paper.510

• The abstract and/or introduction should clearly state the claims made, including the511

contributions made in the paper and important assumptions and limitations. A No or512

NA answer to this question will not be perceived well by the reviewers.513

• The claims made should match theoretical and experimental results, and reflect how514

much the results can be expected to generalize to other settings.515

• It is fine to include aspirational goals as motivation as long as it is clear that these goals516

are not attained by the paper.517

2. Limitations518

Question: Does the paper discuss the limitations of the work performed by the authors?519

Answer: [Yes]520

Justification: Since, the scope is only a proof-of-concept, we have not considered scaling521

to large datasets/models in this work. Scaling these ideas would require rethinking current522

strategies and does not fit perfectly into existing framework. Moreover, the proposed523

approach slightly more resource intensive than ReLU activation.524

Guidelines:525
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• The answer NA means that the paper has no limitation while the answer No means that526

the paper has limitations, but those are not discussed in the paper.527

• The authors are encouraged to create a separate "Limitations" section in their paper.528

• The paper should point out any strong assumptions and how robust the results are to529

violations of these assumptions (e.g., independence assumptions, noiseless settings,530

model well-specification, asymptotic approximations only holding locally). The authors531

should reflect on how these assumptions might be violated in practice and what the532

implications would be.533

• The authors should reflect on the scope of the claims made, e.g., if the approach was534

only tested on a few datasets or with a few runs. In general, empirical results often535

depend on implicit assumptions, which should be articulated.536

• The authors should reflect on the factors that influence the performance of the approach.537

For example, a facial recognition algorithm may perform poorly when image resolution538

is low or images are taken in low lighting. Or a speech-to-text system might not be539

used reliably to provide closed captions for online lectures because it fails to handle540

technical jargon.541

• The authors should discuss the computational efficiency of the proposed algorithms542

and how they scale with dataset size.543

• If applicable, the authors should discuss possible limitations of their approach to544

address problems of privacy and fairness.545

• While the authors might fear that complete honesty about limitations might be used by546

reviewers as grounds for rejection, a worse outcome might be that reviewers discover547

limitations that aren’t acknowledged in the paper. The authors should use their best548

judgment and recognize that individual actions in favor of transparency play an impor-549

tant role in developing norms that preserve the integrity of the community. Reviewers550

will be specifically instructed to not penalize honesty concerning limitations.551

3. Theory Assumptions and Proofs552

Question: For each theoretical result, does the paper provide the full set of assumptions and553

a complete (and correct) proof?554

Answer: [NA]555

Justification: We do not consider theoretical aspects in this article. While there are interesting556

theoretical connections, we leave it for future work.557

Guidelines:558

• The answer NA means that the paper does not include theoretical results.559

• All the theorems, formulas, and proofs in the paper should be numbered and cross-560

referenced.561

• All assumptions should be clearly stated or referenced in the statement of any theorems.562

• The proofs can either appear in the main paper or the supplemental material, but if563

they appear in the supplemental material, the authors are encouraged to provide a short564

proof sketch to provide intuition.565

• Inversely, any informal proof provided in the core of the paper should be complemented566

by formal proofs provided in appendix or supplemental material.567

• Theorems and Lemmas that the proof relies upon should be properly referenced.568

4. Experimental Result Reproducibility569

Question: Does the paper fully disclose all the information needed to reproduce the main ex-570

perimental results of the paper to the extent that it affects the main claims and/or conclusions571

of the paper (regardless of whether the code and data are provided or not)?572

Answer: [Yes]573

Justification: We provide an anonymous link to generate all the results provided in the article.574

Moreover, we describe all the hyper-parameters used in the appendix as well.575

Guidelines:576

• The answer NA means that the paper does not include experiments.577

• If the paper includes experiments, a No answer to this question will not be perceived578

well by the reviewers: Making the paper reproducible is important, regardless of579

whether the code and data are provided or not.580

• If the contribution is a dataset and/or model, the authors should describe the steps taken581

to make their results reproducible or verifiable.582

• Depending on the contribution, reproducibility can be accomplished in various ways.583

For example, if the contribution is a novel architecture, describing the architecture fully584
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might suffice, or if the contribution is a specific model and empirical evaluation, it may585

be necessary to either make it possible for others to replicate the model with the same586

dataset, or provide access to the model. In general. releasing code and data is often587

one good way to accomplish this, but reproducibility can also be provided via detailed588

instructions for how to replicate the results, access to a hosted model (e.g., in the case589

of a large language model), releasing of a model checkpoint, or other means that are590

appropriate to the research performed.591

• While NeurIPS does not require releasing code, the conference does require all submis-592

sions to provide some reasonable avenue for reproducibility, which may depend on the593

nature of the contribution. For example594

(a) If the contribution is primarily a new algorithm, the paper should make it clear how595

to reproduce that algorithm.596

(b) If the contribution is primarily a new model architecture, the paper should describe597

the architecture clearly and fully.598

(c) If the contribution is a new model (e.g., a large language model), then there should599

either be a way to access this model for reproducing the results or a way to reproduce600

the model (e.g., with an open-source dataset or instructions for how to construct601

the dataset).602

(d) We recognize that reproducibility may be tricky in some cases, in which case603

authors are welcome to describe the particular way they provide for reproducibility.604

In the case of closed-source models, it may be that access to the model is limited in605

some way (e.g., to registered users), but it should be possible for other researchers606

to have some path to reproducing or verifying the results.607

5. Open access to data and code608

Question: Does the paper provide open access to the data and code, with sufficient instruc-609

tions to faithfully reproduce the main experimental results, as described in supplemental610

material?611

Answer: [Yes]612

Justification: We provide the code using an anonymous link at https://anonymous.613

4open.science/r/QuantAct-2B41. The datasets are all public datasets which can be614

downloaded.615

Guidelines:616

• The answer NA means that paper does not include experiments requiring code.617

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/618

public/guides/CodeSubmissionPolicy) for more details.619

• While we encourage the release of code and data, we understand that this might not be620

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not621

including code, unless this is central to the contribution (e.g., for a new open-source622

benchmark).623

• The instructions should contain the exact command and environment needed to run to624

reproduce the results. See the NeurIPS code and data submission guidelines (https:625

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.626

• The authors should provide instructions on data access and preparation, including how627

to access the raw data, preprocessed data, intermediate data, and generated data, etc.628

• The authors should provide scripts to reproduce all experimental results for the new629

proposed method and baselines. If only a subset of experiments are reproducible, they630

should state which ones are omitted from the script and why.631

• At submission time, to preserve anonymity, the authors should release anonymized632

versions (if applicable).633

• Providing as much information as possible in supplemental material (appended to the634

paper) is recommended, but including URLs to data and code is permitted.635

6. Experimental Setting/Details636

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-637

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the638

results?639

Answer: [Yes]640

Justification: We explain the experimental setting in complete detail in the article.641

Guidelines:642

• The answer NA means that the paper does not include experiments.643
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• The experimental setting should be presented in the core of the paper to a level of detail644

that is necessary to appreciate the results and make sense of them.645

• The full details can be provided either with the code, in appendix, or as supplemental646

material.647

7. Experiment Statistical Significance648

Question: Does the paper report error bars suitably and correctly defined or other appropriate649

information about the statistical significance of the experiments?650

Answer: [Yes]651

Justification: The datasets used incorporate 15 kinds of distortions across 5 severity levels.652

We report the error bars across the 15 kinds of distortions which should provide a good653

picture of the reliability of the results.654

Guidelines:655

• The answer NA means that the paper does not include experiments.656

• The authors should answer "Yes" if the results are accompanied by error bars, confi-657

dence intervals, or statistical significance tests, at least for the experiments that support658

the main claims of the paper.659

• The factors of variability that the error bars are capturing should be clearly stated (for660

example, train/test split, initialization, random drawing of some parameter, or overall661

run with given experimental conditions).662

• The method for calculating the error bars should be explained (closed form formula,663

call to a library function, bootstrap, etc.)664

• The assumptions made should be given (e.g., Normally distributed errors).665

• It should be clear whether the error bar is the standard deviation or the standard error666

of the mean.667

• It is OK to report 1-sigma error bars, but one should state it. The authors should668

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis669

of Normality of errors is not verified.670

• For asymmetric distributions, the authors should be careful not to show in tables or671

figures symmetric error bars that would yield results that are out of range (e.g. negative672

error rates).673

• If error bars are reported in tables or plots, The authors should explain in the text how674

they were calculated and reference the corresponding figures or tables in the text.675

8. Experiments Compute Resources676

Question: For each experiment, does the paper provide sufficient information on the com-677

puter resources (type of compute workers, memory, time of execution) needed to reproduce678

the experiments?679

Answer:[Yes]680

Justification: Yes. we include the entire information about the compute resources in the681

appendix.682

Guidelines:683

• The answer NA means that the paper does not include experiments.684

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,685

or cloud provider, including relevant memory and storage.686

• The paper should provide the amount of compute required for each of the individual687

experimental runs as well as estimate the total compute.688

• The paper should disclose whether the full research project required more compute689

than the experiments reported in the paper (e.g., preliminary or failed experiments that690

didn’t make it into the paper).691

9. Code Of Ethics692

Question: Does the research conducted in the paper conform, in every respect, with the693

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?694

Answer: [Yes]695

Justification: We have tried to maintain the double-blind policy to the maximum extent696

possible.697

Guidelines:698

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.699

• If the authors answer No, they should explain the special circumstances that require a700

deviation from the Code of Ethics.701
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-702

eration due to laws or regulations in their jurisdiction).703

10. Broader Impacts704

Question: Does the paper discuss both potential positive societal impacts and negative705

societal impacts of the work performed?706

Answer: [Yes]707
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We do not expect any negative societal impacts. There could be positive societal impact709
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Guidelines:711

• The answer NA means that there is no societal impact of the work performed.712

• If the authors answer NA or No, they should explain why their work has no societal713

impact or why the paper does not address societal impact.714

• Examples of negative societal impacts include potential malicious or unintended uses715
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to point out that an improvement in the quality of generative models could be used to722
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being used as intended and functioning correctly, harms that could arise when the727

technology is being used as intended but gives incorrect results, and harms following728

from (intentional or unintentional) misuse of the technology.729

• If there are negative societal impacts, the authors could also discuss possible mitigation730

strategies (e.g., gated release of models, providing defenses in addition to attacks,731

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from732

feedback over time, improving the efficiency and accessibility of ML).733

11. Safeguards734

Question: Does the paper describe safeguards that have been put in place for responsible735

release of data or models that have a high risk for misuse (e.g., pretrained language models,736

image generators, or scraped datasets)?737

Answer: [NA]738

Justification: We do not use any datasets/models that have high risk for misuse.739

Guidelines:740

• The answer NA means that the paper poses no such risks.741

• Released models that have a high risk for misuse or dual-use should be released with742

necessary safeguards to allow for controlled use of the model, for example by requiring743

that users adhere to usage guidelines or restrictions to access the model or implementing744

safety filters.745

• Datasets that have been scraped from the Internet could pose safety risks. The authors746

should describe how they avoided releasing unsafe images.747

• We recognize that providing effective safeguards is challenging, and many papers do748

not require this, but we encourage authors to take this into account and make a best749

faith effort.750

12. Licenses for existing assets751

Question: Are the creators or original owners of assets (e.g., code, data, models), used in752

the paper, properly credited and are the license and terms of use explicitly mentioned and753

properly respected?754

Answer: [Yes]755

Justification: We have cited the original articles of all the datasets/models we use in the756

article. We have ensured that these can be used with credit for academic purposes.757

Guidelines:758

• The answer NA means that the paper does not use existing assets.759

• The authors should cite the original paper that produced the code package or dataset.760
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• The authors should state which version of the asset is used and, if possible, include a761

URL.762

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.763

• For scraped data from a particular source (e.g., website), the copyright and terms of764

service of that source should be provided.765

• If assets are released, the license, copyright information, and terms of use in the766
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• If this information is not available online, the authors are encouraged to reach out to772

the asset’s creators.773

13. New Assets774

Question: Are new assets introduced in the paper well documented and is the documentation775

provided alongside the assets?776

Answer: [Yes]777

Justification: We share the code at https://anonymous.4open.science/r/778

QuantAct-2B41.779

Guidelines:780

• The answer NA means that the paper does not release new assets.781

• Researchers should communicate the details of the dataset/code/model as part of their782

submissions via structured templates. This includes details about training, license,783

limitations, etc.784

• The paper should discuss whether and how consent was obtained from people whose785

asset is used.786

• At submission time, remember to anonymize your assets (if applicable). You can either787

create an anonymized URL or include an anonymized zip file.788

14. Crowdsourcing and Research with Human Subjects789

Question: For crowdsourcing experiments and research with human subjects, does the paper790

include the full text of instructions given to participants and screenshots, if applicable, as791

well as details about compensation (if any)?792

Answer: [NA]793

Justification: The paper does not involve crowdsourcing nor research with human subjects.794

Guidelines:795

• The answer NA means that the paper does not involve crowdsourcing nor research with796

human subjects.797

• Including this information in the supplemental material is fine, but if the main contribu-798

tion of the paper involves human subjects, then as much detail as possible should be799

included in the main paper.800

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,801

or other labor should be paid at least the minimum wage in the country of the data802

collector.803

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human804

Subjects805

Question: Does the paper describe potential risks incurred by study participants, whether806

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)807

approvals (or an equivalent approval/review based on the requirements of your country or808

institution) were obtained?809

Answer: [NA]810

Justification: the paper does not involve crowdsourcing nor research with human subjects.811

Guidelines:812

• The answer NA means that the paper does not involve crowdsourcing nor research with813

human subjects.814

• Depending on the country in which research is conducted, IRB approval (or equivalent)815

may be required for any human subjects research. If you obtained IRB approval, you816

should clearly state this in the paper.817
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• We recognize that the procedures for this may vary significantly between institutions818

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the819

guidelines for their institution.820

• For initial submissions, do not include any information that would break anonymity (if821

applicable), such as the institution conducting the review.822

25


	Introduction
	Quantile Activation
	Training with QAct
	Evaluation
	Conclusion And Future Work
	Experiment details for figure 1
	Compute Resources and Other Experimental Details
	Extended Results Section
	Watershed Loss

