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Abstract

We present regret minimization algorithms for the contextual multi-armed bandit
(CMAB) problem over K actions in the presence of delayed feedback, a sce-
nario where loss observations arrive with delays chosen by an adversary. As a
preliminary result, assuming direct access to a finite policy class II we establish
an optimal expected regret bound of O(y/KT log [II| + /D log|II|) where D
is the sum of delays. For our main contribution, we study the general function
approximation setting over a (possibly infinite) contextual loss function class F
with access to an online least-square regression oracle O over F. In this setting,
we achieve an expected regret bound of O(y/KTR71(O) + \/dmaxD/3) assum-
ing FIFO order, where d,,.x is the maximal delay, Ry (O) is an upper bound
on the oracle’s regret and [ is a stability parameter associated with the oracle.
We complement this general result by presenting a novel stability analysis of a
Hedge-based version of Vovk’s aggregating forecaster as an oracle implementa-
tion for least-square regression over a finite function class F and show that its
stability parameter 3 is bounded by log | 7|, resulting in an expected regret bound

of O(\/KT log | F| + \/dmaxD log | F|) which is a \/dayx factor away from the
lower bound of Q(1/KT log |F| + /D log |F]|) that we also present.

1 Introduction

Contextual Multi-Armed Bandit (CMAB) is a natural extension of the well-studied Multi-Armed
Bandit (MAB) model that has gained considerable attention over the past decade. (See, e.g., [24}134]).
CMAB describes a sequential decision-making problem with exterior factors that affect the decision
taken by the learner. We refer to this side information as the context. In this setting, the context z is
revealed to the learner at the start of each round. Then, the learner chooses an action a out of a finite
set A containing K actions and suffers a loss for that choice, where the context determines the loss.
The learner’s goal is to minimize the cumulative loss incurred throughout an interaction of 7" rounds.
In this model, action selection strategies are context-dependent and referred to as policies, and the
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learner ultimately aims to minimize regret, that is, the learner’s cumulative loss in comparison to that
of the best contextual action selection rule, i.e., the optimal policy.

CMAB can describe various real-life online scenarios where there are external factors that affect the
loss incurred by any choice of action. One such application is online advertising, where the reaction
of a user to a presented advertisement (i.e., clicking or ignoring) is heavily dependent on the user’s
needs (e.g., if they would like to buy a new car), hobbies, and personal preferences. All of the above
can be encoded in the user’s browsing history and cookies. Thus, the user’s cookies can refer to the
external factors that affect the user’s implied loss. CMAB has been studied under various assumptions
and frameworks, which we review in the sequel. In this paper, we consider the adversarial CMAB
model (see, e.g., [6,[13]), where the context in each round is chosen by a possibly adaptive adversary
from a (possibly infinite) context space X.

Returning to the online advertising example, in such an application, delayed feedback is practically
unavoidable. Consider the scenario where a sequence of users enters the application one after
another. The algorithm then needs to present them with advertisements, even though the feedback
of previous users has not arrived yet. As the application takes time to process each user’s feedback,
observations will arrive with an inherent delay. In other real-life scenarios such as communication on
a physical network, it is also natural to assume that observations arrive at the order in which they
are distributed into the network; that is, they arrive in a First-In-First-Out (FIFO) order. In the main
theoretical framework of general function approximation that we consider in this work, this additional
assumption enables us to obtain highly nontrivial regret guarantees. Such real-life applications
motivate the setting of MAB with delayed feedback, which has also vastly studied in recent years,
either when the environment is adversarial [8}, [10, [35]] or stochastic [[17, 121} [37]]. This leads us to the
following fundamental question: What are the achievable regret guarantees in adversarial CMAB
under adversarial delayed feedback? In this work, we address this question by considering the two
main settings studied in adversarial CMAB literature, and derive delay-robust algorithms for them.

We start with the simpler setting of policy class learning, considered in [5, [12] where the context
is stochastic, and in [6] for adversarial contexts. In this setting, the learner has direct access to a
finite class IT C A% of deterministic mappings from contexts to actions (i.e., policy class), and
its performance is compared against the best policy in II. We note that using policy class-based
approaches, a running-time complexity of O(|II|) is unavoidable in general. It is thus natural to also
consider the more challenging setting of general function approximation [4} 13} 16} 33]], with the goal
of obtaining an algorithm that is both computationally efficient and enjoys rate-optimal regret.

In the function approximation framework, the learner has indirect access to a class of loss functions
F C [0,1]**4 where each function defines a mapping from context and action to a loss value
in [0, 1]. They also assume realizability, meaning the true loss function f, is within the class, i.e.,
f» € F. The learner accesses the function class via an online regression oracle, and measures its
performance with respect to that of the best contextual policy 7, : X — A of the true CMAB. In
this setting, in addition to the standard least-squares regret assumption required from the oracle, our
approach will require a stability assumption that will be discussed later. Furthermore, we present
novel stability analysis of a Hedge-based version of Vovk’s aggregating forecaster [39] and derive an
expected regret bound for this setting, assuming finite and realizable loss function classes.

Summary of our main contributions. We present delay-adapted algorithms for CMAB with general
function approximation and analyze the regret of the proposed methods. In more detail, our main
results are summarized as follows:

(1) For the policy class learning setup, we establish a regret bound of O (/KT log |II|+ /D log [11])
where D is the sum of delays. This bound is optimal, as stated in our lower bound in Corollary[C.3]

(2) Given access to a finite contextual loss function class F via an online least-square regression
oracle OSJZ over F, we present a delay-adapted version of function approximation methods for CMAB,
as specified in Algorithm [I| This algorithm can be seen as a delay-adapted version of SquareCB [13]],
formalized using techniques presented in [[15] 26]]. For this algorithm we prove in Theorem 4.6 an

expected regret bound of O(,/KTR1(0OF) + v/dmaxDB) assuming observations arrive in FIFO

order, where dy,,x is the maximal delay, R (O) is an upper bound on the oracle’s regret and S is
a parameter given by an additional assumption that the oracle in use is sufficiently stable. We also
prove (in Appendix [C.T)) a lower bound showing that without an additional assumption on the oracle,
no algorithm can guarantee sublinear regret in the presence of delays in the function approximation



setting. To our knowledge, our work is the first to consider delayed feedback in adversarial CMAB in
the fully general function approximation framework.

(3) To complement and strengthen this result, we analyze a hedge-based version of Vovk’s aggregating
forecaster [39] as an online least-squares regression oracle for finite loss function classes. We show
that it enjoys a constant expected regret while also exhibiting nontrivial cumulative stability guarantees
for realizable finite classes F (Theorem [A.11), which implies a constant bound on its stability
parameter 3 < log | F| and in turn an expected regret bound of O (/KT log | F| + \/dmax D log | F])
for Algorithm (1| when used with this oracle. We emphasize that the proof of this oracle’s stability
properties constitutes a significant part of the technical novelties of our work.

1.1 Additional related work

Contextual MAB. CMAB has been vastly studied over the years, under diverse assumptions,
regarding the contexts, the function class or the oracles in use, if any. Previous works divide into
two main lines. The first is policy class learning, starting from the fundamental EXP4 algorithm
for adversarially chosen contexts [6], to Agarwal et al. [5], Dudik et al. [12]] that consider stochastic
contexts and present computationally efficient algorithms for this problem. They obtain an optimal

regret of O(/KT log[IT]). Dudik et al. [12] also considered constant delayed feedback d and
obtained regret bound of O (/K log|[TI|(d + v'T)).

The second line is the realizable function approximation setting, which has also been studied for
stochastic CMAB, starting from Langford and Zhang [23]] to Agarwal et al. [3]], Simchi-Levi and
Xu [33]], Xu and Zeevi [40] in which an optimal regret of O(1/T K log|F|) has been shown, where
F C [0,1]¥*4 is a finite contextual reward or loss function class, accessed via an offline regression
oracle. Adversarial CMAB has also gained much attention recently, in the following significant line
of works [13} 114} 16l 42]], where an online regression is being used to access the function class F,

with an optimal regret bound of O(y/KTR1(O)), where Ry (O) is the oracle’s regret.

Regret guarantees for linear CMAB first studied by Abe and Long [2] and the SOTA algorithms
are those of Abbasi-Yadkori et al. [1], Chu et al. [[11]. Contextual MDPs (which are an extension
of MAB, that has multiple states and dynamics) have been studied under function approximation
assumptions for both stochastic context [25, 27, [32]] and adversarial contexts with Levy et al. [26]]
being the most relevant to our setting as it studies adversarial CMDP, and inspired our algorithm and
analysis. Generalized Linear CMDPs and smooth CMDPs have also been studied, see, e.g., [31}[30].

Online Learning with Delayed Bandit Feedback. Delayed feedback has been an area of consider-
able interest in various online MAB problems in the past few years, with the first work on adversarial
MAB with a constant delay d by Cesa-Bianchi et al. [10]]. Subsequent results for adversarial MAB
with arbitrary delays have been established by [8}35]], with Thune et al. [35] being the first work to
introduce the skipping technique which adapts to delay sequences that may contain a relatively small
number of very large delays. Zimmert and Seldin [43]] proposed the first algorithm for adversarial
MAB with arbitrary delays that does not require any prior knowledge of the delays.

The study of delayed feedback in MAB has also been extended in several works to more general
learning settings. Such settings include linear bandits [19} 37]], generalized linear bandits [18]], combi-
natorial semi-bandits [36] and bandit convex optimization [28]]. Another prevalent generalization of
MAB, in which delayed feedback has been studied, is Reinforcement Learning, specifically tabular
MDPs [20} 22} 136]], with Jin et al. [20] who first suggested the use of biased delay-adapted loss
estimators which inspired our loss estimators used in Algorithm 3]

In CMAB, delayed feedback is far less explored. In the framework of function approximation, Vernade
et al. [38] consider the linear case with stochastic delays, and Zhou et al. [41] study generalized
linear CMAB with stochastic delays and contexts; both of which are special cases of the general
function approximation setting studied in this paper. For stochastic contexts, we believe that obtaining
delay-adapted regret bounds in the general function approximation setting can be done by extending
the approach of Simchi-Levi and Xu [33]], which operates in phases of exponentially increasing
lengths. It seems that the presence of delays in this setting will only affect the regret for rounds
in which the delay is larger than current batch size, which quickly becomes much larger than the
maximal delay. We thus focus on the adversarial setting where it is much less clear how to handle
delayed feedback.



2 Problem Setup

We consider adversarial contextual MAB (CMAB) with adversarial delayed bandit feedback.

Contextual MAB. Formally, CMAB is defined by a tuple (X, A, £) where X is the context space,
which is assumed to be large or even infinite, and A = {1,2,..., K} is a finite action space.
¢: X x A — [0,1] forms an expected loss function, that is, for (z,a) € X x A, {(z,a) =
E[L(z,a) | ,a] where L(z,a) € [0, 1] is sampled independently from an unknown distribution,
related to the context = and the action a. In adversarial CMAB, the learner faces a sequential decision-
making game that is played for 7" rounds according to the following protocol, fort = 1,2,...,T"
(1) Adversary reveals a context x; € X to the learner; (2) Learner chooses action a; € A and suffers
loss L(zy, at).

A policy 7 defines a mapping from context to a distribution over actions, i.e., 7 : X — A(A). The
learner’s cumulative performance is compared to that of the best (deterministic) policy 7, : X — A.

Delayed feedback. The learner observes delayed bandit feedback, where the sequence of delays can
be adversarial. Formally, delays are determined by a sequence of numbers dy, ...,dr € {0,1,...,T}.
In each round ¢, after choosing an action a,, the learner observes the pairs (s, L(z, as)) for all rounds
s < t with s + ds = t; crucially, only the loss values are delayed, whereas the contexts x; are each
observed at the start of round ¢. We consider a setting where the sequence of delays (d;)Z_; as well as

the contexts (r;)7_, are generated by an adversaryﬂ We denote the sum of delays by D = Zle dy
and the maximal delay by dp,.x = maxcr) d;.

Learning objective. We aim to minimize regret, which is the difference between the cumulative loss
of the learner and that of the best-fixed policy 7, i.e., Ry = Zthl Uz, ar) — Uz, o (x4)).

We consider two different learning settings for CMAB with delayed feedback. The first is Policy Class
Learning, in which the CMAB algorithm has direct access to a finite policy class T1 C A% . In this set-
ting, the benchmark 7, is the best policy among the class, i.e., T, € arg min e Z;‘F:l Uz, m(xt)).
Next, we consider the setting of Online Function Approximation, where the CMAB algorithm has
access to a realizable contextual loss class F C X x A — [0, 1], where realizability means that there
exists a function f, € F such that for all (z,a) € X x A it holds that f,(z,a) = ¢(z, a). Then, the
learner’s goal is to compete against 7, () € arg minge 4 fx(z,a), forall z € X.

3 Warmup: Policy Class Learning

We begin with a simple formulation of the CMAB problem which considers a finite but structureless
policy class IT C A%, indexed by IT = {71, ..., 7n}. We remark that in this formulation, the loss
vectors (L(xy,-))_, may also be generated by an adversary.

3.1 Algorithm: EXP4 with Delay-Adapted Loss Estimators

For this setting, we present a variant of the well-studied EXP4 algorithm [6] (fully presented in
Appendix [A)), that incorporates delay-robust loss estimators specialized to the CMAB setting. At a
high-level, using direct access to II, the algorithm performs multiplicative weight updates over the
N-dimensional simplex Ay, while using all of the feedback that arrives in each round ¢ to construct
loss estimators, denoted by ¢; € Rf and defined in Equation . These estimators are inspired
by Jin et al. [20], and are reminiscent of the standard importance-weighted loss estimators, with an
additional term in the denominator which induces an under-estimation bias and allows for a simplified
analysis. Interestingly, these estimators exhibit a coupling between the context xz;, which arrives at a
given round ¢, and the sampling distribution p; 4, from a future round, and can be thought of as a
mechanism that incentivizes actions whose sampling probability has increased between rounds ¢ and
t + d, with respect to the context x;. The main result for Algorithm [3]is given bellow.

Theorem 3.1. Algorithm[3|attains expected regret bound of

log N
E[Rz] < % + KT + 24D,

%In the function approximation setting we assume the delay sequence satisfies a FIFO property, see Section
for details.



where the expectation is over the algorithm’s randomness.

log N
KT+D

Forn = we obtain an optimal bound of

E[Rr] < O(VETlogN + /Dlog N ).

Intuitively, in the policy class setting we can directly optimize over II by using Hedge updates which
exhibit stability properties that are crucial in the presence delayed feedback. Such stability properties
are much harder to obtain in the function approximation setting where the contextual bandit algorithm
does not have direct access to the policy class, and in particular is required to be computationally
efficient; see Section [d]for details. We also remark that Algorithm 3]requires an upper bound on the
sum of delays D, however, it can be made adaptive by utilizing a “doubling” mechanism as suggested
in, e.g., [22]]. The description of Algorithm [3|and the proof of Theorem [3.1]appear in Appendix

Matching lower bound. In Appendix we prove a matching lower bound showing that the upper
bound obtained in Theorem [3.1]is optimal up to constant factors. To our knowledge, this is the first
tight lower bound that applies to policy class learning with delayed feedback, as previous lower
bounds (e.g., [10])) exhibit a delay dependence of v/D rather than /D log N.

4 Online Function Approximation

In this section, we provide regret guarantees for CMAB with delayed feedback under the framework
of online function approximation [[13}[16]]. In this setting, the learner has access to a class of loss
functions F C X x A — [0, 1], where each function f € F maps a context z € X and an action
a € Atoaloss £ € [0, 1]. We use F to approximate the context-dependent expected loss of any action
a € A for any context x € X'. The CMAB algorithm can access F using an online least-squares
regression (OLSR) oracle that will operate under the following standard realizability assumption.

Assumption 4.1. There exists a function f, € F such that for all (z,a) € X x A, fi(x,a) = {(z,a).

We assume access to a classical, non-delayed, online regression oracle with respect to the square loss
function heq (4, y) = (§ — y)?. The oracle, which we denote by O, is given as input at each round ¢
the past observations (s, as, Ls(xs, as))i;ll and outputs a function ft : X x A—[0,1]. A general
formulation of the online oracle model is discussed in Foster and Rakhlin [[13]. We make use of the
following standard online least-squares expected regret assumption of the oracle:

Assumption 4.2 (Least-Squares Oracle Regret). The oracle (’)s]g guarantees that for every sequence
{(z¢, a4, Ly)}L_, where a; ~ p; and L; € [0,1] has E[L;|x, a;] = £(x,a;), the expected least-
squares regret is bounded as Zthl E[(fe(xe, ar) — (xg,a¢))?] < RT(OS’Z).

Note that a stronger high-probability version of Assumption is made in Foster and Rakhlin [[13]]
in order to prove high probability regret bounds for CMAB, but for our use the weaker version
suffices. Assumption [4.T]and Assumption[d.2] (or variants of it for other loss functions) are necessary
to derive regret bounds for adversarial CMAB and are extensively used literature (see e.g., [13}[14]).
However, a general implementation of online least-square regression oracle for a function class
might be unstable. To justify the importance of stability, we show in the following result (proven in
Appendix [C.T)) that Assumption [4.T|and Assumption[.2]alone do not suffice for sublinear regret with
function approximation in the presence of delays.

Theorem 4.3. For any CMAB algorithm ALG in the function approximation setting there exists a
contextual bandit instance with fixed delay d = 1 over a realizable loss class F with |F| =T + 1
and an online oracle Of; satisfying Rt ((9{;) = 0, on which ALG attains regret R = Q(T).

Hence, we impose the following stability assumption on the oracle.

Assumption 4.4 (§-stability). Let fh fg, ceey fT denote the function sequence outputted by the
non-delayed oracle (’)S’: on the observation sequence {(zy,a;, L;)}7_,. We assume that for some

B > 0, it holds thatIE[ZtT:1 I fe = ferall%] < B, where in ||| we take supremum over z € X and
a € A and the expectation is over the loss realizations {L;}7_;.



We denote a 3-stable OLSR oracle for the function class F by (’)g’ﬂ . As a specific example of such an
oracle, we present a Hedge-based version of Vovk’s aggregating forecaster (Algorithm [2) and prove
that it guarantees least-squares regret of O(log |F|) while simultaneously satisfying Assumption
with 8 = O( ), which we use to derive an expected regret bound for this setting.

Our use of a non-delayed OLSR oracle to handle delayed CMAB setup with function approximation
requires us to make an assumption on the delay sequence, namely, that observations arrive in FIFO
orderE] This is formalized in the following assumption and further explained in the following.
Assumption 4.5 (FIFO). We assume the delay sequence (d1,...,dr) satisfies s + ds < ¢ + d;
whenever 1 < s <t < T. In particular, if the observation from time ¢ does not arrive (that is,
t + d; > T) then neither do all observations from rounds ¢’ > ¢.

4.1 Algorithm: Delay-Adapted Function Approximation for CMAB

We present Algorithm DA-FA (Algorithm[T)) for regret minimization in CMAB with delayed feedback
for the function approximation framework. Algorithm|[T]essentially uses the most up-to-date approxi-
mation of the loss until delayed observations arrive. When they arrive, the algorithm feeds them to the
oracle one by one, ignores the midway approximations, and uses only the newest loss approximation.
In each round ¢t = 1,2,...,T the algorithm operates as follows. Let a(t) < ¢ denote the number
of observations that arrived at round ¢. Denote these observations by {(st, L(z 4, a,t ))}Z 1> where
st <. < sfy( t denote the time steps of the non-delayed related context and action associated
with these delayed loss observations. It then holds that s! + der =tforalli e [(t)]. Note that we
assume that the delayed observations arrive in FIFO order, meaning that the delayed observation
from round 7 always arrives before (or in parallel to) that of round 7 + 1 for all 7 € [T]. Then, for
i=1,...,a(t), we feed the oracle with the example (z:, a,r, L(x4t, a,r)) by order and observe the

predlcted functlon ft d,;- Lettt =t —d, Ly T = st a(t) denote the index of the last observed delayed

loss. After processing all the data that arrlved the current context x; is revealed and the algorithm

uses the last predicted function fo, to solve the regularized convex optimization problem specified
in Equation (T)), and plays an action sampled from the resulted distribution.

Algorithm 1 Delay-Adapted Function Approximation for CMAB (DA-FA)
1: inputs: Function class F for loss approximation, learning rate -y, 5-stable OLSR oracle OSJZ A
2: forroundt =1,...,T do
3: observe a(t) < t losses {(sﬁ,L(xsé,asz))}?:(tl) where Vi € [a(t)], si +d; =t and
1S Ssaq
for i=1,2,...,a(t) do
update Oi’ﬁ with the example ((z, ayt), L(24t, agt))-

observe the oracle’s output ft—dgt — Osfq’ﬁ .

4
5

6

7: let 7t =t —dg . sl;(t) denote index of the last observed loss.
8 use fo, as the current loss approximation.
9 observe context x; € X.
0 solve

ptEargmanp t(z¢,a ——Zlog a)). (1)

PEAA ey T aea

11: play the action a; sampled from p,

The regret bound for Algorithm I]is given in the following.
Theorem 4.6. Lety =/ KT/ RT(’)SJZ’ﬂ . Then Algorithmhas an expected regret bound of

]E[RT]§O< KTRy(05°) + dmxm).

In particular, this includes the case of fixed delay d.



In particular, this implies the expected regret is bounded as

E[Ry] < O(x/KTRT(Os];’ﬁ) + D3/4\/B).

We remark that Theorem [4.6] actually holds with high probability whenever Assumption {.2] and
Assumption 4.4 hold in high probability rather than in expectation.

Why FIFO order is needed. In the following analysis, we make use of the assumption that the
observations arrive in FIFO order to argue that the realized functions that the oracle outputs throughout
the process correspond to functions that are outputs of the oracle on the non-delayed observation
sequence. Otherwise, the delay can cause a permutation in the order of observations, inducing a
sequence of realized outputs that might be different than those of the non-delayed oracle, in which
case we cannot relate the realized regret to the regret of the oracle on the non-delayed sequence.

Computational efficiency. The optimization problem in Equation (1)) is convex and can be solved
efficiently to arbitrary precision. Thus Algorithm[T]is clearly efficient, assuming an efficient oracle.

4.2 Analysis

In this subsection, we analyze Algorithm[I| proving Theorem #.6] Our main technical challenge
is reflected in the regret decomposition. As in all previous literature regarding delayed feed-
back, the main challenge is to derive a bound where the sum of delays D is separated from the
number of actions K. Usually, this separation is obtained by an appropriate choice of loss es-
timators. In our case, however, the loss is estimated by the oracle, and hence not transparent
to the algorithm. Our way to create the desired separation is via the regret decomposition de-
scribed in the following. Let { fl, fg, ey fT} denote the functions predicted by the OLSR oracle
on the non- delayed observation sequence {(z1, a1, L(x1,a1)),..., (xr,ar, L(xr,ar))}. Thatis,
fir1 = 05" (5 (x1, a1, L(x1,a1)), - ., (i, a5, L(z4,a4))), Vi € [T — 1]. For convenience, we
denote the optimal (randomized) policy by p,(-|z) for all x € X. Then, the regret is given by

Ry = Zthl(pt — p«(- | @1)) - €(a,-) and can be decomposed and bounded as follows.

T

R < duna + S e nl ) At Y e (¢, ) = filwe, )
( ) t= d,mx+1 t=dmax—+1
(b) (c)
T R T . .
+ Z Px(- | 21) (ft(fl?n ) — L(wy, - ) + Z (-] @) - (ft(xh ) = fre(xe, ))
t=dmax+1 t= dmax+1

(d) (e)

In the above decomposition, term (a) is the regret on the first dy,,x steps and hence bounded trivially
by dmax. Term (b) is the regret with respect to the approximated delayed loss. Term (c) is the
approximation error with respect to the policy induced by p; when considering the non-delayed
approximated loss, and will be bounded by the oracle’s regret. Term (d) is the approximation error
with respect to the optimal p, (-|-) when considering the non-delayed approximated loss. We remark
that the Assumption [4.5|is used when bounding terms (¢) and (d). Lastly, term (e) is the regret
caused by the delay drift in approximation. This term will be shown to be bounded by /dp.x D3,
with no direct dependence on the number of actions K. We bound each term individually in the
following lemmas, and then combine the results to conclude Theorem We begin with term (b),
whose bound follows from first-order optimality conditions for convex optimization.

Lemma 4.7 (Term (b) bound). It holds true that

T T

> (pt(~>—m(-\xt))-fﬂ(xt,»sg— Sy el \xt.

t=dmax+1 t=dmax+1 acA pe(a

Term (c) is bounded using the AM-GM inequality, and applying Assumption



Lemma 4.8 (Term (c) bound). It holds that

T R KT
E Z pr - (U(wg, ) — ft(xt7'))‘| < — + R (0L 7).
Y
t=dmax+1

Term (d) is bounded using the AM-GM inequality to change the measure from p, (-|z) to p;, to then
apply the non-delayed oracle’s regret bound.

Lemma 4.9 (Term (d) bound). The following holds true

T T
El Y plz) - (fular,-) _g(xt’.))] < Y ¥ ps(alzy) +YRA(OFF).
t=dmma+1 i1 in W@

The proofs of Lemmas Lemmas [4.7)to .9 are inspired by those of Levy et al. [26]], and included for
completeness in Appendix

Lastly, we bound the delay-dependent term (e). This is where we need to make use of the oracle’s
stability given in Assumptiond.4]in order to obtain the bound given in the following lemma, whose
full proof can also be found in Appendix

Lemma 4.10 (Term (e) bound). Under Assumption .4 the following holds true.
T

El Y (o —pul[20) (filae, ) = fre(@e )| < 2¢/dmax DB

t=dmax+1

Proof sketch. Using Holder’s inequality, it holds that

T
Z (pr = pu (- [ @) - (felae, ) — frt z¢,7)) < Z ZHft i — fie (i—1)lloo
t=dmax+1 t=dmax+1 i=1
T
<2 > allfi = fratlleos
t=dmax+1

where o, is the number of pending observations (that is, which have not yet arrived) as of
round ¢. Taking expectation while using Jensen’s inequality, the Cauchy-Schwarz inequality and
Assumption[4.4] the above can be further bounded by

<2 ( 5 a>< 5 E[||ft—ft+1||io}>s2 —

t=dmax+1 t=dmax+1

where we used that 0y < dyq, and ), 0y = D. O
We now have what we need to prove Theorem 4.6]

Proof of Theorem[d.6] Putting Lemmas [4.7] to @] together, the expected regret of Algorithm [I]
bounded by E[R7] < dmax + 255 + YRy (05" + 2¢/dinax DB. Choosing v = ﬁ%ﬁ)
yields the bound.

To prove the second statement of the theorem, we note that whenever an observation from given
round ¢ arrives with the maximal delay d,,,x, Assumption implies that all observations from

rounds ¢’ € {t + 1,...,t + dmax — 1} arrive after round ¢ 4 dp,ax. Therefore, we can lower bound
the sum of delays as a function of d,,x as

t+dmax t+dmax
D > Z dt/ > Z max t - t)) (dl?nax)
t'=t t'=t
Therefore, dyax = O(v/D) and the bound follows. O



4.3 Stability analysis of Hedge-based Vovk’s aggregating forecaster

In this section, we present a concrete online least squares regression oracle implementation that enjoys
an expected square-loss regret bound of O(log |F|) while simultaneously satisfying Assumption
with 8 < log |.F| (see Corollary and Lemma[4.12)). We then use this result to derive an expected

regret bound of O(y/K T 1og|F| + \/dmaxD log| F]) for Algorithmusing this oracle. The oracle
is a Hedge-based version of Vovk’s aggregating forecaster [39] applied for the square loss (see
Algorithm [2|for details). Interestingly, even though Algorithm [2]uses a constant (that is, large) step
size, its square-loss regret is independent of 7', and perhaps more surprisingly, the expected sum
of KL-deviations between consecutive iterates ¢; and ¢, is also independent of 7T'. This crucial
property allows us to use this general purpose oracle in order to obtain a non-trivial regret bound in
the general function approximation setting.

Hedge-based version of Vovk’s aggregating forecaster. Algorithm 2] performes Hedge updates over

Algorithm 2 Hedge-based Vovk’s aggregating forecaster

1: parameters: (finite) function class ¥ C X x A — [0, 1], step sizen > 0
2: Initialize ¢; € A as the uniform distribution over F.

3: forroundt =1,2,...,7T:do

4: Return f, = > feF q+(f) f to contextual bandit algorithm.

5 Observe feedback z; = (x4, a;) and realized loss y: € [0, 1].

6

Update ¢; as follows: g¢11(f) qt(f)e’”(f(z'f)’yt)g7 VfeF.

the finite function class F using the squared loss. That is, it maintains a distribution over functions
gt € A(F) and in each round ¢ returns an aggregation of the functions in F by the weights ¢;.

In the next theorem, we prove an expected regret bound and use it to establish stability guarantees
for Algorithm[2] We emphasize that while regret analyses of Vovk’s aggregating forecaster exist in
the literature (e.g. [9]), the resulting stability property is novel, and in particular only holds under
realizability. The full proof appears in Appendix

Theorem 4.11 (Regret and stability guarantee for finite function classes). For ¢t € [T denote by
qr € A(F) the probability measure over functions in F computed by Algorithm[Z]at time step t.

Then, the following holds for any n < 1/18:

(1) Expected regret:
A 2log|F
ST EIG ()~ ()] < 28]
7 n
(2) Stability:
ZE[KL(Qt||Qt+1)] < log|F|,
t
where the expectation is taken over the loss realizations y1, . . ., yr.

Regret bound. We use the latter result to derive an oracle-specific regret bound for finite and
realizable function classes. Our regret bound, stated in Corollary 4.13] follows from Theorem [4.11]
using Lemma[4.T2] which proves that Algorithm [2] with constant step size satisfies Assumption 4.4|
for 8 = O(log | F]) (see the next lemma). Applying this result to Theorem [4.6]yields the bound.

Lemma 4.12 (Stability of Algorithm [2). Under Assumption for a finite function class F,
Algorithm 2| with step size n = 1/18 satisfies Assumption[d.4\with 3 = 2log | F|.

Proof. Using the form of fi, ..., fr, the outputs of Algorithm for all ¢ € [T it holds that

1fe = ferlloe = 1D (@ () = derr (DD F e < D lae(f) = a1 (NIIIF |

feF fer
<llgt — qs1ll; < V2 - VEKL(g|ge41),



where we used the fact that || f||, < 1 forall f € F and Pinsker’s inequality. Taking a square,
summing over ¢ and taking expectations we get,

T

T
Y Elfe — fenllZ) <2 E[KL(llgi41)] < 2log | F
t=1

t=1

where we have used the second result of Corollary .13} O

We can now immediately obtain the following expected regret bound for Algorithm[I|when used with
Algorithm[2]as a square-loss oracle.

Corollary 4.13. Letr F denote a realizable loss function class, where |F| < co. Suppose we use
Algorithm . as an oracle implementation for online least-square regression with n = 1/18 and

choose v = |/ 55 10g\f| forAlgorlthmI Then

Lower bound. In Corollary [C.5]of Appendix [C.2] we state and prove the first lower bound of
Q(\/KTlog|F| + \/Dlog|F|)

for CMAB under delayed feedback assuming realizable function approximation. The lower bound
implies that our result in Corollary n is far by a v/dmax factor from the optimal regret bound.

5 Conclusions and Discussion

In this paper we presented regret minimization algorithms for adversarial CMAB with delayed
feedback, where both the contexts and delays are chosen by a possibly adaptive adversary. We
considered the problem under the two mainstream frameworks for adversarial CMAB learning:
online function approximation and policy class learning.

For the policy class learning setup, we presented Algorithm [3]and proved that it obtains an expected
regret bound that is optimal up to logarithmic factors.

For online function approximation, we presented Algorithm[T|and analyzed its regret under a stability
assumption related to the online regression oracle in use, which affects the delay-dependent term
of our bound. Additionally, we analyzed the expected regret of a version of Vovk’s aggregating
forecaster and shown it satisfies the required stability guarantees, allowing us to obtain a nontrivial

expected regret bound of O (/KT log(|F]) + v/dmaxD log|F|), which is optimal up to /dinax.

Our work leaves some open questions that we believe are very interesting for future research. One
possible direction is to remove the v/d,ax factor from the delay-dependent term in our bound, which
is presumably sub-optimal. Furthermore, as our lower bound in Theorem 3] shows, without any
assumption on the oracle in use other than Assumption[.2] linear regret is unavoidable. We therefore
find it interesting to investigate different or weaker assumptions on the oracle that enable non-trivial
regret guarantees.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We prove each claim in detail, on the main paper or the appendix.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our results in Section[3l
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: All the assumptions are stated directly in the section of the relevant results.
We provide full proof to each of our results in the main paper or in the appendix.
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The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: Our results are theoretical and we have no experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: Our results are theoretical and we have no experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our results are theoretical, and we have no experiments. We thus believe that
our results respects the code of ethics of NeurIPS.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our results are theoretical, and we have no experiments. We thus believe that
our results have no social impact, nor negative or positive.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our results are theoretical, and we have no experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: Our results are theoretical, and we have no experiments. We did not use LLMs
beyond editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proofs for Section

In this section, we analyze the regret of Algorithm [3]in the policy class setting and prove Theorem 3.1

Algorithm 3 EXP4 with Delay-Adapted Loss Estimators (EXP4-DALE)
1: inputs:
* Finite policy class IT C X — A with |II| = N,
» Upper bound on the sum of delays, D.
» Step size p > 0.
2: Initialize p; € A as the uniform distribution over II.
3: forroundt =1,...,T do
4: Receive context x; € X.
5: Sample 7 ~ p; and play a; = 7(x;).
6: Observe feedback (s, L(zs,as)) for all s < t with s + ds = t and construct loss estimators

~ L(xsv as)ﬂ[’”i(ws) = (Ls]
Csi = ~
maX{Qs,as ) Qi,as }

where we define Qs , = Zf\il ps,il[mi(zs) = a] and Qia = Zf\il peillmi(zs) = al.

7: Update
Pit1,i X P eXP(—n > c) 3)

s:s+ds=t

Vi € [N], 2

Throughout this section, we use the notation [E; -] to denote an expectation conditioned on the entire
history up to round ¢. We define the standard (unbiased) importance-weighted loss estimators by

&= Lz, ap)l[mi(x) = aq]
" Qtﬂt

Theorem A.1. Algorithm[3|attains the following expected regret bound:

Vi € [N], “

logN 1 T N T
2
E[Rr] < o + §]E Zzpwdt,icm +2E Z||pt+dt —pt||1]-
t=1 i=1 t=1
Proof. The regret may be decomposed as follows:
T
Rr = th “(pr —p")
t=1
T T T T
=Y (=) + D P (=) + Y (o —piva) b+ Y (Pera, —PY) b (5)
t=1 t=1 t=1 t=1
Biasy Biaso Drift OMD

where ¢; ; = L(xy, m;(x,)) for i € [N]. The OM D term can be bounded by referring to Lemma 9 of
[35]] which asserts that

T log N 7 T |1
Z(Pwrdt —p) & < + 2 Z Zp“rdmié?,i' (©)

t=1 n t=1 =1

while noting that this lemma does not require a specific form of loss estimators, only that they
are nonnegative, as is the case for our delay-adapted estimators defined in Equation (2)). We also
note that the Biasy term is non-positive in expectation, since the delay-adapted estimators satisfy
E.[é;:] < ¢ for i € [N]. Thus, to conclude the proof we are left with bounding the Dri ft and
Bias; terms, whose bounds are given in Lemma[A.2]and Lemma[A.3]that follow. O
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Proof of Theorem[3.1] First, we show that

E Zzpwmé@] < KT.
t i

Indeed, using the definition of the delay-adapted loss estimators ¢, it holds that

) L(ay, ag)l[mi(2e) = ai
Z Zpt-‘rdf, max{Qt s Qﬁcﬁlt}

I Pty il[mi (T1) = aq]
<E Z Qt+dt Qt.a, ]

fra s

Thus, using Theorem [A.T|together with Lemma[A 4] gives the bound claimed in Theorem[3.1] O

E lz > prvaiéi;
t [

Lemma A.2 (Bounding the Drift term). The Drift term given in Equation (3)) is bounded in
expectation as follows:

T T
Z — Pt+d,) * € ] < Elzpt pt+dt1] .

t=1 t=1

Proof. First, we note that the delay-adapted loss estimators ¢; are upper-bounded by the standard,
conditionally unbiased importance-weighted estimators ¢; defined in Equation (#). Therefore, we can
bound the Dri ft term as follows:

T T N
Z — Pt+d,) ] <E|Y Y Ipii— pt+dt,i|5t,i]
=1 Lt=1 i=1
T N
<E Z Z|pt,i - pt+dt,i|6t,i]
Lt=1 i=1
T N
~2[ 323 sl
Lt=1 i=1
T
<E ZHpt —pt+dt||1],
Li=1
where the last step follows from Hélder’s inequality and the fact that ||c; || < 1. O

Lemma A.3. The Bias, term given in Equation (3)) is bounded in expectation as follows:

T
E|> pe- (e —ér) > i - pt+dt||1] :
t

t=1

<E

Proof. We note losses and loss estimators can be indexed by actions rather than policies and use the
the notation ¢; , = L(z¢,a) and &, = %ﬁ’:“] where M; , = maX{Qt @ de}. Therefore,

using the fact that E,[é; o] = ¢4 ]?4

, the Bias; term can be bounded as follows:
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B[S 0 ien >]

Lt=1 a=1
Qta
=E Q oL ) ( >]
;azl b xt Mta
g Qta
SE-;;MtG(Mta_Qt,a)]
<E Z Z(max{@t as t+dt} - Qt,a)‘|
Lt=1 k=1

T K
<E|Y > |0 - Qu

Lt=1 a=1 ]

Now, by the definition of Q) 4, t+d’ and the triangle inequality, we have

T K
|33 [0 0| <2[S°3 3 usas | -
t=1 a=

t=1 a=1 1 (z)=a

T
ZHpt — Dt+d, ||1] J
t=1

concluding the proof. O

Lemma A.4 (Distribution drift). The following holds for the iterates {pt}z;1 of Algorithm '

T

E Z||Pt+df, pt“l] <n(D+T).
t=1

Proof. Define

Fp)=p 3 és+%R<p>,

s:s+ds<t

where R(p) = vazl pi log p;, so that p; = argmin,c», F(p). Note that R(-) is 1-strongly convex
with respect to ||-||;, and therefore F3(-) are 1/n-strongly convex. Thus, using first-order optimality
conditions for p; and p;1, we have:

1 1
Fy(pe+1) = Fi(pe) + VFi(pe) - (Pe41 — pe) + %”pﬂrl —PtHi > Fi(pt) + %”ptﬂ —PtH?v

1 2 1 2
Fip1(pt) > Fip1(pes1) + VE1(ev1) - (e — peyr) + %Hptﬂ —pell] = Fepa(pesa) + %Hptﬂ —pelly-

Summing the two inequalities, we obtain

1
;HP:&H —pt”? < Ft+1(pt) - Ft(Pt) + Ft(pt+1) - Ft+1(pt+1)

( Z és) (Pt — Pey1)

s:s+ds=t

< Z( > és,i) Pt = Pe41,il
[ s:s+ds=t

< z( 5 ) A
7 s:s+ds=t
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where ¢, ; are the standard (unbiased) importance-weighted loss estimators. Taking expectations
while using E[(-)2] > (E[-])* and Hlder’s inequality, we obtain

1
Elpes = pll)* < CE[lpes il

< E[Z( > c) [Pt —me]

% s:s+ds=t

1
n

< meE[|pey1 — pelly,
where m; = [{s : s + ds = t}| is the number of observations that arrive on round ¢. Dividing through
by the right-hand side of the inequality above, we obtain
Ellpe+1 — pelly < mm,
and using the triangle inequality we have

dy dy
Elpisa, —pilly <D Blpers = pivs—illy SnY_ migs 1 =My,

s=1 s=1

where M, 4, is the number of observations that arrive between rounds ¢ and ¢ + d; — 1. Using Lemma
C.7 in [20], we conclude the proof via

T T
E [ZHPHdt - pt||1] < WZMt,dt <n(D+T).
t=1

t=1
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B Proofs for Section 4|

B.1 Proofs for Subsection

In this subsection, we provide the proofs of the lemmas required to derive regret guarantees for
algorithm DA-FA (Algorithm|[I)), proving Theorem 4.6

Consider the following regret decomposition,

dmax T
Rr=> (=il x) - Lo, )+ D (e —pul [ 20) - frel@r,)
t=1 t=dmax+1
T ) " T R
+ Y we(ten) = fiw)+ X el lan - (filen) — )
t—dmax+1 t=dmax+1
FY P 20) - (e ) = frelae)).
tdn)ax+1

We bound each term individually in the following lemmas and claims, and then we combine all the
bounds to derive Theorem

Claim B.1. With probability 1, it holds that

dlnax

> (0= pa( | 20) @t ) < dinase

t=1
Proof. This follows immediately by the fact that £(-) is bounded in [0, 1]. O
Lemma B.2 (Restatement of Lemma[d.7). With probability 1, it holds that

T T
A KT psla \xt
Z (pt(')_p*("xt))'f‘r‘(xtv') < — = Z Z
t=dmax+1 T dmaraca P

Proof. Fort € {dmax + 1,dmax + 2, ..., T}, let R¢(p) denote the objective of the convex minimiza-
tion problem in Equation (II]), i.e,
=2 p(@) fr(a,a Z log(p

acA aEA

Hence,

A 1
(VRt(p))a = fre(ze,a) — W.

Since p, (-|x+) is a feasible solution and p; is the optimal solution, by first-order optimality conditions

we have
> pn(alan)(Fotorn) - — ) - DI )(fotona - ) =0

acA
Thus,
D a|xt K
Z(p*(ah:t) —pi(a)) frf Tt, Q Z . - .
acA aEA 'th Y
Which implies that
2 pi(alz
S (1) = puala) fro(orea) < 7 ¥ ' 2
acA cA ’th
We conclude that
a KT d Pa \CL‘
n * t
Yo e plle) frelwn )< == Y Y T
t=dmax+1 T dmtlacA pe(a
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Lemma B.3 (Restatement of Lemma@.8). It holds true that

T
]El > i (5(%&,') - ft($t7‘)>] < g + R (O™

t=dmax+1

Proof. For this term, we apply the oracle expected regret bound for the non-delayed function
approximation. By Assumption .2]the following holds.

E zT: j (é(mt, ) = felwe, ))]
Lt=dmax+1

T

<E Z pr ( T, a ff(%ﬂ))]

tfd,mx+1 acA

=E 1/ pt $t7 ft($t»a)>‘|
Lt= dmaxﬂ acA

T
<E Z Zpt Z RAC (xt, ft($t>a))2] (AM-GM)
t=dmax+1acA

Lt=dmax+1acEA v
T — ) K - ; ’
:Q NN Z E|:(ft(33tva't) - f(xbat)) }

+~E

v t=dmax+1
(T — dia) K~ . 2
S% + ’YZE[(ft(l’t,at) — (s, at)) }
t=1

KT
ST + ’YRT(O;ZJ])W

where in the final transition we used Assumption .5 which implies that the observations are given to
the oracle in the same order that they arrive to the CMAB algorithm, which allows us to invoke the
regret guarantee of the non-delayed oracle. O

Lemma B.4 (Restatement of Lemma[d.9). I holds true that

T T
]E[ S pellz)- (ft(xt,-) _g(xh.)) DS Ps aéx;)

t=dpma 1 t=dpt1acA P

7,
<E +’7RT(Osq n)'

Proof. For this term, we would like to use a change-of-measure technique using AM-GM to be able
to apply the oracle’s expected regret bound for the non-delayed function approximation. Again,
by Assumption &2 the following holds.

E i px(clzt) - (ft(wt,-) —f(xtf))}

t_dmax +1

E| 3 Ytk (Ao - >)]
fdm»xx+1a€.A

T

= ¥ ek m-(ftm,a)-mt,a))]

Lt=dmax+1acA

r T
* a|xr 2
€| 3 ZP ‘t +7E| Y Yl (fi@r )~ )| amGw)
PR Py B T —dmaxt+1 aEA
S P \w - 2
x t
x| Y oy rs)) s E[( xt,a»—e(xt,at))}
i1 aen 1P t=dm +1
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T
alz ’
< Z Zp* |zt ] ZE|:(ft xtﬂt)*é(l’t’at)) }
t=dmax+1 a€A 'th
d P \x
<E| 3 3B FReOh),
t=dmax+1 acA ’ypt

where in the final transition we used Assumption[.3]as in Lemma[4.§]

We now proceed to prove our final lemma.
Lemma B.5 (Restatement of Lemma[@.10). Under Assumption[#.4|it holds true that

El Z (pt _p*(' | xt)) : (ft(xta') - th<xt,'))] <2 dmaxDB-

t=dmax+1

Proof. Using Holder’s inequality and the triangle inequality, we have

T

> be-pella)- (filen) = frolan )
t=dmax+1

T

< D e el el I elwe, ) = Froae, )l

t=dmax+1

T d. +
Z Z”ft—i(l’t,')*ft—(i—l)(xta')Hoo (r!

t=dmax+1i=1

T d_+ R X
S N s = fmimnll

t=dmax+1 i=1
T

<2 Y aillfi = fenlles

t=dmax+1

—t—d)

where oy is the number of pending observations (that is, which have not yet arrived) as of round ¢.
Now, using the Cauchy-Schwarz inequality, the fact that E[\/:] < y/E[-] and Assumption we

finally obtain

T

t= max+1 t=dmax+1

§2 max 5’

> el () fota)| <2y (3 at) (X

t=dmax+1

Ehﬂ—ﬁm&D

where we used the fact that oy < dy,ax for all ¢ (since at every round o; can increase at most by one

and an observation can remain pending for at most dpax rounds), and the fact that ) _, oy

= D, which

follows since when summing the delays, each delay d; contributes once to exactly d; rounds with

pending observations, and all pending observations are covered in this manner.

We can now prove Theorem 4.6

O

Theorem B.6 (Restatement of Theorem . Let v =, /%. Then the following expected
T(Usq

regret bound holds for Algorithml[]]

E[R] < O<\/KT(RT(O£’")) + dmafo;).
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Proof of Theorem Putting the results of Claim [B:T](taking expectation on both sides) and Lem-
mas [4.7]to [A.10] all together, the expected regret is bounded as follows.

KT
E[RT] S dmax + 27 —+ 2’YRT (9]:77 + 2\/ max

Choosing v =, / m yields the desired bound. O

B.2 Regret and Stability analysis of Vovk’s aggregating forecaster for the square-loss

We consider a hedge-based version of Vovk’s aggregating forecaster [39], presented in Algorithm 2]
for the square loss under the realizability assumption (Assumption [T} and a finite function class F.

We denote by z; = (z4,a¢) € X x A the input of each function f € F C X x A — [0,1] at
time step t € [T], where z1,...,27 € X is a sequence of contexts generated throughout, and
ay,...,ar € Ais the sequence of actions, where a; was chosen for the context x;, for all i € [T7.
Also, let yy,...,yr € [0, 1] are such that E[y;|z:] = fi(2t), and f(z;) € [0,1] for all f € F. We
consider the square loss, and prove the following guarantee for the iterates of Algorithm 2]
Theorem B.7 (Restatement of Theorem . Fort € [T denote by q; € A(F) the probability
measure over funcnons in F computed by Algomhm|2|at time step t, for the t — 1-length prefix of the
sequence {(z,,y-)}1_;.

Then, the sequence of measures {q; }1_, satisfies the followings for any n < 1/18:

1. Expected regret:

T
2log|F
SCE[(fi(ar) — fu())7] < 2208
t=1 n
2. Stability:
T
2log|F

ZE[KL(thqu)] <9n?- 7g7|| = 18nlog|F|.

t=1

Proof. WLOG, since Hedge is invariant under adding a constant loss in each round we can subtract
(f«(2¢) — y¢)? from the loss of all functions. In particular, after the subtraction, f, has a cumulative

loss of 0. Therefore ¢;(f) oc we(f), and wyy1(f) = wt(f)e*”((f(zf)*yt)k(f*(Zf)’yf)Q). Denote
Wi = Zf w(f)
We have, as W, = |F| and W1 > 1 (since wy(fx) = w1 (fx) = 1 for all t), that

W
T+1

1
og W,

—log|F|.

On the other hand, for small enough 7 (smaller than a constant),

T
log WT+1 _ Z log Wt+1

Wi - Wi
T
= logEfny, [e—n«f(zt)—yt)?—(f*<zt>—yt>2>]
t=1
T

< D 0gEpg, [(1—n((f(20) = y0)* = (fulze) = y0)?) + 0 ((F(20) = ye)® = (fulzt) = 9)*)?)]

t—
(e* <l4+zx+a2forz<1)

T
<D B g, [(F(20) = 90)* = (Fa(z0) = 96)*] + 0B [(F(2) = 90)° = (ful22) = 90)°)°]
o (log(1+ ) <)
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M=

B g [(F(26) = fu(20)? +2(f (20) = Ful2)) (Ful2e) = m0)]

t

1

+ 0 Epng [((f(2) = fel2))? +2(f (20) = ful20)) (fe(2e) = )]

M=

B g, [(f (26) = fo(2))® + 2(f (2¢) — fu(20)) (fo(20) — )]
INE g, (f(2) = fiu(20))?.

Rearranging, we obtain that

il
+>—t

ZEM — Felz))? + 2(F (20) — o (20)) (ful2) — 92)]

T
< 10g77|]:| + 97ZZEf~qf, [(f(z0) = fulz0))?]-

t=1

Taking expectation over yy, . .., yr:

log|F
Y1y YT lZEfNQt — fu(z)) ]1 = 7! | Ey,.....yr

ZEth — fulze)) ]].

< 210g|]-"\7
n

and the expected regret of Algor1thm|2| can now be bounded by

T T 2
S E[(fiz) = fo(2))?] =D E (th ﬂ(z»)) ]

fer

| feF

< Z S @ (F(z) — fulz) ]

yl ----- yr

ZEfNQt (feze) — f*(zt))z]]
t=1

< 2log|F]| ’
Ui
where we have used Jensen’s inequality. This concludes the proof of part 1. of the theorem.

For the second part, we observe that

a(f) ]
qi+1(f)

= NBfmg, [(f(20) — yt)Q] + 10gEf~qt€7n(f(z")fyt)

2 2
— DB, [F(20) — 90)? = (ful21) — 01)?] + l0g Efrg, [efn«f(zmyt) ~(fulz)=ur) )}
<nEjq, [(f(zt) - yt)2 - (f*(zt) )2]

+10gEfg, [1=n0((f(20) = ye)? = (Fiulze) = 90)*) + 17 ((f(20) — y)? = (fulze) = 90)*)?]
(e*<l4+z+z?forz<1)

< PEfng, [(f(ze) — y1)® = (fulze) — yt)2)2] (log(1+ ) <)
= 772]Ef~qt [((f(zt) - f*(zt))z +2(f(2t) = fulzt)) (fulzt) — yt))Z]

KL(qtl|gi+1) = Efng, {log
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< 9772Ef~qt [(f(zt) - f*(zt))ﬂ'

Therefore, taking expectation over yy, . . ., yr and using part 1. we obtain
T
2log|F
SRR L)) < 972 - 22 1810007,
t=1 n
yields the second part of the theorem. O

C Lower Bounds

C.1 Proof of Theorem 4.3

In this subsection, we present a lower bound indicating that an additional assumption on the oracle
is necessary in order to obtain sub-linear regret in the general function approximation setting. The
lower bound shows that with no additional assumption on the least squares oracle, any algorithm
incurs linear regret in the presence of delayed feedback, even for a constant delay of d = 1.

Theorem C.1 (Restatement of Theorem[4.3). For any CMAB algorithm ALG in the function approxi-
mation setting (that is, ALG can only access F via the oracle) there exists a CMAB instance with
constant delay d = 1 over a realizable loss function class F with | F| = T + 1 with an online oracle
(’);Z satisfying RT(OS};) = 0, on which ALG attains regret R = Q(T).

Proof. Consider a CMAB instance over X = {xy,29,...,27}, A = {aj,a2} and F =
{f1, f2y- -, fr, fx}, where f, is the true loss function. The functions in F are sampled randomly as
follows:

felxiyar) = Ber(é), felxiyag) =1 — felag,a1), i€ {T},
flaa = {Si oo e

Ber ( %) , otherwise,

The online sequence of contexts is defined by x1, s, 3, ...,z in order. We consider an oracle
which at round ¢ outputs the function ft = f;. It is easy to see that the least-squares regret of this
oracle is zero because fi(x+, ) = fi(t, ). Now, at round ¢, due to the delay, ALG only has relevant
information on z; given by {fi(¢,"),..., fi—1(x¢,-)}, all of which are random i.i.d. Ber(3)
random variables, with the true loss f, (2, -) being either (1, 0) or (0, 1) with equal probability and
independently of the previous observations of ALG. Therefore, however ALG chooses the next action
a®, with probability % it will incur a loss of 1 while simultaneously the other action will have a loss
of zero. This means that in expectation over the random construction of F, the algorithm will incur
Q(%) regret. By the probabilistic method, we know that there exists a fixture of F depending on
ALG on which ALG suffers linear regret, as claimed.

C.2 Lower Bounds for Contextual MAB with Delayed Feedback

In this subsection, we establish lower bounds on the expected regret for CMAB with delayed feedback.
Our construction is based on the approach of [[10] via a reduction from the full information variant
with non-delayed feedback using a blocking argument.

We begin with a lower bound for the policy class setting with a finite policy class II, which relies on
a reduction from the problem of (agnostic) prediction with expert advice, for which known lower
bounds exist in the literature (see e.g. [9]).

We then present a lower bound for the realizable function approximation setting with a finite loss
function class F, and for that we construct an explicit hard instance for the full-information non-

delayed variant, with a regret lower bound of €2 (w /T log | F |) .

We remark that while a regret lower bound of (2 (\/ KT + \/5) can be immediately inferred from
the results of [9] who consider the special case of multi-armed bandits, our goal is to show that the
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dependence on log | F| where F appears jointly with the delay dependence. While the dependence of
v/ KT log | F| is known to be tight for CMAB with general function approximation, it is nontrivial that
the delay dependent term also contains a dependence on log | |, which we prove in the construction
that follows.

In our construction we consider the full feedback setting, where for each round ¢ and observed context
x4 € X, the learner observes the entire loss vector (¢(x¢,a))qc.4 after choosing an action a; € A.

Theorem C.2. There exists a finite policy class I C AY mapping contexts to actions, a delay
sequence (dy, . .., dr) with maximal delay d and sum of delays D = ©(dT) such that for any CMAB
algorithm there is instance of the CMAB problem for which the algorithm incurs expected regret

E[Rr] = Q(v/ Dlog II]).

Proof. We observe that CMAB with a policy class can be viewed as a special case of the prediction
with expert advice framework [9]], where each policy corresponds to an expert, provides a prediction
for each context. Hence, the classical lower bound of (/7 log |II|) for the full-information expert
setting (see Cesa-Bianchi and Lugosi [9], chapter 2) applies in the absence of delays.

Returning to the delayed CMAB problem, construct a delay sequence (dy, . .., dr) in which d is the
maximal delay and D = 3] d; = ©(dT) as follows:

Divide the time horizon into 7'/(d + 1) blocks, each containing d + 1 consecutive rounds. For each
blockb € {0,1,...,T/(d+1)—1} and eachround 7 € {b(d+1),b(d+1)+1,...,(b+1)(d+1)—1},
define the delay as d, = d — (7 — b(d + 1)). That is, within each block, the delays decrease from d
to 0, in this corresponding order. This also implies that D = WTl Z::lzo 1= % . w = %d.
This construction ensures that feedback from all rounds within a block is revealed simultaneously at
the end of the block.

The loss sequence is constructed as follows: Consider the loss sequence ({1, ..., {7/(a+1)) given by
a lower bound construction for prediction with expert advice over T'/(d + 1) rounds. The loss of the
first round of each block b is defined to be £}, and remains the same throughout the block. Now, note
that given this construction, the algorithm essentially faces a prediction with expert advice problem
over T'/(d 4 1) rounds (the rounds on which information is obtained), with loss values in the range
[0,d + 1]. We remark that we can assume without loss of generality that the algorithm fixes a policy
mp, at the start of block b and uses it to play actions throughout the entire block, as it does not learn
new information within the block.

Thus, we can aggregate each block into a single “super-round” of a reduced expert problem. Specifi-
cally, for block b, define the aggregate loss of each expert 7 as £ (7) = Zil:rbl(zi(ﬁr)l)_l Uzr,m(2s)).
Even if we allow the algorithm to observe full feedback, it essentially observes the full aggregated
loss vector over actions in each block, so this construction corresponds to a well-defined instance of

prediction with expert advice over the T'/(d + 1) rounds which are the initial rounds of the blocks.

The resulting reduced problem has T'/(d + 1) rounds with losses in [0, d 4 1]. Applying the lower
bound from Cesa-Bianchi and Lugosi [9] to this reduced problem yields:

E[Rr] > Q <(d+ 1)y log|H> = (V@+1)Tlog ) = 2 (v/DlogM) .

d+1

which completes the proof. O

We now combine this result with the classical lower bound of Q(+/ KT log |II|) for CMAB with
bandit feedback and a finite policy class, which is based on reductions from prediction with expert
advice (see, e.g., [29} 16, [7, 9]). This yields the following lower bound for CMAB with delayed
feedback in the policy class setting:

Corollary C.3. For CMAB with delayed bandit feedback and a finite policy class 11, the expected
regret satisfies

E[R7] > Q (\/TKlog T + /Dlog |m) .
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To prove a corresponding regret lower bound for the realizable function approximation setting, we
similarly require a regret lower bound of 2 (« /T log | F |) for the full-information non-delayed variant

of the problem. Such a lower bound, however, does not exist in the literature as far as we are aware,
so we exhibit an explicit construction in the following lemma.

Lemma C4. Let A = {a1, a2} be action set, and let X = {x1,...,x,} be a set of n contexts where
n < T. Then for any CMAB algorithm there exists a finite loss function class F C {X x A — [0,1]}
of size | F| = 2™ and a CMAB instance which is realizable with respect to F, on which the expected
regret of the CMAB algorithm is lower bounded by

E[Ry] > Q(VaT) = 0(v/Tlog|F]).

Proof. Across all of the instances which we construct, the context is chosen uniformly at random
from X. We define the function class F as the set of 2" functions f which, for each z € X, are
defined via f(z,a;) = 3 — e and f(z,a;) = 1 for the other action a; # a; (that is, each function in

F has a distinct choice of optimal actions across all n contexts), and we choose € = 1/n/1007T.

Prior to the interaction, a function f, € F is selected uniformly at random and the losses are defined
to be Bernoulli random variables according to f,, ensuring realizability holds. More specifically,
{(x, a) will be a Bernoulli random variable with parameter f,(x,a) forall z € X,a € A.

Now, by standard arguments of statistical estimation, since the true loss function f, was sampled at
random, as long as a given context z € X has not appeared more than Q(1/¢2) times, the CMAB
algorithm must incur instantaneous regret of € conditioned on this context. Since the contexts are
sampled uniformly at random and the loss values for one context reveal no information about the
loss for different contexts, the algorithm must incur expected regret of at least {2(¢t) on the first ¢
rounds as long as each context has been sampled o(1/£%) times. With high probability, all contexts
are sampled sufficiently many times only after ¢ = Q(n / 52) rounds, implying that the expected
regret of the algorithm over 7" rounds is lower bounded by

st (e ) - 0(2) = 0().

€
which concludes the proof. O

We remark that the construction in the above proof is similar to the lower bound given by [3] for the
bandit case, but here the proof is considerably simpler as the algorithm is not required to perform
exploration in order to obtain sufficient feedback.

Thus, by combining the lower bound for contextual bandits with function approximation under bandit
feedback [3] with the delayed feedback result above using the same reduction as we described in the
proof of Theorem[C.2] we obtain:

Corollary C.5. For any CMAB algorithm in the realizable function approximation setting over finite
loss function classes, there exists a finite function class F and a distribution over losses which is
realizable by F, for which the expected regret satisfies

E[R7] > Q (\/TK log | 7| + /Dlog |]-"\> .
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