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Abstract
The Weisfeiler–Leman algorithm (1-WL) is a well-studied heuristic for the graph
isomorphism problem. Recently, the algorithm has played a prominent role in
understanding the expressive power of message-passing graph neural networks
(MPNNs) and being effective as a graph kernel. Despite its success, 1-WL faces
challenges in distinguishing non-isomorphic graphs, leading to the development of
more expressive MPNN and kernel architectures. However, the relationship between
enhanced expressivity and improved generalization performance remains unclear.
Here, we focus on augmenting 1-WL and MPNNs with subgraph information
and employ classical margin theory to investigate the conditions under which
an architecture’s increased expressivity aligns with improved generalization
performance. In addition, we show that gradient flow pushes the MPNN’s weights
toward the maximum margin solution.

1 Introduction
Graph-structured data are common in fields such as chemo- and bioinformatics [55, 100, 114],
combinatorial optimization [25], image analysis [97], and social-network analysis [32], highlighting
the need for effective machine learning methods for graphs. Current approaches include graph
kernels [20, 63] and message-passing graph neural networks (MPNNs) [44, 93]. Notably, 1-WL [112]
and its MPNN counterparts [78, 115] have recently improved vertex- and graph-level learning [80].
However, 1-WL’s limitations in distinguishing non-isomorphic graphs [7, 24] have led to more
expressive extensions [80]. For instance, Bouritsas et al. [21] enhanced 1-WL and MPNNs by
incorporating subgraph information, showing that this approach improves graph discrimination and
predictive performance compared to 1-WL and k-WL [24]. Yet, the reasons behind these performance
improvements remain unclear. Recent work [82] using 1-WL to analyze the VC dimension of MPNNs
does not clarify why increased expressive power correlates with better generalization performance.
Specifically, while higher VC dimension reflects that more non-isomorphic graphs can be differentiated
by 1-WL, it also worsens generalization performance. This issue is similarly relevant for 1-WL-based
kernels. See Appendix A for a discussion of related work.

Here, based on Alon et al. [3]’s theory of partial concepts, we derive tight upper and lower bounds for
the VC dimension of the 1-WL-based kernels, corresponding MPNNs, and more expressive architectures,
parameterized by the margin separating the data. Our theory establishes the first link between increased
expressive power and improved generalization performance. In addition, building on Ji and Telgarsky
[53], we show that gradient flow pushes the MPNN’s weights toward the maximum margin solution.

2 Background
Let N := {1, 2, 3, . . . }. For n ≥ 1, let [n] := {1, . . . , n} ⊂ N. We use {{. . .}} to denote multisets,
i.e., the generalization of sets allowing for multiple instances for each of its elements. For two sets
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X and Y , let XY denote the set of functions mapping from Y to X . Let S ⊂ Rd, then the convex
hull conv(S) is the minimal convex set containing the set S. For p ∈ Rd, d > 0, and ε > 0, the ball
B(p, ε, d) := {s ∈ Rd | ∥p− s∥ ≤ ε}. Here, and in the remainder of the paper, ∥ · ∥ refers to the
2-norm ∥x∥ :=

√
x2
1 + · · ·+ x2

d, for x ∈ Rd.

Kernels. A kernel on a non-empty set X is a symmetric, positive semidefinite function k : X×X → R.
Equivalently, a function k : X × X → R is a kernel if there is a feature map ϕ : X → H to a Hilbert
space H with inner product ⟨·, ·⟩ such that k(x, y) = ⟨ϕ(x), ϕ(y)⟩ for all x and y ∈ X . We also call
ϕ(x) ∈ H a feature vector. A graph kernel is a kernel on the set G of all graphs. In the context of graph
kernels, we also refer to a feature vector as a graph embedding.

VC Dimension of partial concepts. Let X be a non-empty set. As outlined in Alon et al. [3], we
consider partial concepts H ⊆ {0, 1, ⋆}X , where each concept c ∈ H is a partial function. That is, if
x ∈ X such that c(x) = ⋆, then c is undefined at x. The support of a partial concept h ∈ H is the
set supp(h) := {x ∈ X | h(x) ̸= ⋆}. The VC dimension of (total) concepts [106] straightforwardly
generalizes to partial concepts. That is, the VC dimension of a partial concept class H, denoted VC(H),
is the maximum cardinality of a shattered set U := {x1, . . . , xm} ⊆ X . Here, the set U is shattered if
for any τττ ∈ {0, 1}m there exists c ∈ H such that c(xi) = τi, for all i ∈ [m]. In essence, Alon et al. [3]
showed that the standard definition of PAC learnability extends to partial concepts, recovering the
equivalence of finite VC dimension and PAC learnability.

Geometric margin classifiers. Classifiers with a geometric margin, e.g., support vector machines [27],
are a cornerstone of machine learning. A sample (x1, y1), . . . , (xs, ys) ∈ Rd × {0, 1}, for d > 0, is
(r, λ)-separable if (1) there exists p ∈ Rd and r > 0 and a ball B(p, r, d) such that x1, . . . ,xs ∈
B(p, r, d) and (2) the Euclidean distance between conv({xi | yi = 0}) and conv({xi | yi = 1}) is at
least 2λ. Then, the sample is linearly separable with margin λ. We define the set of concepts Hr,λ(Rd)
as follows{

h ∈ {0, 1, ⋆}R
d
∣∣∣ ∀x1, . . . ,xs ∈ supp(h) : (x1, h(x1)), . . . , (xs, h(xs)) is (r, λ)-separable

}
.

Alon et al. [3] showed that the VC dimension of the concept class Hr,λ(Rd) is asymptotically lower-
and upper-bounded by r2/λ2. Importantly, the above bounds are independent of the dimension d, while
standard VC dimension bounds scale linearly with d [5].

The 1-dimensional Weisfeiler–Leman algorithm. The 1-WL or color refinement is a well-studied
heuristic for the graph isomorphism problem, originally proposed by Weisfeiler and Leman [112].
Intuitively, the algorithm determines if two graphs are non-isomorphic by iteratively coloring or labeling
vertices. Formally, let G = (V (G), E(G), ℓ) be a labeled graph. In each iteration, t > 0, the 1-WL
computes a vertex coloring C1

t : V (G) → N, depending on the coloring of the neighbors. That is, in
iteration t > 0, we set C1

t (v) :=

RELABEL
((
C1

t−1(v), {{C1
t−1(u) | u ∈ N(v)}}

))
,

for all vertices v ∈ V (G), where RELABEL injectively maps the above pair to a unique natural number,
which has not been used in previous iterations. In iteration 0, the coloring C1

0 := ℓ is used. To test
whether two graphs G and H are non-isomorphic, we run the above algorithm in “parallel” on both
graphs. If the two graphs have a different number of vertices colored c ∈ N at some iteration, the 1-WL
distinguishes the graphs as non-isomorphic. Moreover, if the number of colors between two iterations,
t and (t + 1), does not change, i.e., the cardinalities of the images of C1

t and C1
t+1 are equal, the

algorithm terminates. For such t, we define the stable coloring C1
∞(v) = C1

t (v), for v ∈ V (G ∪̇H).

Graph kernels based on the 1-WL. Let G be a graph, following Shervashidze et al. [95], the
idea for a kernel based on the 1-WL is to run the 1-WL for T ≥ 0 iterations, resulting in a coloring
function C1

t : V (G) → N for each iteration t ≤ T . Let Σt denote the range of C1
t , i.e., Σt :=

{c | ∃ v ∈ V (G) : C1
t (v) = c}. We assume Σt to be ordered by the natural order of N, i.e., we

assume that Σt consists of c1 < · · · < c|Σt|. After each iteration, we compute a feature vector
ϕt(G) ∈ R|Σt| for each graph G. Each component ϕt(G)i counts the number of occurrences of
vertices of G labeled by ci ∈ Σt. The overall feature vector ϕWL(G) is defined as the concatenation
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of the feature vectors of all T iterations, i.e., ϕ(T )
WL (G) :=

[
ϕ0(G), . . . , ϕT (G)

]
, where [. . . ] denote

column-wise vector concatenation. This results in the kernel k(T )
WL (G,H) := ⟨ϕ(T )

WL (G), ϕ
(T )
WL (H)⟩,

where ⟨·, ·⟩ denotes the standard inner product. We further define the normalized 1-WL feature vector
Ě

ϕ
(T )
WL (G) := ϕ

(T )
WL (G)/∥ϕ(T )

WL (G)∥ obtained by normalizing the 1-WL feature vector to unit length.

Weisfeiler–Leman optimal assignment kernel. Based on the 1-WL, Kriege et al. [61] defined the
Weisfeiler–Leman optimal assignment kernel (1-WLOA), which computes an optimal assignment
between the colors computed by the 1-WL for all iterations; see Kriege et al. [61] for details. Given two
graphs G and H and let T ≥ 0, the 1-WLOA computes

kWLOA(G,H) :=
∑

t∈[T ]∪{0}

∑
c∈Σt

min(ϕt(G)c, ϕt(H)c).

Observe that for a fixed but arbitrary n, we can compute a corresponding finite-dimensional feature map
ϕ
(T )
WLOA for the set of n-order graphs. From the theory developed in Kriege et al. [61], it follows that the

1-WLOA kernel has the same expressive power as the 1-WL in distinguishing non-isomorphic graphs.

More expressive variants of the 1-WL. It is easy to see that the 1-WL cannot distinguish all pairs of
non-isomorphic graphs [7, 24]. However, there exists a large set of more expressive extensions of
the 1-WL, which have been successfully leveraged as kernel or neural architectures [80]. Moreover,
empirical results suggest that such added expressive power often translates into increased predictive
performance. Nonetheless, the precise mechanisms underlying this performance boost remain unclear.

In the following, we define a simple, more expressive modification of the 1-WL, the 1-WLF . It is a
simplified variant of the algorithms defined in Bouritsas et al. [21], which does not account for orbit
information. Let G be a graph and F be a finite set of graphs. For F ∈ F , we define a vertex labeling
ℓF : V (G) → N such that ℓF (v) = ℓF (w) if, and only, if there exists Xv ⊆ V (G) with v ∈ Xv and
Xw ⊆ V (G) with w ∈ Xw such that G[Xv] ≃ F and G[Xw] ≃ F . In other words, ℓF encodes the
presence of subgraphs G[Xv] in G, isomorphic to F and containing vertex v. Furthermore, we define the
vertex labeling ℓF : V (G) → N, where ℓF (v) = ℓF (w) if, and only, if, for all F ∈ F , ℓF (v) = ℓF (w).
Finally, for t ≥ 0, we define the vertex coloring C1,F

t : V (G) → N, where C1,F
0 (v) := ℓF (v) and

C1,F
t (v) :=

RELABEL
((
C1,F

t−1(v), {{C
1,F
t−1(u) | u ∈ N(v)}}

))
,

for v ∈ V (G). Hence, the 1-WLF only differs from the 1-WL at the initialization step. In Proposition 11,
we show that the 1-WLF is more expressive than the 1-WL. We can also define a 1-WLOA variant of
the 1-WLF , which we denote by 1-WLOAF . See Appendix C for how to derive kernels based on the
1-WLF . See Appendix D for a formal definition of MPNNs and more expressive variants.

3 Weisfeiler–Leman at the margin: When more expressivity matters
Here, we prove lower and upper bounds on the VC dimension of 1-WL-based kernels, MPNNs, and
their more expressive generalizations. We first derive a general condition to prove margin-based lower
and upper bounds. For a subset S ⊆ Rd, d > 0, we consider the following set of partial concepts from S
to {0, 1, ⋆}, Hr,λ(S) :={

h ∈ {0, 1, ⋆}S
∣∣∣ ∀x1, . . . ,xs ∈ supp(h) : (x1, h(x1)), . . . , (xs, h(xs)) is (r, λ)-separable

}
.

For the upper bound, since S ⊆ Rd, the VC dimension of Hr,λ(S) is upper-bounded by the VC
dimension of Hr,λ(Rd). As already mentioned, the latter is known to be bounded by r2/λ2 [3, 14]. For
the lower bound, the following lemma, implicit in Alon et al. [3], states sufficient conditions for S such
that the VC dimension of Hr,λ(S) is also lower-bounded by r2/λ2.

Lemma 1. Let S ⊆ Rd. If S contains m := ⌊r2/λ2⌋ vectors b1, . . . , bm ∈ Rd with bi := (b
(1)
i , b

(2)
i )

and b
(2)
1 , . . . , b

(2)
m being pairwise orthogonal, ∥bi∥ = r′, and ∥b(2)i ∥ = r, then VC-dim(Hr′,λ(S)) ∈

Θ(r
2
/λ2).

Next, we derive lower- and upper-bounds on the VC dimension of graphs separable by some
graph embedding, e.g., the 1-WL kernel. For n, d > 0, let E(n, d) be a class of graph embedding
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methods consisting of mappings from Gn to Rd, e.g., 1-WL feature vectors. A (graph) sample
(G1, y1), . . . , (Gs, ys) ∈ Gn × {0, 1} is (r, λ)-E(n, d)-separable if there is an embedding emb ∈
E(n, d) such that (emb(G1), y1), . . . , (emb(Gs), ys) ∈ Rd × {0, 1} is (r, λ)-separable, resulting in
the set of partial concepts

Hr,λ(E(n, d)) :=
{
h ∈ {0, 1, ⋆}Gn

∣∣∣ ∀G1, . . . , Gs ∈ supp(h) :

(G1, h(G1)), . . . , (Gs, h(Gs)) is (r, λ)-E(n, d)-separable
}
.

Now, consider the subset S(n, d) := {emb(G) ∈ Rd | G ∈ Gn, emb ∈ E(n, d)} of Rd. It is clear that
the VC dimension of Hr,λ(E(n, d)) is equal to the VC dimension of Hr,λ(S(n, d)), which in turn
is upper-bounded by r2/λ2. We next use Lemma 1 to obtain lower bounds on the VC dimension of
Hr,λ(E(n, d)) for specific classes of embeddings.

We first consider the class of graph embeddings obtained by the 1-WL feature map after T ≥ 0 iterations,
i.e., EWL(n, dT ) := {G 7→ ϕ

(T )
WL (G) | G ∈ Gn} and its normalized counterpart sEWL(n, dT ) := {G 7→

Ě

ϕ
(T )
WL (G) | G ∈ Gn}, where dT is the dimension of the corresponding Hilbert space after T rounds of

1-WL; see Section 2 for details. The following result shows that the VC dimension of the normalized
and unnormalized 1-WL kernel can be lower- and upper-bounded in the margin λ, the number of
iterations, and the number of vertices.
Theorem 2. For any T, λ > 0, r =

√
T + 1n, and n ≥ r2/λ2, we have VC-dim(Hr,λ(EWL(n, dT ))) ∈

Θ(r
2
/λ2). Further, for r =

√
T/(T + 1) and n ≥ r2/λ2, we have VC-dim(H1,λ(sEWL(n, dT ))) ∈

Θ(1/λ2).

Further, by defining EWL,F (n, dT ), EWLOA(n, dT ), and EWLOA,F (n, dT ) analogously, we can show
the same or similar results for the 1-WLF , 1-WLOA, and 1-WLOAF . The only difference is that
∥ϕ(t)

WL(Gi)∥ ≠ ∥ϕ(t)
WLOA(Gi)∥ and thus the radii and bounds change slightly. Concretely, for the 1-WLF ,

we get an identical dependency on the margin λ, the number of iterations, and the number of vertices.
Corollary 3. Let F be a finite set of graphs. For any T, λ > 0, r =

√
T + 1n, and n ≥ r2/λ2, we

have, VC-dim(Hr,λ(EWL,F (n, dT ))) ∈ Θ(r
2
/λ2). Further, for r =

√
T/(T + 1) and n ≥ r2/λ2, we

have VC-dim(H1,λ(sEWL,F (n, dT ))) ∈ Θ(1/λ2).

Similarly, by changing the radii from
√
Tn to

√
Tn, we get the following results for the 1-WLOA and

1-WLOAF kernel.
Proposition 4. For any T, λ > 0, r =

√
(T + 1)n, and n ≥ r2/λ2, we have

VC-dim(Hr,λ(EWLOA(n, dT ))) ∈ Θ(r
2
/λ2). Further, for r =

√
T/(T + 1) and n ≥ r2/λ2, we

have VC-dim(H1,λ(sEWLOA(n, dT ))) ∈ Θ(1/λ2).
Corollary 5. Let F be a finite set of graphs. For any T, λ > 0, for r =

√
(T + 1)n, and n ≥ r2/λ2,

we have, VC-dim(Hr,λ(EWLOA,F (n, dT ))) ∈ Θ(r
2
/λ2). Further, for r =

√
T/(T + 1) and n ≥

r2/λ2, we have VC-dim(H1,λ(sEWLOA,F (n, dT ))) ∈ Θ(1/λ2).

Therefore, using F permits the above statements to be feasible for smaller values of n or λ. See Ap-
pendix E.4 for analogous results for MPNN and more expressive variants. In addition, in Appendix F,
we show that gradient flow pushes the MPNN’s weights toward the maximum margin solution.

In the full paper, we derive conditions under which 1-WLOAF leads to better generalization performance
than the 1-WLOA. We also report on empirical results, validating our derived bounds in practice.

4 Conclusion
Here, we focused on determining the precise conditions under which increasing the expressive power of
MPNN or kernel architectures leads to a provably increased generalization performance. We focused
on augmenting 1-WL with subgraph information and derived tight upper and lower bounds for the
architectures’ VC dimension parameterized by the margin. In addition, we introduced variations of
expressive 1-WL-based kernels and neural architectures with provable generalization properties. Our
theoretical results constitute an essential initial step in unraveling the conditions under which more
expressive MPNN and kernel architectures yield enhanced generalization performance. Hence, our
theory lays a solid foundation for the systematic and principled design of novel expressive MPNN
architectures.
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A Related work
In the following, we discuss relevant related work.

A.1 Graph kernels based on the 1-WL

Shervashidze et al. [96] were the first to utilize the 1-WL as a graph kernel. Later, Morris et al.
[77, 79, 81] generalized this to variants of the k-WL. Moreover, Kriege et al. [61] derived the Weisfeiler-
Leman optimal assignment kernel, using the 1-WL to compute optimal assignments between vertices of
two given graphs. Yanardag and Vishwanathan [116] successfully employed the Weisfeiler–Leman
kernels within frameworks for smoothed [116] and deep graph kernels [117]. For a theoretical
investigation of graph kernels based on the 1-WL, see [62]. See also [80] for an overview of the
Weisfeiler–Leman algorithm in machine learning and Borgwardt et al. [20], Kriege et al. [63] for a
detailed review of graph kernels.

A.2 MPNNs

Recently, MPNNs [44, 93] emerged as the most prominent graph representation learning architecture.
Notable instances of this architecture include, e.g., Duvenaud et al. [31], Hamilton et al. [49],
and Veličković et al. [109], which can be subsumed under the message-passing framework introduced
in Gilmer et al. [44]. In parallel, approaches based on spectral information were introduced in,
e.g., Bruna et al. [22], Defferrard et al. [30], Gama et al. [39], Kipf and Welling [59], Levie et al. [65],
and Monti et al. [76]—all of which descend from early work in Baskin et al. [15], Goller and Küchler
[46], Kireev [60], Merkwirth and Lengauer [72], Micheli [73], Micheli and Sestito [74], Scarselli et al.
[93], and Sperduti and Starita [99]. Rcently, connections between MPNNs and Weisfeiler–Leman-type
algorithms have been shown [11, 43, 78, 115]. Specifically, Morris et al. [78] and Xu et al. [115]
showed that the 1-WL limits the expressive power of any possible MPNN architecture in distinguishing
non-isomorphic graphs. [21] showed how to make MPNNs more expressive by incorporating subgraph
information.

A.3 Expressive power of MPNNs

Recently, connections between MPNNs and Weisfeiler–Leman-type algorithms have been shown [11,
43, 78, 115]. Specifically, Morris et al. [78] and Xu et al. [115] showed that the 1-WL limits the
expressive power of any possible MPNN architecture in distinguishing non-isomorphic graphs.
In turn, these results have been generalized to the k-WL, e.g., Azizian and Lelarge [8], Geerts
[41], Maron et al. [69], Morris et al. [78, 79, 81], and connected to the permutation-equivariant function
approximation over graphs, see, e.g., Azizian and Lelarge [8], Chen et al. [26], Geerts and Reutter
[42], Maehara and NT [68]. Furthermore, Aamand et al. [1], Amir et al. [4] devised an improved
analysis using randomization and moments of neural networks, respectively. Recent works have
extended the expressive power of MPNNs, e.g., by encoding vertex identifiers [84, 111], using random
features [2, 29, 92] or individualization-refinement algorithms [37], affinity measures [108], equivariant
graph polynomials [88], homomorphism and subgraph counts [12, 21, 85], spectral information [9],
simplicial [19] and cellular complexes [18], persistent homology [51], random walks [70, 104], graph
decompositions [101], relational [13], distance [66] and directional information [16], graph rewiring [90]
and adaptive message passing [36], subgraph information [17, 28, 35, 38, 52, 80, 86, 87, 89, 102, 113,
119, 120, 122, 123], and biconnectivity [121]. See Morris et al. [80] for an in-depth survey on this
topic. Geerts and Reutter [42] devised a general approach to bound the expressive power of a large
variety of MPNNs using 1-WL or k-WL.

Recently, Kim et al. [57] showed that transformer architectures [83] can simulate the 2-WL. Grohe [47]
showed tight connections between MPNNs’ expressivity and circuit complexity. Moreover, Rosenbluth
et al. [91] investigated the expressive power of different aggregation functions beyond sum aggregation.
Finally, Böker et al. [23] defined a continuous variant of the 1-WL, deriving a more fine-grained
topological characterization of the expressive power of MPNNs.

A.4 Generalization abilities of graph kernels and MPNNs

Scarselli et al. [94] used classical techniques from learning theory [56] to show that MPNNs’ VC
dimension [106] with piece-wise polynomial activation functions on a fixed graph, under various
assumptions, is in O(P 2n log n), where P is the number of parameters and n is the order of the input
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graph; see also Hammer [50]. We note here that Scarselli et al. [94] analyzed a different type of
MPNN not aligned with modern MPNN architectures [44]. Garg et al. [40] showed that the empirical
Rademacher complexity (see, e.g., Mohri et al. [75]) of a specific, simple MPNN architecture, using
sum aggregation, is bounded in the maximum degree, the number of layers, Lipschitz constants of
activation functions, and parameter matrices’ norms. We note here that their analysis assumes weight
sharing across layers. Liao et al. [67] refined these results via a PAC-Bayesian approach, further refined
in Ju et al. [54]. Maskey et al. [71] used random graphs models to show that MPNNs’ generalization
ability depends on the (average) number of vertices in the resulting graphs. In addition, Levie [64]
defined a measure of a natural graph-signal similarity notion, resulting in a generalization bound
for MPNNs depending on the covering number and the number of vertices. Verma and Zhang [110]
studied the generalization abilities of 1-layer MPNNs in a transductive setting based on algorithmic
stability. Similarly, Esser et al. [34] used stochastic block models to study the transductive Rademacher
complexity [33, 103] of standard MPNNs. For semi-supervised node classification, [10] studied the
classification of a mixture of Gaussians, where the data corresponds to the node features of a stochastic
block model, under which conditions the mixture model is linearly separable using the GCN layer [59].
Most recently, [82] made progress connecting MPNNs’ expressive power and generalization ability via
the Weisfeiler–Leman hierarchy. They studied the influence of graph structure and the parameters’
encoding lengths on MPNNs’ generalization by tightly connecting 1-WL’s expressivity and MPNNs’
Vapnik–Chervonenkis (VC) dimension. They derived that MPNNs’ VC dimension depends tightly on
the number of equivalence classes computed by the 1-WL over a given set of graphs. Moreover, they
showed that MPNNs’ VC dimension depends logarithmically on the number of colors computed by the
1-WL and polynomially on the number of parameters. Kriege et al. [62] leveraged results from graph
property testing [45] to study the sample complexity of learning to distinguish various graph properties,
e.g., planarity or triangle freeness, using graph kernels [20, 63]. Finally, [118] showed negative results
for MPNNs’ generalization ability to larger graphs.

Margin theory and VC dimension. Using the margin as a regularization mechanism dates back
to Vapnik and Chervonenkis [107]. Later, the concept of margin was successfully applied to support
vector machines (SVMs) [27, 105] and connected to VC dimension theory; see Mohri et al. [75] for an
overview. Grønlund et al. [48] derived the so-far tightest generalization bounds for SVMs. Alon et al.
[3] introduced the theory of VC dimension of partial concepts, i.e., the hypothesis set allows partial
functions and showed, analogous to the standard case, that finite VC dimension implies learnability and
vice versa.

B Extended notation
Let N := {1, 2, 3, . . . }. For n ≥ 1, let [n] := {1, . . . , n} ⊂ N. We use {{. . .}} to denote multisets,
i.e., the generalization of sets allowing for multiple instances for each of its elements. For two sets
X and Y , let XY denote the set of functions mapping from Y to X . Let S ⊂ Rd, then the convex
hull conv(S) is the minimal convex set containing the set S. For p ∈ Rd, d > 0, and ε > 0, the ball
B(p, ε, d) := {s ∈ Rd | ∥p− s∥ ≤ ε}. Here, and in the remainder of the paper, ∥ · ∥ refers to the
2-norm ∥x∥ :=

√
x2
1 + · · ·+ x2

d for x ∈ Rd.

Graphs. An (undirected) graph G is a pair (V (G), E(G)) with finite sets of vertices or nodes V (G)
and edges E(G) ⊆ {{u, v} ⊆ V (G) | u ̸= v}. For ease of notation, we denote an edge {u, v} in
E(G) by (u, v) or (v, u). The order of a graph G is its number |V (G)| of vertices. If not stated
otherwise, we set n := |V (G)| and call G an n-order graph. We denote the set of all n-order graphs by
Gn. For a graph G ∈ Gn, we denote its adjacency matrix by A(G) ∈ {0, 1}n×n, where A(G)vw = 1
if, and only, if (v, w) ∈ E(G). For a set of nodes S ⊆ V (G), we denote the induced subgraph of G as
G[S] := (V (G) ∩ S,E(G) ∩ S2).

The neighborhood of v ∈ V (G) is denoted by N(v) := {u ∈ V (G) | (v, u) ∈ E(G)} and the degree
of a vertex v is |N(v)|. A (vertex-)labeled graph G is a triple (V (G), E(G), ℓ) with a (vertex-)label
function ℓ : V (G) → N. Then ℓ(v) is a label of v, for v ∈ V (G). For X ⊆ V (G), the graph
G[X] := (X,EX) is the subgraph induced by X , where EX := {(u, v) ∈ E(G) | u, v ∈ X}. Two
graphs G and H are isomorphic, and we write G ≃ H if there exists a bijection φ : V (G) → V (H)
preserving the adjacency relation, i.e., (u, v) is in E(G) if, and only, if (φ(u), φ(v)) is in E(H). Then
φ is an isomorphism between G and H . In the case of labeled graphs, we additionally require that
l(v) = l(φ(v)) for all v in V (G). We denote the complete graph on n vertices by Kn and a cycle on n
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vertices by Cn. for r ≥ 0, a graph is r-regular if all of its vertices have degree r. Given two graphs G
and H with disjoint vertex sets, we denote their disjoint union by G ∪̇H .

C Graph kernels based on the 1-WLF

Similar to the 1-WL, we can also define a graph kernel based on the 1-WLF . Let G be a graph, we run
the 1-WLF for T ≥ 0 iterations, resulting in a coloring function C1,F

t → Σt for each iteration t ≤ T .
Let Σt denote the range of C1,F

t , i.e., Σt := {c | ∃ v ∈ V (G) : C1,F
t (v) = c}. Again, we assume Σt

to be ordered by the natural order of N, i.e., we assume that Σt consists of c1 < · · · < c|Σt|. After each
iteration, we compute a feature vector ϕF,t(G) ∈ R|Σt| for each graph G. Each component ϕF,t(G)i
counts the number of occurrences of vertices of G labeled by ci ∈ Σt. The overall feature vector
ϕWLF (G) is defined as the concatenation of the feature vectors of all T iterations, i.e.,

ϕ
(T )
WLF

(G) :=
[
ϕF,0(G), . . . , ϕF,T (G)

]
,

where [. . . ] denote column-wise vector concatenation. We then define the kernel and its normalized
counterpart in the same way as with the 1-WL.

D Message-passing graph neural networks
Intuitively, MPNNs learn a vectorial representation, i.e., a d-dimensional real-valued vector, representing
each vertex in a graph by aggregating information from neighboring vertices. Formally, let G =

(V (G), E(G), ℓ) be a labeled graph with initial vertex features h(0)
v ∈ Rd that are consistent with

ℓ. That is, each vertex v is annotated with a feature h
(0)
v ∈ Rd such that h(0)

v = h
(0)
u if, and only, if

ℓ(v) = ℓ(u). An example is a one-hot encoding of the labels ℓ(u) and ℓ(v). An MPNN architecture
consists of a stack of neural network layers, i.e., a composition of permutation-equivariant parameterized
functions. Following, Scarselli et al. [93] and Gilmer et al. [44], in each layer, t > 0, we compute vertex
features

h(t)
v := UPD(t)

(
h(t−1)
v ,AGG(t)

(
{{h(t−1)

u | u ∈ N(v)}}
))

∈ Rd,

for each v ∈ V (G), where UPD(t) and AGG(t) may be differentiable parameterized functions, e.g.,
neural networks. In the case of graph-level tasks, e.g., graph classification, one uses

hG := READOUT
(
{{h(L)

v | v ∈ V (G)}}
)
∈ Rd, (1)

to compute a single vectorial representation based on learned vertex features after iteration L. Again,
READOUT may be a differentiable parameterized function. To adapt the parameters of the above three
functions, they are optimized end-to-end, usually through a variant of stochastic gradient descent,
e.g., Kingma and Ba [58], together with the parameters of a neural network used for classification or
regression.

More expressive MPNNs. Since the expressive power of MPNNs is strictly limited by the 1-WL
in distinguishing non-isomorphic graphs [78, 115], a large set of more expressive extensions of
MPNNs [80] exists. Here, we introduce the MPNNF architecture, an MPNN variant of the 1-WLF ;
see Section 2. In essence, an MPNNF is a standard MPNN, where we set the initial features consistent
with the initial vertex-labeling of the 1-WLF , e.g., one-hot encodings of ℓF . Following Morris et al.
[78], it is straightforward to derive an MPNNF architecture that has the same expressive power as the
1-WLF in distinguishing non-isomorphic graphs.

Notation. In the subsequent sections, we use the following notation for MPNNs. We denote the
class of all (labeled) graphs by G. For d, l > 0, we denote the class of MPNNs using summation for
aggregation, and such that update and readout functions are multilayer perceptrons (MLPs), all of a
width of at most d, by MPNNmlp(d, L). We refer to elements in MPNNmlp(d, L) as simple MPNNs;
see Appendix D.1 for details. We stress that simple MPNNs are already expressive enough to be
equivalent to the 1-WL in distinguishing non-isomorphic graphs [78]. The class MPNNmlp,F (d, L) is
defined similarly, based on MPNNF s.
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D.1 Simple MPNNs

Here, we provide more details on the simple MPNNs mentioned in Appendix D. That is, for given d
and L ∈ N, we define the class MPNNmlp(d, L) of simple MPNNs as L-layer MPNNs for which,
according to Appendix D, for each t ∈ [L], the aggregation function AGG(t) is summation and the
update function UPD(t) is a multilayer perceptron mlp(t) : R2d → Rd of width at most d. Similarly, the
readout function in Equation (1) consists of a multilayer perceptron mlp : Rd → Rd applied on the sum
of all vertex features computed in layer L.2 More specifically, MPNNs in MPNNmlp(d, L) compute on
a labeled graph G = (V (G), E(G), ℓ) with d-dimensional initial vertex features h(0)

v ∈ Rd, consistent
with ℓ, the following vertex features, for each v ∈ V (G),

h(t)
v := mlp(t)

(
h(t−1)
v ,

∑
u∈N(v)

h(t−1)
u

)
∈ Rd,

for t ∈ [L], and
hG := mlp

( ∑
v∈V (G)

h(L)
v

)
∈ Rd.

Note that the class MPNNmlp(d, L) encompasses the GNN architecture derived in Morris et al. [78]
that has the same expressive power as the 1-WL in distinguishing non-isomorphic graphs.

Notation. In the subsequent sections, we use the following notation for MPNNs. We denote the
class of all (labeled) graphs by G. For d, l > 0, we denote the class of MPNNs using summation for
aggregation, and such that update and readout functions are multilayer perceptrons (MLPs), all of a
width of at most d, by MPNNmlp(d, L). We refer to elements in MPNNmlp(d, L) as simple MPNNs;
see Appendix D.1 for details. We stress that simple MPNNs are already expressive enough to be
equivalent to the 1-WL in distinguishing non-isomorphic graphs [78]. The class MPNNmlp,F (d, L) is
defined similarly, based on MPNNF s.

E Proofs missing from the main paper
Here, we outline proofs missing in the main paper.

E.1 Fundamentals

Here, we prove some fundamental statements for later use.

Margin optimization. Let (x1, y1), . . . , (xn, yn) ∈ Rd × {0, 1}, d > 0, be a linearly separable
sample, and let I+ := {i ∈ [n] | yi = 1} and I− := {i ∈ [n] | yi = 0}. Consider the well-known
alternative—to the typical hard-margin SVM formulation—optimization problem for finding the
minimum distance between the convex sets induced by the two classes, i.e.,

2λ := min
α∈R|I+|,β∈R|I−|

∥x+
α − x−

β ∥

s.t. x+
α =

∑
i∈I+

αixi, x−
β =

∑
j∈I−

βjxj∑
i∈I+

αi = 1,
∑
j∈I−

βj = 1,

∀ i ∈ I+, j ∈ I− : αi ≥ 0, βj ≥ 0,

(2)

where α and β are the variables determining the convex combinations for both the positive and negative
classes. Moreover, λ is exactly the margin that is computed by the typical hard-margin SVM and from
the optimal arguments α∗ and β∗, we can compute the usual hard-margin solution w and b as:

w :=
x+
α∗ − x−

β∗

λ2

b :=
∥x−

β∗∥2 − ∥x+
α∗∥2

2λ2

2For simplicity, we assume that all feature dimensions of the layers are fixed to d ∈ N.
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.

We can describe ∥x+
α − x−

β ∥2 by a sum of pairwise distances.∥∥∥∥x+
α − x−

β

∥∥∥∥2 =

∥∥∥∥∑
i∈I+

αixi −
∑
j∈I−

βjxj

∥∥∥∥2

=

∥∥∥∥∑
i∈I+

αixi

∑
j∈I−

βj −
∑
j∈I−

βjxj

∑
i∈I+

αi

∥∥∥∥2

=

∥∥∥∥∑
i∈I+

∑
j∈I−

αiβjxi −
∑
i∈I+

∑
j∈I−

αiβjxj

∥∥∥∥2

=

∥∥∥∥ ∑
(i,j)∈I+×I−

δi,j(xi − xj)

∥∥∥∥2 (δi,j := αiβj)

=
∑

(i,j)∈I+×I−

∑
(k,l)∈I+×I−

δi,jδk,l(xi − xj)
⊤(xk − xl)

=
∑

(i,j),(k,l)∈I+×I−

δi,jδk,l(−x⊤
i xl − x⊤

j xk + x⊤
i xk + x⊤

j xl)

=
1

2

∑
(i,j),(k,l)∈I+×I−

δi,jδk,l(∥xi − xl∥2 + ∥xj − xk∥2 − ∥xi − xk∥2 − ∥xj − xl∥2). (3)

We remark that the pairwise distances indexed by (i, l) and (j, k) represent inter-class distances, since
yi = yk = 1 and yj = yl = 0. Along the same line, the pairwise distances indexed by (i, k) and (j, l)
represent intra-class distances.
Proposition 6. Let (x1, y1), . . . , (xn, yn) and (x̃1, y1), . . . , (x̃n, yn) in Rd be two linearly-separable
samples, with margins λ and λ̃, respectively, with the same labels yi ∈ {0, 1}. If

min
yi ̸=yj

∥x̃i − x̃j∥2 − ∥xi − xj∥2 > max
yi=yj

∥x̃i − x̃j∥2 − ∥xi − xj∥2, (4)

then λ̃ > λ. That is, we get an increase in margin if the minimum increase in distances between classes
considering the two samples is strictly larger than the maximum increase in distance within each class.

Proof. Let
∆min := min

yi ̸=yj

∥x̃i − x̃j∥2 − ∥xi − xj∥2,

and
∆max := max

yi=yj

∥x̃i − x̃j∥2 − ∥xi − xj∥2.

By Equation (4), ∆min > ∆max. Starting at Equation (3),

∥x+
α − x−

β ∥
2 =

1

2

∑
(i,j)

∑
(k,l)

αi,jαk,l(∥xi − xl∥2 + ∥xj − xk∥2 − ∥xi − xk∥2 − ∥xj − xl∥2)

<
1

2

∑
(i,j)

∑
(k,l)

αi,jαk,l(∥xi − xl∥2 +∆min + ∥xj − xk∥2 +∆min

− ∥xi − xk∥2 −∆max − ∥xj − xl∥2 −∆max

≤ 1

2

∑
(i,j)

∑
(k,l)

αi,jαk,l(∥x̃i − x̃l∥2 + ∥x̃j − x̃k∥2 − ∥x̃i − x̃k∥2 − ∥x̃j − x̃l∥2)

= ∥x̃+
α − x̃−

α∥2,

where x̃+
α and x̃−

α are derived from applying the optimization (Equation (2)) to the datapoints (x̃1, y1),
. . . , (x̃n, yn).
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In the following, we omit all of the conditions from Equation (2) for simplicity. Let x+∗ and x−∗ be the
representatives of the optimal solution to Equation (2), then

∀α : γ = ∥x+∗ − x−∗∥ ≤ ∥x+
α − x−

α∥.
Hence,

∀α : γ = ∥x+∗ − x−∗∥ ≤ ∥x+
α − x−

α∥ < ∥x̃+
α − x̃−

α∥,
which implies that

γ < min
α

∥x̃+
α − x̃−

α∥ =: γ̃,

showing the desired result.

Concatenating feature vectors. We will consider concatenating two feature vectors and analyze how
this affects attained margins. To this end, let X := {(xi, yi) ∈ Rd × {0, 1} | i ∈ [n]}. When we split
up Rd into Rd1 × Rd2 , we write xi := (x1

i ,x
2
i ) with x1

i ∈ Rd1 and x2
i ∈ Rd2 .

Proposition 7. If X := {(x1, y1), . . . , (xn, yn)} is a sample, such that

1. (x1
1, y1), . . . , (x

1
n, yn) is (r1, γ1)-separable and

2. (x2
1, y1), . . . , (x

2
n, yn) is (r2, γ2)-separable,

then (x1, y1), . . . , (xn, yn) is (
√

r21 + r22,
√
γ2
1 + γ2

2)-separable.

Proof. Let I := I+ ∪̇ I− satisfying yi = 1 if, and only, if i ∈ I+ and yi = 0 if, and only, if i ∈ I−,
p := |I|, p+ := |I+| and p− := |I−|. Further, let x+

i := xi, (x1
i )

+ := (x1
i , 0), (x

2
i )

+ := (0,x2
i )

for i ∈ I+, and x−
i := xi, (x1

i )
− := (x1

i , 0), and (x2
i )

− := (0,x2
i ) for i ∈ I−. We collect x+

i , x−
i ,

(x1
i )

+, (x2
i )

+, (x1
i )

−, and (x2
i )

− into matrices X+ ∈ Rp+×d, X− ∈ Rp−×d, X+
1 , X+

2 ∈ Rp+×d,
and X−

1 ,X−
2 ∈ Rp−×d.

The margins γ1, γ2, and γ (the margin of (x1, y1), . . . , (xn, yn)) are given by

γ1 := min
α∈(R+,p+ ,β∈R+,p− ,1⊤α=1=1⊤β

∥(X+
1 )⊤α− (X−

1 )⊤β∥

γ2 := min
α∈R+,p+ ,β∈R+,p− ,1⊤α=1=1⊤β

∥(X+
2 )⊤α− (X−

2 )⊤β∥

γ := min
α∈R+,p+ ,β∈R+,p− ,1⊤α=1=1⊤β

∥(X+)⊤α− (X−)⊤β∥,

where R+ is the set of positive real numbers and 1 is a vector of ones of appropriate size. We have

∥(X+)⊤α− (X−)⊤β∥2 = ∥(X+
1 )⊤α1 + (X+

2 )⊤α2 − (X−
1 )⊤β1 − (X−

2 )⊤β2∥2

= ∥((X+
1 )⊤α1 − (X−

1 )⊤β1) + ((X+
2 )⊤α2 − (X−

2 )⊤β2)∥2

= ∥(X+
1 )⊤α1 − (X−

1 )⊤β1∥2 + ∥(X+
2 )⊤α2 − (X−

2 )⊤β2∥2.
The latter terms attain, by assumption, minimal values of γ1 and γ2, respectively. Thus, γ2 =
γ2
1 + γ2

2 . Also note that ∥xi∥2 ≤ r21 + r22 for all i ∈ I . This implies that (x1, y1), . . . , (xn, yn) is
(
√
r21 + r22,

√
γ2
1 + γ2

2)-separable.

Existence of regular graphs. The following result ensures the existence of enough regular graphs
needed for the proof of Theorem 2 and its variants.
Lemma 8. For any even n and all i ∈ {0, . . . , n− 1}, there exists an i-regular graph with one orbit
containing all vertices.

Proof. Let n be even, and let c be an arbitrary natural number. We define
Eodd := {(i, i+ n/2) | i ∈ [n/2]},

and
Ec := {(i, i+ c mod n) | i ∈ [n]},

where mod is the modulo operator with equivalence classes [n]. It is easily verified that for any C ∈ N,
([n],

⋃
c∈[C] Ec) is a 2C-regular graph. Also, ([n], Eodd ∪

⋃
c∈[C] Ec) is a 2C + 1-regular graph. The

permutation, in cycle notation, (1, 2, . . . , n) is an automorphism for both graphs, implying that all
vertices are in the same orbit.
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Remark 9. For any odd n, no i-regular graph exists with i odd. This is a classical textbook question
that can be verified by handshaking. For regular graphs,∑

i∈[n]

deg(i) = i · n.

Summing the degrees for each vertex counts each edge twice. Thus, i · n must be even, and since n is
odd, i must be even.

E.2 Expressive power of enhanced variants

We now prove results on the expressive power of the 1-WLF .
Proposition 10. Let G be a graph and F be a set of graphs. Then, for all rounds, the 1-WLF
distinguishes at least the same vertices as the 1-WL.

Proof. Using, induction on t, we show that, for all vertices v, w ∈ V (G),

C1,F
t (v) = C1,F

t (w) implies C1
t (v) = C1

t (w). (5)

The base case, t = 0, is clear since 1-WLF refines the single color class induced by C1
0 . For the

induction, assume that Equation (5) holds and assume that, C1,F
t+1(v) = C1,F

t+1(w) holds. Hence,
C1

t (v) = C1
t (w) and

{{C1,F
t (a) | a ∈ N(v)}} = {{C1,F

t (b) | b ∈ N(w)}}

holds. Hence, there is a color-preserving bijection φ : N(v) → N(w) between the above two multisets,
i.e., C1,F

t (a) = C1,F
t (φ(a)), for a ∈ N(v). Hence, by Equation (5), C1

t (a) = C1
t (φ(a)), for

a ∈ N(v). Consequently, it holds that C1
t+1(v) = C1

t+1(w), proving the desired result.

In addition, by choosing the set of graphs F appropriately, 1-WLF gets strictly more expressive than
1-WL in distinguishing non-isomorphic graphs.
Proposition 11. For every n ≥ 6, there exists at least one pair of non-isomorphic graphs and a set of
graphs F containing a single constant-order graph, such that, for all rounds, 1-WL does not distinguish
them while 1-WLF distinguishes them after a single round.

Proof. For n = 6, we can choose a pair of a 6-cycle and the disjoint union of two 3-cycles. Since
both graphs are 2-regular, the 1-WL cannot distinguish them. By choosing F = {C3}, the 1-WLF
distinguishes them. For n > 6, we can simply pad the graphs with n− 6 isolated vertices.

E.3 Margin-based upper and lower bounds on the VC dimension of Weisfeiler–Leman-based
kernels

We first state the upper bound that we will be using for all the following cases, which is a classical result,
for instance based on fat-shattering.
Lemma 12 (Theorem 1.6 in [14]). Let S ⊆ Rd.

VC-dim(Hr,λ(S)) ∈ O(r
2
/λ2).

We now prove the VC dimension theory results from the main paper. In the following, we will reuse
our notation of splitting up Rd into Rd1 × Rd2 . We write xi = (x

(1)
i ,x

(2)
i ) with x

(1)
i ∈ Rd1 and

x
(2)
i ∈ Rd2 . Further, let (x(1)

i )+ := (x
(1)
i , 0), and (x

(2)
i )+ := (0,x

(2)
i ).

Lemma 13 (Lemma 1 in the main paper). Let S ⊆ Rd. If S contains m := ⌊r2/λ2⌋ vectors
b1, . . . , bm ∈ Rd with bi := (b

(1)
i , b

(2)
i ) and b

(2)
1 , . . . , b

(2)
m being pairwise orthogonal, ∥bi∥ = r′, and

∥b(2)i ∥ = r, then
VC-dim(Hr′,λ(S)) ∈ Ω(r

2
/λ2).
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Proof. Following the argument in Alon et al. [3], we show that the vectors b1, . . . , bm can be shattered.
Indeed, let A and B be two arbitary sets partitioning [m]. Consider the vector

w :=
λ

r2

(∑
i∈A

(b
(2)
i )+ −

∑
i∈B

(b
(2)
i )+

)
.

We observe that, because of assumptions underlying the vectors bi, we have

w⊤bj =

{(
λ
r2

)
· (b(2)j )⊤b

(2)
j = λ if j ∈ A

−
(

λ
r2

)
· (b(2)j )⊤b

(2)
j = −λ if j ∈ B.

In other words, w witnesses that the distance between the convex hull of {bi | i ∈ A} and {bi | i ∈ B}
is at least 2λ, implying the result.

In the following, we will heavily rely upon Lemma 13 and more specifically we can construct
m = ⌊r2/λ2⌋ graphs. Since we will be using regular graphs for simplicity where each regular graph has
different regularity, we require n ≥ m, which is true for n ≥ r2/λ2. Notice that this requirement can
be relaxed, and we could, for instance, consider graphs with nodes of two regularities, which would
significantly lower the requirement on n. However, for these graphs, the construction and proofs would
become significantly more complex as we would have to additionally deal with signal propagation
within these graphs until we can guarantee orthogonality of the 1-WL-feature vectors. For this type of
proof, we believe en/e ≥ r2/λ2 would need to hold. However, we leave this to future research.
Theorem 14. For any T, λ > 0, we have,

VC-dim(H√
T+1n,λ(EWL(n, dT ))) ∈ Ω(r

2
/λ2), for r =

√
Tn and n ≥ r2/λ2,

VC-dim(H1,λ(sEWL(n, dT ))) ∈ Ω(1/λ2), for r =
√

T/(T + 1) and n ≥ r2/λ2.

Proof. The upper bounds follow from the general upper bound described earlier. For the lower bound,
we show that for even n ≥ r2/λ2, there exist m = ⌊r2/λ2⌋ graphs G1, . . . , Gm in Gn such that the
vectors bi := ϕ

(1)
WL(Gi) and sbi := sϕ

(1)
WL(Gi) satisfy the assumptions of Lemma 13. Indeed, we can

simply consider Gi to be an (i− 1)-regular graph of order n; see Lemma 8. We break up the feature
vectors into two parts: a one-dimensional part corresponding to the information related to the initial color
and the remaining part containing all other information. We remark that for the 1-WL and for unlabeled
graphs, all vertices have the same initial color. The interesting information is contained in the second
part. If we inspect the 1-WL feature vectors, excluding the initial colors, for T = 1 of Gi, we obtain
(0, . . . , n︸︷︷︸

pos i

, . . . , 0) in the unnormalized case, and 1√
1+1n

(0, . . . , n︸︷︷︸
pos i

, . . . , 0) in the normalized case.

It is readily verified that b(2)i := (0, . . . , n︸︷︷︸
pos i

, . . . , 0) and b
(1)
i being the remaining initial colors are

vectors satisfying the assumptions of Lemma 13 in the unnormalized case. For larger T , b(2)i is ϕ(1)
WL(Gi)

except for the initial colors. Note that ∥b(2)i ∥ =
√
Tn = r and ∥bi∥ =

√
T + 1n : = r′. For the

normalized case, one simply needs to rescale with 1/r′. Note that for T > 0, 1/2 ≤ r2/r′2 < 1. This
implies a lower bound of Ω( r

2

λ2 ) in the unnormalized case, and Ω( r2

λ2r′2 ) = Ω( 1
λ2 ) in the normalized

case.

So far, we assumed n to be even. For odd n, there is a slight technicality in that we can construct all
r-regular graphs where r is even, i.e., we can construct n+1/2 regular graphs. Analogously this means
for odd n and n+1/2 ≥ r2/λ2, which is equivalent to n ≥ 2r2/λ2 − 1, by a slight variant of Lemma 13
this implies a lower bound of Ω(2r

2
/λ2 − 1) = Ω(r

2
/λ2). Analogous to the normalized case can be

considered for odd n and results in the same bound, which proves the desired result.

Theorem 15. Let F be a finite set of graphs. For any T, λ > 0, we have,

VC-dim(H√
T+1n,λ(EWL,F (n, dT ))) ∈ Ω(r

2
/λ2), for r =

√
Tn and n ≥ r2/λ2

VC-dim(H1,λ(sEWL,F (n, dT ))) ∈ Ω(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.
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Proof. This proof is analogous to the proof of Theorem 14. Note that in the proof above, we can choose
the regular graphs such that all vertices in one graph are in the same orbit; see Lemma 8. This implies
that if one vertex is colored according to F , all vertices are colored in the same color, and the feature
vectors ϕ(1)

WL,F (Gi) look exactly as described before, implying the result.

A careful reader might wonder why we did not consider the initial colors in the proofs above. In the
1-WL-case, the initial colors are the same for all graphs in Gn, i.e., the 1-WL feature vectors take the
form (n, . . . ). We could leverage this to reduce the radius of the hypothesis class slightly. However,
when considering the 1-WLF -case, the graphs in F change the initial colors. Because of our regular
graph construction from Lemma 8, all nodes within one graph share the same color, determined by a
subset F ⊆ F , where F contains all graphs that are subgraphs of the regular graph in question. Hence,
2|F| possible initial colorings of graphs in Gn exists. Also, in both cases, our regular graphs are not
necessarily orthogonal in the dimensions of these initial colors. Therefore, we disregarded them in the
constructions of w above.
Theorem 16. For any T, λ > 0, we have,

VC-dim(H√
(T+1)n,λ

(EWLOA(n, dT ))) ∈ Ω(r
2
/λ2), for r =

√
Tn and n ≥ r2/λ2,

VC-dim(H1,λ(sEWLOA(n, dT ))) ∈ Ω(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.

Proof. This proof is analogous to the proof of Theorem 14 except ∥ϕ(1)
WLOA(Gi)∥ =

√
(T + 1)n =: r′

and ∥ei∥ =
√
Tn = r. This implies a lower bound of Ω( r

2

λ2 ) in the unnormalized case, and
Ω( r2

λ2r′2 ) = Ω( 1
λ2 ) in the normalized case, as desired.

Theorem 17. Let F be a finite set of graphs. For any T, λ > 0, we have,

VC-dim(H√
(T+1)n,λ

(EWLOA,F (n, dT ))) ∈ Ω(r
2
/λ2), for r =

√
Tn and n ≥ r2/λ2,

VC-dim(H1,λ(sEWLOA,F (n, dT ))) ∈ Ω(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.

Proof. This proof is analogous to the proofs of Corollary 3 and Theorem 16.

Note that the upper bound and the previous theorems on lower bounds imply tight bounds in O-notation.
Corollary 18 (Theorem 2 in the main paper). For any T, λ > 0, we have,

VC-dim(Hr,λ(EWL(n, dT ))) ∈ Θ(r
2
/λ2), for r =

√
T + 1n and n ≥ r2/λ2,

VC-dim(H1,λ(sEWL(n, dT ))) ∈ Θ(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.

Corollary 19 (Corollary 3 in the main paper). Let F be a finite set of graphs. For any T, λ > 0, we
have,

VC-dim(Hr,λ(EWL,F (n, dT ))) ∈ Θ(r
2
/λ2), for r =

√
T + 1n and n ≥ r2/λ2

VC-dim(H1,λ(sEWL,F (n, dT ))) ∈ Θ(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.

Corollary 20 (Proposition 4 in the main paper). For any T, λ > 0, we have,

VC-dim(Hr,λ(EWLOA(n, dT ))) ∈ Θ(r
2
/λ2), for r =

√
(T + 1)n and n ≥ r2/λ2,

VC-dim(H1,λ(sEWLOA(n, dT ))) ∈ Θ(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.

Corollary 21 (Corollary 5 in the main paper). Let F be a finite set of graphs. For any T, λ > 0, we
have,

VC-dim(Hr,λ(EWLOA,F (n, dT ))) ∈ Θ(r
2
/λ2), for r =

√
(T + 1)n and n ≥ r2/λ2,

VC-dim(H1,λ(sEWLOA,F (n, dT ))) ∈ Θ(1/λ2), for r =
√
T/(T + 1) and n ≥ r2/λ2.
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E.3.1 Colored margin bounds

Given T ≥ 0 and C ⊆ N, we say that a graph G has color complexity (C, T ) if the first T iterations of
1-WL assign colors to G in the set C. Let GC,T be the class of all graphs of color complexity (C, T ).
We note that GC,T possibly contains infinitely many graphs. Indeed, if C corresponds to the color
assigned by 1-WL to degree two nodes, then GC,T contains all 2-regular graphs.

Let E(C, T, d) be a class of graph embedding methods consisting of mappings from GC,T to Rd.
Separability is lifted to the setting by considering the set of partial concepts defined on GC,T , as follows

Hr,λ(E(C, T, d)) :=
{
h ∈ {0, 1, ⋆}GC,T

∣∣∣ ∀G1, . . . , Gs ∈ supp(h) :

(G1, h(G1)), . . . , (Gs, h(Gs)) is (r, λ)-E(n, d)-separable
}
.

Let sEWL(C, T, d) be the class of embeddings corresponding to the normalized 1-WL kernel, i.e.,
sEWL(C, T, d) := {G 7→ Ě

ϕ
(T )
WL (G) | G ∈ GC,T }. We note that d is a constant depending on |C| and T

we denote this constant by dC,T . An immediate consequence of the proof of Theorem 2 is that we can
obtain a margin-bound for infinite classes of graphs.
Corollary 22. For any T > 0, C ⊆ N, and λ > 0, such that GC,T contains all regular graphs of degree
0, 1, . . . , r

2
/λ2, for r =

√
T/(T + 1), we have

VC-dim(H1,λ(sEWL(C, T, dC,T ))) ∈ Θ(1/λ2).

E.4 Margin-based bounds on the VC dimension of MPNNs and more expressive architectures

In the following, we lift the above results to MPNNs. Assume a fixed but arbitrary number of layers
T ≥ 0, vertices n > 0, and an embedding dimension d > 0. In addition, we denote the following class
of graph embeddings EMPNN(n, d, T ) := {G 7→ m(G) | G ∈ Gn and m ∈ MPNNmlp(d, T )}, i.e., the
set of d-dimensional vectors computable by simple T -layer MPNNs over the set of n-order graphs.
Now, the following result lifts Theorem 2 to MPNNs.
Proposition 23. For any n, T > 0, sufficiently large d > 0, and r =

√
T + 1n and n ≥ r2/λ2, we

have, VC-dim(Hr,λ(EMPNN(n, d, T ))) ∈ Θ(r
2
/λ2). Further, for r =

√
T/(T + 1) and n ≥ r2/λ2,

we have, VC-dim(H1,λ(EMPNN(n, d, T ))) ∈ Θ(1/λ2).

Moreover, we can lift Corollary 3 to MPNNF architectures by defining EMPNN,F (n, d, T ) analogously
to the above.
Corollary 24. Let F be a finite set of graphs. For any n, T > 0, sufficiently large d > 0, and
r =

√
T + 1n and n ≥ r2/λ2, we have VC-dim(Hr,λ(EMPNN,F (n, d, T ))) ∈ Θ(r

2
/λ2). For r =√

T/(T + 1) and n ≥ r2/λ2, we have VC-dim(H1,λ(EMPNN,F (n, d, T ))) ∈ Θ(1/λ2).

We can also lift the results to the MPNN versions of the 1-WLOA and 1-WLOAF ; see the appendix for
details. The above results are somewhat restrictive since we only consider MPNNs that behave like
linear classifiers by definition of the considered functions. The above implies that the upper bound does
not hold for general MPNNs since they can separate non-linearly separable data under mild conditions.

We now lift the above results for the 1-WL kernel to MPNNs. To prove Proposition 23, we show that
EMPNN(n, d, T ) contains EWL(n, dT ). Thereto, the following result shows that MPNNs can compute
the 1-WL feature vector.
Proposition 25. Let Gn be the set of n-order graphs and let S ⊆ Gn. Then, for all T ≥ 0, there exists a
sufficiently wide T -layered simple MPNN architecture mpnnn : S → Rd, for an appropriately chosen
d > 0, such that, for all G ∈ S,

mpnnn(G) = ϕ
(T )
WL (G).

Proof. The proof follows the construction outlined in the proof of [82, Proposition 2]. Let s := |S|.
Hence, sn is an upper bound for the number of colors computed by 1-WL over all s graphs in one
iteration.

Now, by Morris et al. [78, Theorem 2], there exists an MPNN architecture with feature dimension (at
most) n and consisting of t layers such that for each graph G ∈ S it computes 1-WL-equivalent vertex
features f (t)

v in R1×n for v ∈ V (G). That is, for vertices v and w in V (G) it holds that

f (t)
v = f (t)

w ⇐⇒ C1
T (v) = C1

T (w).
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We note, by the construction outlined in the proof of Morris et al. [78, Theorem 2], that f (t)
v , for

v ∈ V (G), is defined over the rational numbers. We further note that we can construct a single MPNN
architecture for all s graphs by applying Morris et al. [78, Theorem 2] over the disjoint union of the
graphs in S. This increases the width from n to sn. We now show how to compute the 1-WL feature
vector of a single iteration t. The overall feature vector can be obtained by (column-wise) concatenation
over all layers.

Since the vertex features are rational, there exists a number M in N such that M · f (t)
v is in N1×sn for

all v ∈ V (G) and G ∈ S, i.e., a vector over N. Now, let

W ′ =

K
sn−1 · · · Ksn−1

... · · ·
...

K0 · · · K0

 ∈ Nsn×2sn,

for a sufficiently large K > 0, then kv := M · f (t)
v W ′, for vertex v ∈ V (G) and graph G ∈ S,

computes a vector kv in N2sn containing 2sn occurrences of a natural number uniquely encoding the
color of the vertex v. We next turn kv into a one-hot encoding. More specifically, we define

h′
v = lsig(kv ◦ (w′′)⊤ + b),

where ◦ denotes element-wise multiplication, with w′′ = (1,−1, 1,−1, . . . , 1,−1) ∈ R2sn and
b = (−c1 − 1, c1 + 1,−c2 − 1, c2 + 1, . . . ,−csn − 1, csn + 1) ∈ R2snwith ci the number encoding
the ith color under 1-WL at iteration t on the set S. We note that for odd i,

(h′
v)i := lsig(C1

t (v)− ci − 1) =

{
1 C1

t (v) ≥ ci
0 otherwise.

and for even i,

(h′
v)i := lsig(−C1

t (v) + ci + 1) =

{
1 C1

t (v) ≤ ci
0 otherwise.

In other words, ((h′
v)i, (h

′
v)i+1) are both 1 if and only if C1

t (v) = ci. We thus obtain one-hot encoding
of the color C1

t (v) by combining ((h′
v)i, (h

′
v)i+1) using an “AND” encoding (e.g., lsig(x+ y − 1))

applied to pairs of consecutive entries in h′
v . That is,

hv := lsig


h′
v ·



1 0 · · · 0
1 0 · · · 0
0 1 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
0 0 · · · 1


− (1, 1, . . . , 1)


∈ Rsn.

We obtain the overall 1-WL vector by row-wise summation and concatenation over all layers. We
remark that, for a single iteration, the maximal width of the whole construction is 2sn.

By the above proposition, MPNNs of sufficient width can compute the 1-WL feature vectors. Moreover,
the normalization can be included in the MPNN computation. Hence, we can prove the lower bound by
simulating the proof of Theorem 2. The upper bound follows by the same arguments as described at the
beginning of Section 3. The above result can be easily extended to the 1-WLF , implying Corollary 24.
Corollary 26. Let Gn be the set of n-order graphs, let S ⊆ Gn, and let F be a set of graphs. Then, for
all T ≥ 0, there exists a sufficiently wide T -layered MPNN architecture mpnnn : S → Rd, for an
appropriately chosen d > 0, such that, for all G ∈ S,

mpnnn(G) = ϕ
(T )
1-WLF

(G).

Proof sketch. By definition of the 1-WLF , the algorithm is essentially the 1-WL operating on a
specifically vertex-labeled graph. Since Morris et al. [78, Theorem 2] also works for vertex-labeled
graphs, the proof technique for Proposition 25 can be straightforwardly lifted to the 1-WLF .
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We can also extend Proposition 25 to the 1-WLOA and 1-WLOAF , i.e., derive an MPNN architecture
that can compute 1-WLOA’s and 1-WLOAF ’s feature vectors. By that, we can extend Proposition 4
and Corollary 5 to their corresponding MPNN versions.
Proposition 27. Let Gn be the set of n-order graphs and let S ⊆ Gn. Then, for all T ≥ 0, there exists a
sufficiently wide T -layered MPNN architecture mpnnn : S → Rd, for an appropriately chosen d > 0,
such that, for all G ∈ S,

mpnnn(G) = ϕ
(T )
WLOA(G).

Proof. By Proposition 25, there exists a T -layered MPNN architecture mpnnn : S → Rd, for an
appropriately chosen d > 0, such that, for all G ∈ S,

mpnnn(G) = ϕ
(T )
1-WL(G).

We now show how to transform ϕ
(T )
1-WL(G) into ϕ

(T )
WLOA(G). We show the transformation for a single

iteration t ≤ T , i.e., transforming ϕt,1-WL(G) into ϕt,1-WLOA(G). Let C denote the number of colors at
iteration t of the 1-WL over all |S| graphs. Since n is finite, C is finite as well. That is, ϕt,1-WL(G) has
C entries. Hence, the number of components for ϕt,WLOA(G) is at most Cn. By multiplying ϕt,1-WL(G)
with an appropriately chosen matrix M ∈ {0, 1}C×Cn, we get a vector r ∈ RCn, where each entry of
ϕt,1-WL(G) is repeated n times. Specifically,

M :=



1 0 · · · 0
1 0 · · · 0
...

... · · · 0
1 0 · · · 0
0 1 · · · 0
0 1 · · · 0
...

...
. . . 0

0 0 · · · 1
0 0 · · · 1

0 0 · · ·
...

0 0 · · · 1



∈ {0, 1}C×Cn.

Now let

b := (1, 2, . . . , n, 1, 2, . . . , n, . . . , 1, 2, . . . , n) ∈ RCn and r′ := sign(r − b).

Observe that r′ = ϕt,1-WLOA(G), implying the result

In a similar way as for Corollary 26, we can lift the above result to the 1-WLOAF .
Corollary 28. Let Gn be the set of n-order graphs, let S ⊆ Gn, and let F be a set of graphs. Then, for
all T ≥ 0, there exists a sufficiently wide T -layered MPNN architecture mpnnn : S → Rd, for an
appropriately chosen d > 0, such that, for all G ∈ S,

mpnnn(G) = ϕ
(T )
1-WLOAF

(G).

F Large margins and gradient flow
Proposition 23 and Corollary 24 ensure the existence of parameter assignment such that MPNN and
MPNNF architectures generalize. However, it remains unclear how to find them. Hence, building on
the results in Ji and Telgarsky [53], we now show that, under some assumptions, MPNNs exhibit an
“alignment” property whereby gradient flow pushes the network’s weights toward the maximum margin
solution.

Formal setup. We consider MPNNs following Appendix D and consider graph classification tasks
using a readout layer. We make some simplifying assumptions and consider linear MPNNs. That is, set
the aggregation function AGG to summation and UPD at layer i is summation followed by a dense
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layer with trainable weight matrix W (i) ∈ Rdi×di−1 . Let G be an n-order graph, if we pack the node
embeddings h(i)

v into an di × n matrix X(i) whose vth column is h(i)
v , then

X(i+1) = W (i+1)X(i)A′(G),

where A′(G) := A(G) + In, In ∈ Rn×n is the n-dimensional identity matrix, and X = X(0) is the
d0 × n matrix whose columns correspond to vertices’ initial features; we also write d = d0. For the
permutation-invariant readout layer, we use simple summation of the final node embeddings and assume
that X(L) is transformed into a prediction ŷ as follows,

ŷ = READOUT
(
X(L)

)
= X(L) · 1n.

Since we desire a scalar output, we will have dL = 1.

Suppose our training dataset is {(Gi,Xi, yi)}ki=1, where Xi ∈ Rd×ni is a set of d-dimensional node
features over an ni-order graph Gi with order ni, and yi ∈ {−1,+1} for all i. We use a loss function ℓ
with the following assumption.
Assumption 29. The loss function ℓ : R → R+ has a continuous derivative ℓ′ such that ℓ′(x) < 0 for
all x, limx→−∞ ℓ(x) = ∞, and limx→∞ ℓ(x) = 0.

The empirical risk induced by the MPNN is

R(W (L), . . . ,W (1)) =
1

k

k∑
i=1

ℓ(yi, ŷi)

=
1

k

k∑
i=1

ℓ(WprodZiA
′(G)L1ni),

where Wprod = W (L)W (L−1) · · ·W (1), and Zi = yiXi.

We consider gradient flow and gradient descent. In gradient flow, the evolution of W =
(W (L),W (L−1), . . . ,W (1)) is given by {W (t) : t ≥ 0}, where there is an initial state W (0)
at t = 0, and

dW (t)

dt
= −∇R(W (t)).

We make one additional assumption on the initialization of the network.
Assumption 30. The initialization of W at t = 0 satisfies ∇R(W (0)) ̸= R(0) = ℓ(0).

Alignment theorems. We now assume the data is MPNN-separable, i.e., there is a set of weights that
correctly classifies every data point. More specifically, assume there is a vector ū ∈ Rd such that
yi · ū⊤XiA

′(Gi)
L1ni > 0 for all i. Furthermore, the maximum margin is given by

γ = max
∥ū∥=1

min
1≤i≤k

yi · ū⊤XiA
′(Gi)

L1ni
> 0.

while the corresponding solution ū ∈ Rd is given by

argmax
∥ū∥=1

min
1≤i≤k

yi · ū⊤XiA
′(Gi)

L1ni
.

Furthermore, those vi = ZiA
′(Gi)

L1ni for which ⟨ū,vi⟩ = γ are called support vectors.

Our first main result shows that under gradient flow, the trainable weight vectors of our MPNN
architecture get “aligned.”
Theorem 31. Suppose Assumptions 29 and 30 hold. Let ui(t) ∈ Rdi and vi(t) ∈ Rdi−1 denote the
left and right singular vectors, respectively, of W (i)(t) ∈ Rdi×di−1 . Then, we have the following using
the Frobenius norm ∥·∥F :

• For j = 1, 2, . . . , L, we have

lim
t→∞

∥∥∥∥ W (j)(t)

∥W (j)(t)∥F
− uj(t)vj(t)

⊤
∥∥∥∥
F

= 0.
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• Also,

lim
t→∞

∣∣∣∣∣
〈
(W (L)(t) · · ·W (1)(t))⊤∏L

j=1 ∥W (j)(t)∥F
,v1

〉∣∣∣∣∣ = 1.

Furthermore, we show that under mild assumptions, the weights converge to the maximum margin
solution ū.
Assumption 32. The support vectors vi = ZiA

′(Gi)
L1ni span Rd.

Note that, for unlabeled graphs, due to separability, the above assumption is trivially fulfilled.
Theorem 33 (Convergence to the maximum margin solution). Suppose Assumptions 29 and 32 hold.
Then, for the exponential loss function ℓ(x) = e−x, under gradient flow, we have that the learned
weights of the MPNN converge to the maximum margin solution, i.e.,

lim
t→∞

W (L)(t)W (L−1)(t) · · ·W (1)(t)

∥W (L)(t)∥F ∥W (L−1)(t)∥F · · · ∥W (1)(t)∥F
= ū.

We note here that the results can be straightforwardly adjusted to MPNNF architectures.

We present the proofs of our main results from Appendix F, i.e., Theorem 41 and Theorem 44. We will
need some supporting lemmas, which we state and prove next. We note that the proof structure is close
to the one in Ji and Telgarsky [53].

F.0.1 Setup

Recall that we consider linear L-layer MPNNs following Appendix D with trainable weight matrices
W (i) ∈ Rdi×di−1 . Moreover, in our linear MPNN, after L layers, the final node embeddings X(L) are
given by

X(L) := W (L)W (L−1) · · ·W (1)X(0)A′(G)L,

where A′(G) := A(G) + In, In ∈ Rn×n is the n-dimensional identity matrix, and X = X(0) is the
d0 × n matrix whose columns correspond to vertices’ initial features; d = d0.

These node embeddings are then converted into predictions

ŷ := READOUT
(
X(L)

)
= X(L)1n = W (L)W (L−1) · · ·W (1)X(0)A′(G)L1n.

In our analysis, we will often need to reason about the singular values of the weight matrices. For
j = 1, 2, . . . , L, we let σj(t) denote the largest singular value of W (j)(t), and we let u(t) and v(t)
denote the left-singular and right-singular vectors, respectively, corresponding to this singular value.

Recall that the training dataset is {(Gi,Xi, yi)}ki=1, where Xi ∈ Rdi×ni is a set of di-dimensional
node features over an ni-order graph Gi with |V (Gi)| =: ni, and yi ∈ {−1,+1} for all i. Also, we
write d = d0 for the input node feature dimension. We further recall that the loss function ℓ satisfies the
following assumptions.
Assumption 29. The loss function ℓ : R → R+ has a continuous derivative ℓ′ such that ℓ′(x) < 0 for
all x, limx→−∞ ℓ(x) = ∞, and limx→∞ ℓ(x) = 0.

The empirical risk induced by the MPNN is

R(W (L), . . . ,W (1)) :=
1

k

k∑
i=1

ℓ(yi, ŷi)

=
1

k

k∑
i=1

ℓ(WprodZiA
′(Gi)

L1ni
),

where Wprod = W (L)W (L−1) · · ·W (1), and Zi = yiXi.

For convenience, it will often be useful to write R as a function of the product Wprod. Let R1 be the
risk function R written as a function of the product Wprod, i.e.,

R1(Wprod) :=
1

k

k∑
i=1

ℓ(WprodZiA
′(Gi)

L1ni
).
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We will consider gradient flow. In gradient flow, the evolution of W = (W (L),W (L−1), . . . ,W (1))
is given by {W (t) : t ≥ 0}, where there is an initial state W (0) at t = 0, and

dW (t)

dt
:= −∇R(W (t)).

Note that gradient flow satisfies the following:

dR(W (t))

dt
=

〈
∇R(W (t)),

dW (t)

dt

〉
= −∥∇R(W )∥22 = −

L∑
j=1

∥∥∥∥ ∂R
∂W (j)

∥∥∥∥2
F

, (6)

which implies that the risk never increases. The discrete version of this is given by

W (t+ 1) := W (t)− ηt∇R(W (t)),

which corresponds to gradient descent with step size ηt. Recall that we make the following assumption
on the initialization of the network under consideration:
Assumption 30. The initialization of W at t = 0 satisfies ∇R(W (0)) ̸= R(0) = ℓ(0).

F.0.2 Lemmas and Theorems

The proof structure of our main theorems largely follows that of Ji and Telgarsky [53], except with the
main change that xi 7→ XiA

′(G)L1n and zi 7→ ZiA
′(G)L1n. Many of the lemmas follow directly

from the relevant lemma in Ji and Telgarsky [53] with this transformation; we therefore defer to their
proofs for a number of lemmas.

We start with a lemma that relates the weight matrices at successive levels to each other under the
dynamics of gradient flow. This is essentially Theorem 1 of Arora et al. [6] applied to our setting—our
R1 and R correspond to L1 and LN , respectively, in the aforementioned work.
Lemma 34 (Theorem 1 in Arora et al. [6]). (W (j+1))⊤(t)W (j+1)(t)−W (j)(t)(W (j))⊤(t) is a
constant function of t.

Proof. For each j = 1, 2, . . . , L,

∂R
∂W (j)

=

L∏
i=j+1

(W (i))⊤ · dR1

dWprod
(W (L)W (L−1) · · ·W (1)) ·

j−1∏
i=1

(W (i))⊤.

Hence, Ẇ (j) = dW
dt is given by

Ẇ (j) = −∇R(W (t))

= −η

L∏
i=j+1

(W (i)(t))⊤ · dR
dW

(W (L)(t)W (L−1)(t) · · ·W (1)(t)) ·
j−1∏
i=1

(W (i)(t))⊤.

Right multiplying the equation for j by (W (j))⊤(t) and left multiplying the equation for j + 1 by
(W (j+1))⊤(t), we see that

(W (j+1))⊤(t)Ẇ (j+1)(t) = Ẇ (j)(t)(W (j))⊤(t).

Adding the above equation to its transpose, we obtain

(W (j+1))⊤(t)Ẇ (j+1)(t)+(Ẇ (j+1))⊤(t)W (j+1)(t) = Ẇ (j)(t)(W (j))⊤(t)+W (j)(t)(Ẇ (j))⊤(t).

Note that this is equivalent to

d

dt

[
(W (j+1))⊤(t)W (j+1)(t)

]
=

d

dt

[
W (j+1)(t)(W (j+1))⊤(t)

]
,

which implies that (W (j+1))⊤(t)W (j+1)(t)−W (j+1)(t)(W (j+1))⊤(t) does not depend on t, as
desired.
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For the remainder of this section, let B(R) denote the set of W = (W (L),W (L−1), . . . ,W (1)) for
which each component is bounded by R in Frobenius norm, i.e.,

B(R) =

{
W : max

1≤j≤L
∥W (j)∥F ≤ R

}
.

We now present the following lemma, which shows that the partial derivative of the risk function with
respect to the first weight matrix W (1) is bounded away from 0 in the Frobenius norm.
Lemma 35. For any R > 0, there exists a constant ϵR > 0 such that for any t ≥ 1 and
(W (L)(t),W (L−1)(t), · · · ,W (1)(t)) ∈ B(R), we have ∥∂R(t)/∂W (1)(t)∥F ≥ ϵR.

Proof. The lemma is the same as the first part of Lemma 2.3 in [53]. Therefore, we defer to the proof
there.

Our main interest in Lemma 35 is that it allows us to prove the following important corollary, which
establishes that under gradient flow, the weight matrices grow unboundedly in Frobenius norm and do
not spend much time inside a ball of any fixed finite radius.
Corollary 36. Under gradient flow subject to Assumptions 29 and 30, {t ≥ 0: W (t) ∈ B(R)} has
finite measure.

Proof. The corollary corresponds to the second part of Ji and Telgarsky [53]. We reproduce the proof
here. Note that since dR(W (t))/dt = −∥∇R(W (t))∥2F ≤ 0 for all t ≥ 0 (see Equation (6)),

R(W (0)) ≥ −
∫ ∞

0

dR(W (t))

dt
dt

=

∫ ∞

0

∥∥∥∥ ∂R(t)

∂W (t)

∥∥∥∥2
F

dt

=

∫ ∞

0

 L∑
j=1

∥∥∥∥ ∂R(t)

∂W (j)(t)

∥∥∥∥2
F

 dt

≥
∫ ∞

0

∥∥∥∥ ∂R(t)

∂W (1)(t)

∥∥∥∥2
F

dt

≥
∫ ∞

1

∥∥∥∥ ∂R(t)

∂W (1)(t)

∥∥∥∥2
F

dt

≥ ϵ(R)2
∫ ∞

1

I[W (t) ∈ B(R)] dt,

where the final implication holds due to Lemma 35. Since R(W (0)) is finite, this implies that
{t ≥ 0: W (t) ∈ B(R)} has finite measure.

We now define the following notation for convenience:

Bj(t) := W (j)(t)(W (j))⊤(t)−W (j+1)(t)(W (j+1))⊤(t), and

D :=

(
max

1≤j≤L
∥W (j)(0)∥2F

)
− ∥W (L)(0)∥2F +

L−1∑
j=1

∥Bj(0)∥22.

While the previous corollary allows us to show the unboundedness of the weight matrices in the
Frobenius norm, we often need to reason about the weight matrices in the standard operator norm. The
following lemma shows that the two norms can not differ by too much.
Lemma 37. For every 1 ≤ i ≤ L, we have ∥W (i)∥2F − ∥W (i)∥22 ≤ D.

Proof. A proof appears in [53]; see part 1 of Lemma 2.6.
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The next lemma is the key to establishing the “alignment” property. Roughly speaking, it establishes that
the largest left singular vector of a weight matrix gets minimally aligned with the largest right singular
vector of the weight matrix in the successive round of message passing.
Lemma 38. For all 1 ≤ j ≤ L, we have

⟨vj+1,uj⟩2 ≥ 1− D + ∥W (j)(0)∥22 + ∥W (j+1)(0)∥22
σ2
j+1

.

Proof. Once again, the proof appears in [53] (see part 2 of Lemma 2.6).

The previous two lemmas can be used to establish the following lemma, which shows that each
(normalized) weight matrix tends to a rank-1 approximation given by its top left and right singular
vectors, and the (normalized) partial product of weight matrices tend to the relevant right singular vector
of the final weight matrix in the product. We note that the first part of the lemma appears in Theorem 2.2
of [53]; however, the second part does not appear explicitly in their work (although the proof is similar
to the third part of Lemma 2.6 in [53]). Therefore, we provide the proof below.
Lemma 39. Suppose min1≤j≤L ∥W (j)(t)∥F → ∞ as t → ∞. For any 1 ≤ j ≤ L, we have,

• W (j)(t)/∥W (j)(t)∥F → uj(t)vj(t)
⊤ as t → ∞.

• Also, ∣∣∣∣ W (L)(t)W (L−1)(t) · · ·W (j)(t)

∥W (L)(t)∥F ∥W (L−1)(t)∥F · · · ∥W (j)(t)∥F
vj(t)

∣∣∣∣→ 1

as t → ∞.

Proof. Since ∥W (j)(t)∥F → ∞, Lemma 37 implies that, as t → ∞, ∥W (j)(t)∥2 → ∞, and,
moreover, the singular values of W (j)(t) beyond the top singular value are dominated by ∥W (j)(t)∥F .
Thus, W (j)(t)/∥W (j)(t)∥F → uj(t)vj(t)

⊤, which establishes the first part.

For the second part, note that by Lemma 38 and the fact that σj = ∥W (j)(t)∥2 → ∞, we have that
|⟨uj(t),vj+1(t)⟩| → 1. Hence, for any j, we have∣∣∣∣ W (L)W (L−1) · · ·W (j)

∥W (L)∥F ∥W (L−1)∥F · · · ∥W (j)∥F
vj

∣∣∣∣→ ∣∣(uLv
⊤
L ) · · · (ujv

⊤
j )vj

∣∣
=
∣∣uL(v

⊤
LuL−1) · · · (v⊤

j+1uj)(v
⊤
j vj)

∣∣
→ |uL|
= 1

as t → ∞, which completes the proof.

The following theorem shows that under gradient flow, the risk goes to zero as t → ∞, while the
Frobenius norm of each weight matrix tends to infinity. The theorem corresponds to parts 1 and 2 of
Theorem 2.2 in Ji and Telgarsky [53]; therefore, we defer to the proofs there.
Theorem 40 (Parts 1 and 2 of Theorem 2.2 in [53]). We have the following:

• limt→∞ R(W (t)) = 0.

• For all i = 1, 2, . . . , L, we have limt→∞ ∥W (i)(t)∥F = ∞.

Proof. See the proof of parts 1 and 2 of Theorem 2.2 in [53].

Our main alignment result for linear MPNNs is the following, whose proof follows easily from the
previous lemmas.
Theorem 41. Suppose Assumptions 29 and 30 hold. Let ui(t) ∈ Rdi and vi(t) ∈ Rdi−1 denote the
left and right singular vectors, respectively, of W (i)(t) ∈ Rdi×di−1 . Then, we have the following using
the Frobenius norm ∥·∥F :
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• For j = 1, 2, . . . , L, we have

lim
t→∞

∥∥∥∥ W (j)(t)

∥W (j)(t)∥F
− uj(t)vj(t)

⊤
∥∥∥∥
F

= 0.

• Also,

lim
t→∞

∣∣∣∣∣
〈
(W (L)(t) · · ·W (1)(t))⊤∏L

j=1 ∥W (j)(t)∥F
,v1

〉∣∣∣∣∣ = 1.

Proof. Note that by Theorem 40, we have that ∥W (j)∥F → ∞ for every j. Thus, the first part of
Lemma 39 implies the first part of the theorem. Note that setting j = 1 in the second part of Lemma 39
implies the second part of the theorem, completing the proof.

F.0.3 Margin

We now state results on the margin.
Lemma 42. Suppose the data set {(Xi, yi)}ki=1 and Gi on ni nodes are sampled according to
Assumption 32. Let S ⊂ {1, 2, . . . , k} be the set of indices for support vectors. Then,

min
∥ξξξ∥2=1
⟨ξξξ,ū⟩=0

max
i∈S

〈
ξξξ, ZiA

′(Gi)
L1ni

〉
> 0 (7)

with probability 1 over the sampling.

Proof. First, we note that there are s ≤ d support vectors; furthermore, each support vector
ZiA

′(Gi)
L1ni has a corresponding dual variable αi that is positive, so that∑

i∈S

αiZiA
′(Gi)

L1ni
= ū. (8)

This follows from Soudry et al. [98] (see Lemma 12 in Appendix B), which was also used by Ji and
Telgarsky [53]).

Next, assume for the sake of contradiction that there exists ξξξ with ∥ξξξ∥2 = 1 and ⟨ξξξ, ū⟩ = 0 but

max
1≤i≤k

〈
ξξξ, ZiA

′(Gi)
L1ni

〉
≤ 0.

Then, note that

0 = ⟨ξξξ, ū⟩

=

〈
ξξξ,
∑
i∈S

αiZiA
′(Gi)

L1ni

〉
=
∑
i∈S

αi

〈
ξξξ, ZiA

′(Gi)
L1ni

〉
≤ 0.

This implies that
〈
ξξξ, ZiA

′(Gi)
L1ni

〉
= 0 for all i ∈ S, which contradicts our assumption that the

support vectors span the entirety of Rd. This completes the proof.

Lemma 43. Suppose Assumption 32 holds. Let ℓ be the exponential loss given by ℓ(x) = e−x. For
almost all data, if w ∈ Rd satisfies ⟨w,u⟩ ≥ 0 and w⊥, the projection of w on to the subspace of Rd

orthogonal to u, satisfies ∥w⊥∥2 ≥ 1+ln(k)
α , then ⟨w⊥,∇R(w)⟩ ≥ 0 (recall α from Equation (8)).

Proof. Let vj = ZjA
′(Gj)

L1 = yjXjA
′(Gj)

L. Moreover, for any z ∈ Rd let z = z∥ + z⊥,
where z∥ is the projection of z on to u and z⊥ is the component of z orthogonal to u. Let
j′ = argmaxj∈S⟨−w⊥,vj⟩ (recall that S is the index set for support vectors).. We note that
−⟨w⊥,v⊥

j′ ⟩ = −⟨w⊥,vj′⟩ ≥ α∥w⊥∥, where α is the quantity on the lefthand side of (7).
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Observe that

⟨w⊥,∇R(w⊤)⟩ = 1

k

k∑
i=1

ℓ′(⟨w,vi⟩) · ⟨w⊥,vi⟩

= −1

k

k∑
i=1

exp(−⟨w,vi⟩) · ⟨w⊥,v⊥
i ⟩

= −1

k
exp(−⟨w,vj′⟩) · ⟨w⊥,v⊥

j′ ⟩ −
1

k

∑
1≤i≤k

⟨w⊥,v⊥
i ⟩≥0

exp(−⟨w,vi⟩) · ⟨w⊥,v⊥
i ⟩.

(9)

The first term on the righthand side of (9) can be bounded as follows:

−1

k
exp(−⟨w,vj′⟩) · ⟨w⊥,v⊥

j′ ⟩ = −1

k
exp

(
−⟨w,v

∥
j′⟩ − ⟨w,v⊥

j′ ⟩
)
· ⟨w⊥,v⊥

j′ ⟩

= −1

k
exp

(
−⟨w∥,v

∥
j′⟩
)
exp

(
−⟨w⊥,v⊥

j′ ⟩
)
· ⟨w⊥,v⊥

j′ ⟩

≥ 1

k
exp(−⟨w, γu⟩) exp(α∥w⊥∥) · α∥w⊥∥. (10)

For the second term in (9), we have∑
1≤i≤k

⟨w⊥,v⊥
i ⟩≥0

−1

k
exp(−⟨w,vi⟩) · ⟨w⊥,v⊥

i ⟩ =
∑

1≤i≤k

⟨w⊥,v⊥
i ⟩≥0

−1

k
exp(−⟨w, γū⟩) exp(−⟨w,vi − γū⟩) · ⟨w⊥,v⊥

i ⟩

≥
∑

1≤i≤k

⟨w⊥,v⊥
i ⟩≥0

−1

k
exp(−⟨w, γū⟩) exp(−⟨w⊥,v⊥

i ⟩) · ⟨w⊥,v⊥
i ⟩

≥
∑

1≤i≤k

⟨w⊥,v⊥
i ⟩≥0

1

k
exp(−⟨w, γū⟩)(−e−1)

≥ exp(−⟨w, γū⟩)(−e−1), (11)

since xe−x ≤ −e−1 for x ≥ 0, and the assumption ⟨w,u⟩ ≥ 0 along with the fact that vi has margin
at least γ implies that ⟨w,vi − γu− v⊥

i ⟩ ≥ 0.

By plugging (10) and (11) into (9), we obtain

⟨w⊥,∇R(w⊤)⟩ ≥ exp(−⟨w, γū⟩)
[
1

k
exp(α∥w⊥∥) · α∥w⊥∥ − e−1

]
.

Finally, note that since ∥w⊥∥ ≥ (1 + ln(k))/α (by the assumption in the lemma), 1
k exp(α∥w⊥∥) ·

α∥w⊥∥ − e−1 ≥ 0, which completes the proof.

Our main theorem establishes the convergence of linear MPNNs to the maximum margin solution.
Theorem 44 (Convergence to the maximum margin solution). Suppose Assumptions 29 and 32 hold.
Then, for the exponential loss function ℓ(x) = e−x, under gradient flow, we have that the learned
weights of the MPNN converge to the maximum margin solution, i.e.,

lim
t→∞

W (L)(t)W (L−1)(t) · · ·W (1)(t)

∥W (L)(t)∥F ∥W (L−1)(t)∥F · · · ∥W (1)(t)∥F
= ū.

Proof. The proof follows that of Theorem 2.8 in [53], except that one uses Assumption 32 along with
the transformations xi 7→ XiA

′(G)L1n and zi 7→ ZiA
′(G)L1n, where the relevant support vectors

are of the form ZiA
′(G)L1n. The proof follows similarly from Lemma 43 as in [53].
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