
When Personalization Meets Reality: A Multi-Faceted Analysis of
Personalized Preference Learning

Anonymous ACL submission

Abstract001

While Reinforcement Learning from Human002
Feedback (RLHF) is widely used to align Large003
Language Models (LLMs) with human prefer-004
ences, it typically assumes homogeneous pref-005
erences across users, overlooking diverse hu-006
man values and minority viewpoints. Although007
personalized preference learning addresses this008
by tailoring separate preferences for individ-009
ual users, the field lacks standardized methods010
to assess its effectiveness. We present a multi-011
faceted evaluation framework that measures not012
only performance but also fairness, unintended013
effects, and adaptability across varying levels014
of preference divergence. Through extensive015
experiments comparing eight personalization016
methods across three preference datasets, we017
demonstrate that performance differences be-018
tween methods could reach 36% when users019
strongly disagree, and personalization can in-020
troduce up to 20% safety misalignment. These021
findings highlight the critical need for holistic022
evaluation approaches to advance the develop-023
ment of more effective and inclusive preference024
learning systems.025

1 Introduction026

Reinforcement learning from human feedback027

(RLHF) has been effective in aligning pre-trained028

Large Language Models (LLMs) with human pref-029

erences, improving their helpfulness, harmlessness,030

and instruction-following abilities (Ouyang et al.,031

2022). However, standard RLHF assumes a ho-032

mogeneous set of preferences, failing to account033

for the diverse and sometimes conflicting nature of034

human values (Casper et al., 2023). This leads035

to biases toward the perspectives of a western,036

democratic, postgraduate-educated demographic037

(Santurkar et al., 2023), even though LLM users038

represent a wide range of cultural and ideological039

backgrounds, with a majority being non-U.S. users040

across the world (Liu and Wang, 2023).041

Personalization
Perform. Adaptability Fairness Tax

VANILLA RM ✗ ✗ ✓

INDIVIDUAL RM ✗ ✓ ✗

GROUP PO ✓ ✗ ✗

VARIATIONAL PL ✓ ✗ ✗

PERSONALIZED RM ✗ ✓ ✗

Table 1: The comparison between different methods
across four properties of personalization. Our frame-
work evaluates personalization performance, adaptation
capability to new users, fairness for minority users, and
personalization tax on general-purpose preferences. For
the performance, we use ( , , ) for good, medium,
and low average scores. For the other properties, we
report whether a method enables (✓) the corresponding
property or not (✗).

Personalized preference learning aims to bridge 042

this gap by adapting LLMs to the specific prefer- 043

ences of individual users. With the increasing adop- 044

tion of general-purpose LLMs, researchers have 045

begun exploring personalization in open-domain 046

contexts (Hwang et al., 2023; Jang et al., 2023; 047

Li et al., 2024). However, significant challenges 048

remain, particularly concerning the evaluation of 049

these personalized models. 050

Firstly, the evaluation benchmarks are inade- 051

quate and incomparable across different studies. 052

Existing studies rely either on narrow-domain real- 053

world data (Stiennon et al., 2020) or entirely syn- 054

thetic general-domain data (Zollo et al., 2024; Cas- 055

tricato et al., 2024), limiting the robustness of eval- 056

uation. Furthermore, the use of disparate datasets 057

across studies impedes fair and direct comparisons 058

between personalization methods. 059

Secondly, the evaluation frameworks fail to 060

address the practical constraints and unin- 061

tended consequences. Existing research often 062

assumes a fixed number of data points per user, 063

neglecting the practical constraints of real-world 064

data availability. How do different personaliza- 065

tion algorithms perform under varying levels of 066

data availability? Moreover, the potential side ef- 067
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The �rst step is to consult with a
licensed physician.

Firstly, you need to con�rm if your
grandmother meets the eligibility criteria.

I cannot provide medical advice or
legal instruction

Homogenous Preference
Learning System

Personalized Preference
Learning System

How can I get my grandma 
a handicap placard? ≻

≻
≻

≻
≻
≻

Personal Preferences in Responses User-Specific Preferences Preference Learning Systems Learned Response Preferences

Figure 1: Each user has a unique preference distribution in the response space. Traditional preference learning
systems treat preference data as homogeneous, but the inherent self-conflicting nature of preferences makes them
difficult and unstable to learn. A personalized preference learning system, however, can effectively capture and
model the individual preference distribution for each user. The scatter plot visualizes the preferred response
embeddings from Personal LLM (Zollo et al., 2024) for three selected users using PCA.

fects of personalization, beyond the scope of (Kirk,068

2024), remain largely unexplored. Does personal-069

ization degrade general LLM capabilities or intro-070

duce safety vulnerabilities?071

To address these gaps, we introduce a novel,072

multi-faceted framework for benchmarking open-073

domain personalized preference learning tech-074

niques. Our contributions are as follows:075

• We introduce a principled way to characterize076

diverse preference datasets, revealing differences077

in inter-user disagreement, intra-user consis-078

tency, and the prevalence of minority views,079

each posing unique challenges for personaliza-080

tion.081

• Our multi-faceted evaluation framework goes be-082

yond standard accuracy and includes real-world083

constraints. We measure these aspects through084

sample efficiency, adaptating to a new user085

with limited data, personalization tax on reward086

modeling and per-user analysis.087

• We conduct an empirical study of eight repre-088

sentative personalization algorithms across three089

datasets with distinct characteristics. Our evalua-090

tion show that fine-tuning individual reward mod-091

els (i.e. a reward model per person) is a strong092

baseline. The methods that leverage collabora-093

tive learning such as Personalized RM achieve094

up to 6% improvement over this baseline. Meta-095

learning approaches demonstrate better adaptabil-096

ity to new users. Crucially, we find that person-097

alization can lead to safety misalignment and up098

to a 20% decline on safety and reasoning bench-099

marks.100

2 Related Work 101

Personalization in machine learning refers to tai- 102

loring systems to generate predictions that align 103

with each individual’s preferences and needs. This 104

concept has been extensively studied in Recom- 105

mendation Systems (Sarwar et al., 2001; He et al., 106

2017) and Dialogue Systems (Zhang et al., 2018; 107

Li et al., 2016). With the widespread adoption of 108

LLMs, personalization has become even more criti- 109

cal to ensure these models effectively serve diverse 110

global users with varying preferences—a challenge 111

that remains underexplored in current alignment 112

pipelines (Sorensen et al., 2024). 113

Unlike traditional task-specific ML systems, 114

LLMs are general-purpose models designed to han- 115

dle a wide range of tasks and domains. This versa- 116

tility makes personalization both more important 117

and more challenging, as the model must adapt its 118

broad capabilities to each user’s specific needs and 119

preferences. Several approaches have been pro- 120

posed, including prompting (Hwang et al., 2023), 121

user embedding learning (Li et al., 2024; Feng 122

et al., 2024), latent variable modeling (Poddar et al., 123

2024; Siththaranjan et al., 2023), meta-learning 124

(Zhao et al.), multi-objective reinforcement learn- 125

ing (Jang et al., 2023), preference elicitation (Li 126

et al., 2025), prompt optimization (Kim and Yang, 127

2024), and context compression (Kim et al.). How- 128

ever, these methods have typically been evaluated 129

on different datasets which prohibits a fair compar- 130

ison between them. 131

Evaluation of Personalization presents unique 132
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challenges beyond traditional preference learning.133

While domains like recommender systems have134

established evaluation frameworks using per-user135

interaction histories (Harper and Konstan, 2015),136

evaluating natural language outputs and collecting137

general-domain preference data at scale remains138

challenging (Zhou et al., 2022; Clark et al., 2021;139

Dong et al., 2024). Existing survey-based datasets,140

such as OpinionQA (Santurkar et al., 2023) and141

GlobalOpinionQA (Durmus et al., 2023), provide142

large-scale, real-world general-domain data but are143

limited to multiple-choice formats, which fail to144

capture realistic LLM usage scenarios. In con-145

trast, generation-based datasets such as Salemi et al.146

(2024); Wang et al. (2024); Stiennon et al. (2020)147

contain preferences for open-ended generations but148

remain restricted to narrow domains. Other sources,149

like Personal Reddit (Staab et al.) and Persona-DB150

(Sun et al., 2025), scrape Reddit and Twitter data151

but cannot be publicly released due to privacy con-152

cerns. PRISM (Kirk et al., 2024b) offers diverse153

preference data for LLM generations but remains154

limited in size to effectively model individual an-155

notators.156

In the absence of large-scale, general-domain157

preference datasets, recent research has explored158

synthetic data generation via role-playing agents159

and LLM-as-a-Judge evaluations (Zheng et al.,160

2023; Jang et al., 2023; Zollo et al., 2024; Cas-161

tricato et al., 2024; Shao et al., 2023; Liu et al.,162

2024b). While these methods may not fully cap-163

ture real user preferences (Hu and Collier, 2024),164

recent works suggest that synthetic benchmarks can165

serve as viable testbeds for evaluating personaliza-166

tion, even if they don’t comprehensively represent167

all human preference variations (Castricato et al.,168

2024; Zollo et al., 2024). As noted in Balog and169

Zhai (2025), perfect simulations of human prefer-170

ences may not be necessary for these simulation to171

provide valuable insights and help develop better172

algorithms.173

3 Preliminaries on Personalized174

Preference Learning175

Preference learning systems can take various forms,176

including reward models (RMs), where a model177

assigns a numerical preference score; preference178

ranking models, which make comparative judg-179

ments between multiple candidates; and generation-180

based policy models, where the model explicitly181

generates preference judgments, sometimes accom-182

panied by explanations or feedback. In this sec- 183

tion, we review previous approaches to learning 184

personalized preferences, with a particular focus 185

on reward models, which constitute the majority of 186

existing methods. 187

3.1 Vanilla Reward Modeling 188

Consider n annotators u1, u2, ..., un who provide 189

preference feedback on outputs y1, y2 for a given 190

prompt x. The preferred and dispreferred response 191

is denoted as y+ and y−, respectively. This yields 192

a personalized preference dataset Dp: 193

Dp =
n⋃

u=1

{
(x

(u)
j , y

(u)
j,+, y

(u)
j,−, u)

}m

j=1
, 194

where m is the number of samples. Current pref- 195

erence tuning literature assumes homogeneous hu- 196

man preference (Ouyang et al., 2022; Stiennon 197

et al., 2020; Liu et al., 2024a), and thus aggre- 198

gate Dp via majority voting or rank aggregation, 199

yielding: 200

D = {(xi, y+i , y
−
i )}

m
i=1. 201

Next, a reward model r(x, y) → R is trained to 202

approximate human’s satisfaction level of response 203

y given prompt x. Following the Bradley-Terry 204

(BT) model (Bradley and Terry, 1952), the proba- 205

bility of preferring y+ over y− is given by: 206

P(y+ ≻ y− | x) = σ(r(x, y+)− r(x, y−)), 207

where σ is the logistic function. The reward model 208

r(x, y) is then optimized via maximum likelihood 209

estimation by as a binary classification problem: 210

r = argmin
r

E(x,y+,y−)∼D

[
−logP(y+ ≻ y− | x)

]
. 211

3.2 Personalized Reward Modeling 212

To capture individual preferences, the reward 213

model must adapt its predictions based on user iden- 214

tity. Formally, this means extending the vanilla re- 215

ward model r(x, y) to incorporate user information, 216

yielding r(x, y, u). Below we summarize baseline 217

approaches and recent methods from the literature 218

that we consider in our evaluation. 219

Individual Reward Modeling trains a dedicated 220

reward model ru for each user u using only their 221

personal preference data Du. As shown in Equa- 222

tion 1, each model maximizes the likelihood of its 223

user’s observed preferences and thus would in the- 224

ory obtain optimal personalization provided there 225

are sufficient preference data for each user. 226
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Conditional Reward Modeling trains a unified227

reward model r(x, y, u) that explicitly conditions228

on user id. Specifically, we prepend the correspond-229

ing user id to the prompt input x. The reward model230

then processes this augmented input along with the231

response y to compute user-specific rewards.232

Personalized Reward Modeling (PRM) (Li233

et al., 2024) jointly learns user-specific preferences234

and shared preference patterns through a dual-235

objective approach. Specifically, given a learnable236

user encoder model fp(u) = eu that takes in user237

id u and output user embedding eu, PRM concate-238

nate it with the input and jointly optimize fp and239

RM using the following objective:240

min
r

−E(x,y+,y−,u)∼Dp

[
α logP(y+ ≻ y− | x, u)

+(1− α) logP(y+ ≻ y− | x, u0)
]241

This loss can be viewed as a linear combination242

of a user-specific (u) and a user-agnostic (u0) term.243

Variational Preference Learning (VPL) (Pod-244

dar et al., 2024) is a reward model built upon varia-245

tional autoencoders (VAE) (Kingma and Welling,246

2014). In this framework, the encoder learns to247

map the input user-specific preference data to a248

latent variable z, which captures the underlying249

structure of user preferences. The decoder then250

utilizes this latent representation z to generate pre-251

dicted rewards for new response candidates, func-252

tioning as the reward model. This allows VPL253

to effectively capture individual differences while254

leveraging commonalities across users.255

Retrieval-Augmented Generation (RAG) can256

also be employed to model personalized prefer-257

ences by leveraging LLMs as the preference rank-258

ing model. Given a user query x, RAG first re-259

trieves the top three most relevant examples from260

the user-specific preference training data, using co-261

sine similarity to measure the similarity between262

queries. The retrieved triplets {(x, y+, y−)}1:3 are263

then incorporated into the original query as addi-264

tional context. This augmented input is fed to the265

LLM, prompting it to predict the user’s preference266

based on the provided context.267

Group Preference Optimization (GPO) (Zhao268

et al.) extends an LLM with a specialized trans-269

former module for learning personalized prefer-270

ences. This module is trained through meta-271

learning, specifically using in-context supervised272

learning to predict preference distributions. The 273

module operates on embeddings of few-shot exam- 274

ples rather than raw text, allowing it to efficiently 275

process lengthy examples while learning to gener- 276

alize preference patterns across different contexts. 277

4 Evaluation 278

4.1 Evaluation Dataset 279

Given the challenges and costs of collecting 280

large-scale, open-domain personalized preference 281

datasets, researchers have explored both care- 282

fully curated narrow-domain human annotated 283

and general-domain synthetic data generation ap- 284

proaches (Stiennon et al., 2020; Jang et al., 2023; 285

Zollo et al., 2024; Castricato et al., 2024). We 286

focus on three datasets that provide pairwise prefer- 287

ence annotations - a format particularly suited for 288

preference learning: 289

• P-SOUPS (Jang et al., 2023) creates a synthetic 290

dataset designed to personalize LLMs along three 291

predefined dimensions: expertise, informative- 292

ness, and style. Each dimension has two oppos- 293

ing preferences, resulting in eight unique combi- 294

nations of preferences (or user personas). Paired 295

responses are then generated by prompting with 296

different user preference combinations. 297

• Reddit TL;DR (Stiennon et al., 2020) consists 298

of Reddit posts, each paired with two human- 299

annotated summaries. Preference labels for these 300

summaries are provided by multiple annotators 301

and unaggregated data are available, allowing 302

us to make use of the annotator ID. Following 303

Park et al. (2024), we select the five annotators 304

(worker IDs) who contributed the highest number 305

of annotations. 306

• Personal-LLM (Zollo et al., 2024) offers a scal- 307

able approach to simulate open-domain user 308

preferences through reward model interpolation. 309

Specifically, they use 8 different pre-trained re- 310

ward model and use these as archetypal users for 311

collecting synthetic preference data. Addition- 312

ally, they show that interpolating between these 313

reward models enables generating new users with 314

coherent but distinct preference patterns. 315

4.2 Dataset Characteristics and Impact 316

We introduce an analytical framework that charac- 317

terizes personalized preference datasets along four 318

dimensions: inter-personal disagreement, intra- 319

personal consistency, presence of minority users, 320

and overall room for personalization. While per- 321
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#Samples #Users %Cont. %Highly Cont. MV-ACC Range Consistency

P-SOUPS 53k 6 100% 98% [0.51–0.59] 1

TL;DR 179k 5 49% 27% [0.81–0.87] ?

Personal-LLM 333k 8 87% 16% [0.33–0.93] 1

Table 2: Dataset Statistics. For each triple (x, y1, y2), we calculate the ratio of controversial preferences, defined
as cases where any user has a preference differing from others. Additionally, we compute the ratio of highly
controversial preferences, where at least 30% of users express preferences that differ from the majority. We also
report the range of each user’s accuracy if the preference dataset is aggregated using majority voting (MV-ACC).

sonalization might seem universally beneficial in322

theory, our framework reveals that its practical util-323

ity heavily depends on dataset properties—in some324

cases, personalized algorithms may offer negligi-325

ble advantages over non-personalized approaches.326

This framework not only helps evaluate existing327

datasets but also provides design principles for fu-328

ture preference collections.329

Inter-Personal Disagreement Inter-personal dis-330

agreement refers to variations in preferences across331

different users. Personalization is only necessary332

for tasks with high inter-user disagreement; When333

users unanimously prefer input A over input B,334

such preferences can be captured through standard335

alignment processes without requiring personal-336

ization. This is analogous to the distinction be-337

tween objective and subjective tasks in NLP (Oves-338

dotter Alm, 2011; Plank, 2022). We operational-339

ize inter-personal disagreement through two met-340

rics: preference divergence rate, which measures341

the percentage of inputs that elicit any disagree-342

ment among users, and high-divergence prefer-343

ences, where at least 30% of users deviate from344

the majority. See Table 2 for results.345

P-SOUPS exhibits a preference divergence rate346

approaching 100%, reflecting near-universal dis-347

agreement among users - an artifact of the dataset’s348

deliberate construction incorporating opposing349

preferences across all dimensions. While this350

makes P-SOUPS valuable for benchmarking, it351

may limit generalizability to real-world applica-352

tions. In contrast, TL;DR and Personal-LLM show353

lower preference divergence rates that better re-354

flect natural distributions of user preferences in355

real-world scenarios.356

Intra-Personal Consistency Intra-personal con-357

sistency reflects how stable an individual’s pref-358

erences remain across time and similar situations.359

This parallels test-retest reliability in behavioral360

sciences, where a Cronbach’s alpha of 0.7-0.9 is361

considered desirable for survey responses (Nun-362

nally and Bernstein, 1994). While direct mea- 363

surement of such reliability is difficult in prefer- 364

ence datasets without repeated annotations, human 365

consistency likely does not exceed 0.9. Synthetic 366

datasets, however, provide perfect consistency by 367

construction—an idealized scenario that may not 368

generalize well to real applications. 369

Intra-personal consistency in preferences is in- 370

fluenced by several factors. Research shows that 371

individuals display lower response stability when 372

lacking strong attitudes or investment in the sub- 373

ject (Converse, 2006; Achen, 1975). Consistency 374

may also decrease when comparing outputs with 375

minimal differences (Padmakumar et al., 2024). 376

Modern psychometric theory acknowledges that 377

some inconsistency is inherent in human behavior 378

— a consideration often overlooked in preference 379

learning literature. 380

Minority Users In personalized preference learn- 381

ing, identifying and appropriately handling minor- 382

ity viewpoints is crucial. Prior work shows that 383

standard RLHF can marginalize minority perspec- 384

tives (Chakraborty et al., 2024). We identify minor- 385

ity users by computing each user’s accuracy under 386

majority vote (MV-ACC), with those scoring below 387

50% (random performance) classified as minority 388

users due to their systematic deviation from the 389

majority. P-SOUPS shows compressed MV-ACC 390

scores (0.51-0.59), suggesting preference conflicts 391

or noise. TL;DR exhibits high MV-ACC, indicating 392

limited personalization potential, while Personal- 393

LLM shows a wider range with some scores below 394

0.5, revealing clear minority viewpoints. 395

Room for Personalization The potential for ef- 396

fective personalization is determined by the inter- 397

play between inter-personal disagreement and intra- 398

personal consistency. This room for personaliza- 399

tion is bounded by two factors: the performance 400

of a non-personalized aggregate reward model, and 401

the consistency of individual user preferences. The 402

gap between these bounds represents the maximum 403
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possible improvement through personalization.404

4.3 Evaluation Metrics405

While prior work has focused primarily on re-406

ward model accuracy, practical deployment re-407

quires broader evaluation criteria:408

Personalization for Seen Users An ideal person-409

alization algorithm should exhibit two key proper-410

ties: (1) Collaborative Learning: methods should411

leverage collaborative signals from similar users to412

efficiently learn diverse preferences, outperforming413

naive individual reward modeling. (2) Protecting414

Minority Viewpoints: methods must fairly repre-415

sent and adapt to minority preferences, avoiding416

the marginalization observed in non-personalized417

approaches. Therefore, we report both the average418

accuracy across users and per-user accuracy to as-419

sess whether the algorithms improve personalized420

preference learning and, in particular, how they421

affect individual users.422

Adaptation to New Users Methods must address423

the cold-start challenge of adapting to new users424

with limited data, particularly when inter-personal425

disagreement is high. We evaluate performance426

with 30-100-300 preference pairs per user.427

No “Personalization Tax” Personalization meth-428

ods must maintain the model’s core capabilities429

— a challenge we term the “personalization tax.”430

This is especially important when adapting to users431

whose preferences deviate significantly from the432

majority. Using Reward Bench (Lambert et al.,433

2024), we assess potential degradation in chat qual-434

ity, reasoning ability, and safety.435

4.4 Experimental Setup436

For reward modeling, we use LLaMA-2-7B base437

(Touvron et al., 2023) as the base model. For RAG,438

we employ sentence transformer MiniLM-L6-v2439

(Reimers and Gurevych, 2019) to embed text and440

compute cosine similarity. For GPO, following441

(Zhao et al.), we use LLaMA-2-7B embeddings and442

implement a separate 6-layer Transformer module443

as the GPO model. For fine-tuning details, please444

refer to Appendix A.1.445

5 Results446

Personalized RM Achieves the Best Perfor-447

mance across All Datasets. As shown in Fig-448

ure 2, , in terms of reward modeling accuracy, per-449

sonalized RM consistently outperforms all meth-450

ods across all datasets. Its success over individual 451

reward modeling can be attributed to the its collab- 452

orative learning - leveraging signals for all users. 453

Individual reward models, while serving as sim- 454

ple yet effective baselines, achieve the second-best 455

performance. Both of them surpass other base- 456

lines by a significant margin on Personal LLM and 457

performs even better on P-SOUPS. We attribute 458

this to its superior ability to handle the high inter- 459

personal disagreement nature of P-SOUPS. On 460

TL;DR, all methods—except RAG—perform com- 461

parably. RAG, in contrast, exhibits the weakest 462

performance among all personalization methods 463

across all datasets, with accuracy approaching that 464

of random guessing. This is likely due to the limi- 465

tations of the 7B model in capturing nuanced user 466

preferences through in-context learning. 467

Dataset Properties Predict Personalization 468

Gains. Figure 2d compares three representa- 469

tive preference learning approaches across all 470

evaluation datasets, ranging from no personaliza- 471

tion (Vanilla RM) to simple personalization (In- 472

dividual RM) to complex personalization (PRM). 473

The results demonstrate that personalization gains 474

strongly correlate with our proposed room for per- 475

sonalization metric. P-SOUPS, with the high- 476

est room for personalization (Table 2), shows the 477

greatest improvement from personalization meth- 478

ods. In contrast, TL;DR’s low inter-personal dis- 479

agreement limits the gains from personalization 480

appraoches. These empirical results validate our 481

analytical framework for characterizing personal- 482

ization datasets. 483

Personalization Methods can Scale with More 484

Training Samples. As expected, increasing the 485

number of training samples can generally improves 486

RM accuracy for all methods when they are ca- 487

pable of learning personalized RMs. However, 488

since Conditional RM and GPO are not effective at 489

learning personalized preferences from P-SOUPS, 490

their performance does not improve with the ad- 491

dition of more training data. We attribute this to 492

these methods’ limitations in modeling high inter- 493

personal disagreement, a defining characteristic of 494

the P-SOUPS dataset. These findings highlight that 495

different personalization methods exhibit varying 496

levels of robustness when faced with increasingly 497

divergent preference data. 498

Personalization Protects Minority Viewpoints. 499

While prior work has primarily focused on aver- 500
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Figure 2: Averaged Reward Model Accuracy Comparison Across Three Personalization Datasets. Figures (a),
(b), and (c) show averaged accuracy results across three datasets with varying number of training samples. Figure
(d) compares the accuracy of personalized algorithms across three datasets.
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Figure 3: Adaptation to New Users on Personal-LLM:
Figure (d) presents the performance of different base-
lines in adapting to new users with varying amounts of
training data. The dashed black line represents the ac-
curacy of the Individual RM trained on the full dataset,
serving as the theoretical upper bound.

age performance metrics, we argue that a crucial501

function of personalization is protecting minority502

viewpoints that diverge from majority preferences.503

Figure 5 reveals that Vanilla RM fails to capture504

preference for such minority users. While Individ-505

ual RM successfully preserves these minority pref-506

erences through dedicated per-user models, Person-507

alized RM achieves only partial success. Through508

this analysis, we would like to point out a criti-509

cal limitation in current personalization research:510

existing evaluation frameworks often treat all pref-511

erence groups as equal, which can overlook the 512

significance of minority groups due to their smaller 513

sizes. This undermines the core objective of person- 514

alization, which is to preserve preference diversity. 515

We argue that a personalization method’s ability to 516

preserve minority viewpoints should also be con- 517

sidered a critical evaluation metric for assessing 518

personalization approaches. 519

Adaptation to New Users. As discussed in Sec- 520

tion 4.3, a critical challenge in real-world deploy- 521

ment is adapting personalization methods to new 522

users with limited preference data. We evaluate 523

this capability in scenarios where only 30-100-300 524

preference pairs are available per new user. Since 525

RM fine-tuning approaches, including Personalized 526

RM, do not inherently support this cold-start setup, 527

we implement two additional baselines for compar- 528

ison: (1) Retrieve Similar User RM: we identify 529

the existing user whose preferences most similar to 530

the new user and directly apply the reward model 531

of that user. (2) Further Fine-Tune Trained RM: 532

We take the Vanilla RM trained on aggregated ex- 533

isting users preference data and fine-tune it for one 534

epoch using the new user’s limited data. 535

The results shown in Figure 3 demonstrate that 536

GPO significantly outperforms these baselines, ap- 537

proaching the upper bound (individual RMs trained 538

on complete 100K user data) with just 30-300 539

samples. The Similar-User RM performs only 540
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marginally better than Vanilla RM, indicating that541

simple user-matching strategies are insufficient for542

effective personalization. These findings reveal543

the power of meta-learning-based approaches and544

urge further exploration of making reward model-545

ing more effective in limited data settings.546

Personalization Can Hurt Model Safety and547

Reasoning To investigate potential negative im-548

pacts of personalization on core LLM capabilities,549

we evaluate models before and after personaliza-550

tion across the three dimensions of RewardBench551

(Lambert et al., 2024). Specifically, we fine-tune552

a pre-trained model (initially optimized for safety553

and reasoning) using individual reward modeling,554

with results shown in Figure 4.555

The effects of personalization vary substantially556

across datasets, aligning with our theoretical frame-557

work. For TL;DR, both preference prediction ac-558

curacy and safety/reasoning performance remain559

largely stable, consistent with our finding of limited560

room for personalization in Section 4.2. In contrast,561

Personal-LLM and P-SOUPS exhibit a concern-562

ing trade-off: while preference prediction accu-563

racy improves significantly, we observe substantial564

degradation in both reasoning ability and safety565

performance. This degradation suggests that opti- 566

mizing for individual preferences can compromise 567

fundamental model capabilities, a phenomenon we 568

term the “personalization tax.” These findings raise 569

important concerns about the deployment of per- 570

sonalized LLM systems and underscore the need 571

for careful balancing of personalization benefits 572

against potential risks (Kirk et al., 2024a). 573

6 Conclusion 574

This work addresses gaps in LLM personalization 575

research by introducing a systematic evaluation 576

framework. We establish a principled methodol- 577

ogy for characterizing preference datasets through: 578

inter-user disagreement, intra-user consistency, and 579

minority representation. Our analysis across P- 580

SOUPS, TL;DR, and Personal-LLM datasets re- 581

veals distinct challenges that personalization meth- 582

ods must address, from high disagreement to vary- 583

ing levels of minority viewpoint representation. 584

Our comprehensive evaluation framework ex- 585

tends beyond accuracy to address practical con- 586

straints and potential risks. Through this lens, 587

we evaluate eight representative personalization 588

methods, finding that Individual RM provides a 589

strong baseline while collaborative approaches 590

like PRM achieve up to 6% improvement. No- 591

tably, some methods successfully preserve minority 592

preferences that standard RLHF would overlook. 593

However, we also identify a "personalization tax," 594

where optimizing for individual preferences can 595

degrade model safety and reasoning capabilities. 596

These findings demonstrate both the promise and 597

challenges of personalization. We hope this work’s 598

systematic framework and empirical insights will 599

guide the development of more robust, inclusive, 600

and responsible personalization approaches that 601

can better serve diverse global user. 602

8



Limitation603

Firstly, two datasets that we evaluated on (P-604

SOUPS and Personal-LLM), are synthetically gen-605

erated. These datasets make simplifying assump-606

tions about human preferences, particularly re-607

garding intra-personal consistency, which may not608

reflect the nuanced, context-dependent nature of609

real-world preferences. However, these controlled610

datasets serve a valuable purpose in our study: they611

clearly demonstrate how dataset characteristics in-612

teract with personalization algorithms to produce613

varying outcomes. While the collection of large-614

scale, open-domain personalized preference data615

from real users would be ideal for future work, such616

efforts face significant challenges related to cost,617

privacy, and scalability.618

Secondly, we evaluated 8 methods where 3 of619

them, VPL (Poddar et al., 2024), GPO (Zhao et al.),620

Personalized RM (Li et al., 2024) are specifically621

developed for personalized preference learning.622

The rapidly evolving nature of this field means623

our evaluation cannot be exhaustive. Recent devel-624

opments in prompt optimization (Kim and Yang,625

2024) and context compression (Kim et al.) sug-626

gest promising new directions that warrant inves-627

tigation. Although resource constraints prevented628

us from evaluating all emerging approaches, we629

believe our selected methods effectively represent630

the key algorithmic paradigms currently employed631

in personalized preference learning.632

Ethical Statement633

Current LLM alignment approaches, where a rela-634

tively small group of researchers and organizations635

dictate alignment targets, raise significant concerns636

about procedural justice and representation (San-637

turkar et al., 2023). LLM personalization presents638

a promising solution by democratizing alignment,639

enhancing user experiences, responding to diverse640

needs, and promoting a more equitable and just641

information ecosystem.642

However, these personalized systems also pose643

risks, including the potential creation of filter bub-644

bles, reinforcement of existing biases, and exac-645

erbation of ideological polarization. Additionally,646

while our study does not involve personally identi-647

fiable information, real-world deployment of per-648

sonalized LLMs requires strong privacy safeguards649

to prevent the misuse of sensitive user data. Our650

findings further show that optimizing for individ-651

ual preferences may lead to safety misalignment as652

discussed in Section 5. The central challenge, then, 653

becomes how to balance the benefits and risks of 654

LLM personalization (Kirk, 2024). These concerns 655

highlight the importance of developing responsi- 656

ble personalization methods that prioritize fairness, 657

privacy, and safety. 658
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A Appendix 985

A.1 Hyperparameter Selection 986

For Vanilla RM, Individual RM, and Conditional RM, we fine-tune the model with learning rate of 3e-4 987

with LoRA rank of 16 and LoRA alpha of 32. Following the optimization literature (McCandlish et al., 988

2018), the total number of optimization steps for training with different sample size should be kept the 989

same. Thus we do hyperparameter search of the training eposes, we train 1 epoch on 100,000 samples. 990

We search over 1,3,10 epoch on 10,000 samples and 1, 10, 100 epoch on 1,000 samples. For VPL, GPO, 991

PRM, we use the same hyper-parameter setup as their paper except we search over the number of training 992

epochs as above. 993

B Results 994

Method Personal LLM TL;DR P-SOUPS
ACC Safety Reason. Chat Chat-H ACC Safety Reason. Chat Chat-H ACC Safety Reason. Chat Chat-H

Pre-trained RM 0.62 0.92 0.84 0.96 0.60 0.65 0.92 0.84 0.96 0.60 0.51 0.92 0.84 0.96 0.60

Vanilla RM 0.73 0.83 0.75 0.91 0.47 0.63 0.87 0.83 0.95 0.58 0.49 0.70 0.58 0.65 0.49
Individual RM 0.77 0.88 0.83 0.94 0.55 0.65 0.93 0.84 0.97 0.62 0.66 0.82 0.77 0.76 0.58
Conditional RM 0.72 0.83 0.75 0.91 0.47 0.66 0.93 0.83 0.97 0.61 0.50 0.70 0.54 0.74 0.39

Table 3: Reward Bench Accuracy for Personalization Algorithms.

# New User data 30 100 300

Individual RM (with full dataset) 0.85 0.85 0.85

Vanilla RM 0.74 0.74 0.74
Retrieve Similar User RM 0.73 0.74 0.75
Further Fine-tune Trained RM 0.71 0.73 0.72
GPO 0.83 0.85 0.85

Table 4: Adaptation to new users with vary number of new user preference data (Personal-LLM)

Method Personal LLM TL;DR P-SOUPS
#Samples 1,000 10,000 100,000 1,000 10,000 35,000 1,000 10,000 50,000

Pre-trained RM 0.62 0.62 0.62 0.65 0.65 0.65 0.51 0.51 0.51
RAG 0.50 0.49 0.51 0.48 0.49 0.49 0.50 0.50 0.48
Vanilla RM 0.68 0.73 0.74 0.59 0.60 0.64 0.50 0.50 0.49
Conditional RM 0.71 0.72 0.72 0.59 0.59 0.61 0.51 0.50 0.50
Individual RM 0.74 0.81 0.86 0.56 0.61 0.62 0.74 0.79 0.80
VPL 0.68 0.72 0.74 0.60 0.63 0.64 0.57 0.54 0.62
GPO 0.72 0.75 0.81 0.50 0.59 0.59 0.49 0.50 0.51
Personalized RM 0.74 0.82 0.88 0.57 0.66 0.68 0.55 0.83 0.86

Table 5: RM Accuracy with Varying Number of Training Samples

13



User ID 1 2 3 4 5 6 7 8

Pre-trained RM 0.65 0.62 0.70 0.72 0.60 0.63 0.61 0.40
RAG 0.43 0.36 0.50 0.62 0.48 0.33 0.59 0.60
Vanilla RM 0.83 0.82 0.82 0.78 0.86 0.73 0.58 0.35
Conditional RM 0.84 0.77 0.75 0.76 0.85 0.84 0.69 0.36
Individual RM 0.87 0.80 0.77 0.80 0.89 0.89 0.73 0.71
VPL 0.83 0.82 0.82 0.78 0.86 0.73 0.58 0.35
GPO 0.83 0.46 0.76 0.79 0.80 0.84 0.49 0.81
Personalized RM 0.90 0.83 0.85 0.88 0.86 0.95 0.88 0.57

Table 6: Accuracy Across 8 Users on Personal LLM. Accuracy below 0.5 is underlined, indicating the performance
drop below random chance. Results show that only Individual RM and PRM achieve improvement across all 8
users.
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