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Figure 1: Visual examples. Given a single input image (the first row), our WarpGAN synthesizes
images from five novel views: front, right, left, top, and down (the second to the sixth rows).

Abstract

3D GAN inversion projects a single image into the latent space of a pre-trained 3D
GAN to achieve single-shot novel view synthesis, which requires visible regions
with high fidelity and occluded regions with realism and multi-view consistency.
However, existing methods focus on the reconstruction of visible regions, while
the generation of occluded regions relies only on the generative prior of 3D GAN.
As a result, the generated occluded regions often exhibit poor quality due to
the information loss caused by the low bit-rate latent code. To address this, we
introduce the warping-and-inpainting strategy to incorporate image inpainting into
3D GAN inversion and propose a novel 3D GAN inversion method, WarpGAN.
Specifically, we first employ a 3D GAN inversion encoder to project the single-view
image into a latent code that serves as the input to 3D GAN. Then, we perform
warping to a novel view using the depth map generated by 3D GAN. Finally,
we develop a novel SVINet, which leverages the symmetry prior and multi-view
image correspondence w.r.t. the same latent code to perform inpainting of occluded
regions in the warped image. Quantitative and qualitative experiments demonstrate
that our method consistently outperforms several state-of-the-art methods.
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1 Introduction

GANs [13] have made remarkable progress in synthesizing unconditional images. In particular,
StyleGAN [20, 21] has achieved photorealistic quality on high-resolution images. Several exten-
sions [15, 31, 36] leverage the latent space (i.e., the W space) to control semantic attributes (e.g.,
expression and age). However, these 2D GANs suffer from inferior control over geometrical aspects
of generated images, leading to multi-view inconsistency for viewpoint manipulation.

Recently, with the development of neural radiance fields (NeRF) [27] in novel view synthesis (NVS),
a variety of 3D GANs [2, 5, 6, 14, 29, 39, 41] have been proposed to integrate NeRF into style-
based generation, resulting in remarkable success in generating highly realistic images. Based on it,
3D GAN inversion methods project a single image into the latent space of a pre-trained 3D GAN
generator, obtaining a latent code. Hence, the viewpoint of the input image can be changed by altering
the camera pose, and the image attributes can be easily edited by modifying the latent code. Unlike
2D GAN inversion, 3D GAN inversion aims to generate images that maintain both the faithfulness of
the input view and the high quality of the novel views.

On the one hand, existing 3D GAN inversion methods rely only on the generative prior of 3D
GANs for generating the occluded regions (i.e., the invisible regions in the input image) in the novel
viewpoint, resulting in unfaithful reconstruction of occluded regions in complex scenarios. On the
other hand, for 3D scene generation, several recent methods adopt a warping-and-inpainting strategy.
They [11, 30, 35] first predict a depth map of a given image, and then warp the input image to novel
camera viewpoints with the depth-based correspondence, followed by a 2D inpainting network to
synthesize high-fidelity occluded regions of the warped images.

To address the inferior reconstruction capability of occluded regions in existing 3D GAN inversion
methods, motivated by the success of the warping-and-inpainting strategy in 3D scene generation, we
introduce image inpainting into 3D GAN inversion. Unfortunately, 3D GAN inversion is dedicated
to training with single-view datasets, while the above 3D scene generation methods usually require
multi-view datasets for training. This leads to two issues: (1) multi-view inconsistency due to the
lack of 3D information (i.e., the real novel view image) to guide the inpainting process; (2) the
unavailability of ground-truth images from novel views to compute the loss during model training.

In this paper, we propose a novel 3D GAN inversion method, WarpGAN, by integrating the warping-
and-inpainting strategy into 3D GAN inversion. Specifically, we first train a 3D GAN inversion
encoder, which projects the input image into a latent code w+ (located in the latent space W+ of the
3D GAN generator). By feeding w+ into 3D GAN, we compute the depth map of the input image
for geometric warping and perform an initial filling of the occluded regions in the warped image.
Subsequently, leveraging the symmetry prior [43, 45] and multi-view image correspondence w.r.t.
the same latent code in 3D GANs, we train a style-based novel view inpainting network (SVINet).
It can inpaint the occluded regions in the warped image from the original view to the novel view.
Hence, we can synthesize plausible novel view images with multi-view consistency. To address the
unavailability of ground-truth images, we re-warp the image in the novel view back to the original
view and feed it to SVINet. Hence, the loss can be calculated between the inpainting result and the
input image. Some visual examples obtained by WarpGAN are given in Fig. 1.

In summary, the contributions of this paper are as follows:

• We propose a novel 3D GAN inversion method, WarpGAN, which successfully introduces
the warping-and-inpainting strategy into 3D GAN inversion, substantially enhancing the
quality of occluded regions in novel view synthesis.

• We introduce a style-based novel view inpainting network, SVINet, by fully leveraging
the symmetry prior and the same latent code generated by 3D GAN inversion, achieving
multi-view consistency inpainting on the occluded regions of warped images in novel views.

• We perform extensive experiments to validate the superiority of WarpGAN, showing the
great potential of the warping-and-inpainting strategy in 3D GAN inversion.

2 Related work

3D-Aware GANs. Recent advancements in 3D-Aware GANs [2, 5, 6, 14, 29, 39, 41] effectively
combine the high-quality 2D image synthesis of StyleGAN [20, 21] with the multi-view synthesis
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capability of NeRF [27], advancing high-quality image synthesis from 2D to 3D and enabling multi-
view image generation. These methods typically employ a two-stage generation pipeline, where a
low-resolution raw image and feature maps are rendered, followed by upsampling to high-resolution
using 2D CNN layers. Such a way ensures geometric consistency across multiple views and achieves
impressive photorealism. In this paper, we leverage EG3D [5] as our 3D-aware GAN architecture,
which introduces a hybrid explicit-implicit 3D representation (known as the tri-plane).

GAN Inversion. Although recent 2D GAN inversion methods [42] have achieved promising edit-
ing performance, they suffer from severe flickering and inevitable multi-view inconsistency when
editing 3D attributes (e.g., head pose) since the pretrained generator is not 3D-aware. Hence, 3D
GAN inversion is developed to maintain multi-view consistency when rendering novel viewpoints.
However, directly transferring 2D methods to 3D without effectively incorporating 3D information
will inevitably lead to geometry collapse and artifacts.

Similar to 2D GAN inversion, 3D GAN inversion can be categorized into optimization-based methods
and encoder-based methods. Some optimization-based methods [23, 43, 45] generate multiple pseudo-
images from different viewpoints to facilitate optimization. For instance, HFGI3D [43] leverages
visibility analysis to achieve pseudo-multi-view optimization; SPI [45] utilizes the facial symmetry
prior to synthesize pseudo multi-view images; and Pose Opt. [23] simultaneously optimizes camera
pose and latent codes. In addition, In-N-Out [44] optimizes a triplane for out-of-distribution object
reconstruction and employs composite volume rendering. Encoder-based methods project the input
image into the latent space of the 3D GAN generator and then employ the generative capacity of the
3D GAN to synthesize novel-view images, while fully utilizing the input image to reconstruct the
visible regions of the novel-view images. For example, GOAE [46] computes the residual between the
input image and the reconstructed image to complement the F space of the generator, and introduces
an occlusion-aware mix tri-plane for novel-view image generation; Triplanenet [3] calculates an offset
for the triplane based on the residual and proposes a facial symmetry prior loss; and Dual Encoder [4]
employs two encoders (one for visible regions and the other for occluded regions) for inversion and
introduces an occlusion-aware triplane discriminator to enhance both fidelity and realism.

Our method is intrinsically different from existing methods that rely heavily on 3D GAN generative
priors to generate occluded regions. Our method introduces a novel inpainting network to fill the
occluded regions, facilitating the generation of rich details.

Depth-based Warping for Single-shot Novel View Synthesis. Some 3D GAN inversion methods [23,
43, 45] use depth-based warping to synthesize pseudo multi-view images for optimization. SPI [45]
warps the input image to an adjacent view for pseudo-supervision. Pose Opt. [23] warps the image
from the canonical viewpoint to the input viewpoint to assist training. HFGI3D [43] utilizes a 3D
GAN to fill the occluded regions of the warped image from the input view to novel views, synthesizing
several pseudo novel-view images. However, these methods only rely on a 3D GAN to generate
occluded regions, failing to achieve satisfactory results in occluded regions under complex scenarios.

Recently, some methods follow the warping-and-inpainting strategy on single-shot NVS for general
scenes [11, 30, 35]. They first predict a depth map for the input image, then warp the input image
to a novel view using the depth map, and finally perform inpainting on the occluded regions in the
novel view. This way can effectively preserve the information of the input image while leveraging the
powerful inpainting capability of 2D inpainting networks to generate reasonable content for occluded
regions. Inspired by this strategy, we introduce a 2D inpainting network into 3D GAN inversion by
effectively exploiting the symmetry prior and the latent code of the input image.

3 Methodology

3.1 Overview

As shown in Fig. 2, our WarpGAN consists of a 3D GAN inversion network (including a 3D GAN
inversion encoder and a 3D-aware GAN) and a style-based novel view inpainting network (SVINet).
First, we utilize a 3D GAN inversion encoder Ew+ to project the input image I into the latent space
W+ of the 3D GAN generator, obtaining the latent code w+. Based on this, we utilize a rendering
decoder to render the depth map D of I and the novel view image Îw

+

novel. Under the guidance of the
depth map D, we warp the input image I from the original view c to the novel view cnovel, thereby
obtaining the warped image Iwarp

c→cnovel
and the occluded regions Mo

c→cnovel
of the input image in the
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Figure 2: Overview of our WarpGAN, which consists of a 3D GAN inversion network and a style-
based novel view inpainting network (SVINet). The “Forward warp” flow (blue arrows) illustrates
the inference process of novel view synthesis. During model training, we also require the “Reverse
warp” flow (red arrows) to warp the novel view image back to the original view for loss computation.

target view, that is,
Iwarp
c→cnovel

,Mo
c→cnovel

= warp(I;D, πc→cnovel
,K), (1)

where πc→cnovel
is a relative camera pose between c and cnovel, K is the camera intrinsic matrix, and

warp(·) is a geometric warping function [28, 35] which unprojects pixels of the input image I with
its depth map D to the 3D space, and reprojects them based on πc→cnovel

and K.

Then, we use Îw
+

novel to fill in the occluded regions of Iwarp
c→cnovel

, serving as the initial result Îinitialnovel
for the occluded regions, which can be formulated as

Îinitialnovel = Iwarp
c→cnovel

+Mo
c→cnovel

· Îw
+

novel. (2)

Subsequently, the initial result Îinitialnovel is fed into SVINet for further inpainting, giving the final
output Înovel of WarpGAN. Notably, we employ symmetry-aware feature extraction and modulate the
convolutions of the inpainting network with w+ during the inpainting process. We also construct a
style-based loss to ensure consistency between the generated image in the novel view and the original
view image.

3.2 3D GAN Inversion Encoder

Similar to existing encoder-based 3D GAN inversion methods, our 3D GAN inversion encoder Ew+

projects an input image I with the camera pose c into the latent space W+ of the pre-trained 3D
GAN, obtaining the latent code w+ = Ew+(I). Then, we leverage the generator G(·) of 3D GAN to
generate the tri-plane and use the rendering decoder R to render images at specified camera poses.
Based on above, we perform image reconstruction Îw

+

= R(G(w+), c) by specifying the camera
pose as c. In this way, we obtain the novel view image Îw

+

novel corresponding to the novel camera
pose cnovel. Under the principles of NeRF, we replace the color of the sampling points with the
distance to the camera during the rendering process, obtaining the depth maps D and Dnovel. More
implementation details can be found in the Appendix.

Inspired by GOAE [46], we employ a pyramid-structured Swin-Transformer [26] as the backbone of
the encoder, based on which we leverage feature layers at different scales to generate latent codes at
various levels.
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Since our dataset contains only single-view images, we train Ew+ using a reconstruction loss Lw+ ,
which includes a pixel-wise (MSE) loss L2, a perceptual loss LLPIPS [48], and an identity loss LID
with a pre-trained ArcFace network [12]:

Lw+(Îw
+

, I) = λ2L2(Î
w+

, I) + λLPIPSLLPIPS(Î
w+

, I) + λw+

ID LID(Î
w+

, I), (3)

where λ2, λLPIPS, and λw+

ID denote the loss weights for L2, LLPIPS, and LID, respectively.

3.3 Style-Based Novel View Inpainting Network (SVINet)

Due to the existence of occluded regions in the novel view, the warped image contains “holes” (see
Fig. 2 for an illustration). To generate high-quality novel-view images, we propose a style-based
novel view inpainting network (SVINet) to fill in the “holes” in the warped image.

As shown in Fig. 2, our SVINet follows the traditional “encode-inpaint-decoder” architecture [10,
24, 37], consisting of three sub-networks: NE , NI , and ND. Technically, NE is first used to extract
features from the model input while performing downsampling. Then, the inpainting operation is
performed in the feature space by using NI . Finally, ND is used to upsample the features to obtain
the inpainted image.

3.3.1 Symmetry-Aware Feature Extraction

We first use the novel-view image Îw
+

novel obtained from 3D GAN inversion to fill in the occluded
regions in the warped image Iwarp

c→cnovel
(Eq. (1)), resulting in an initial inpainting result Îinitialnovel

(Eq. (2)). We then feed Îinitialnovel into NE to obtain the feature F. In addition, we also propose to
leverage the facial symmetry [43, 45] by warping the mirrored input image Imirror to the target view
cnovel, obtaining Imirror

warp
cmirror→cnovel

. The mirrored image is then processed in the same manner
as described above and fed into NE to obtain the mirror feature Fmirror.

Subsequently, we utilize F and Fmirror to predict the scale map Fs and the translation map Ft,
which can be used to refine F via featurewise linear modulation (FiLM) [32], obtaining Fr, that is,

{Fs,Ft} = {ϕs([F,Fmirror]1), ϕt([F,Fmirror]1)},
Fr = Fs ⊙ F+ Ft,

(4)

where ϕs and ϕt are convolutional neural networks; [, ]1 denotes concatenation along the 1th dimen-
sion, i.e., the channel dimension; ‘⊙’ denotes the Hadamard product.

Next, Fr is successively fed into NI and ND to obtain the inpainting result Înovel.

3.3.2 Style-Based Inpainting

Inpainting networks typically rely on the information of the input image to fill in the missing regions.
However, due to the limited information contained in single-view images, using only this information
for inpainting may lead to the issue of multi-view inconsistency. To address the consistency issue,
motivated by the fact that images of the same object from different viewpoints share the same latent
code in 3D GANs, we introduce the latent code to control the image inpainting process.

Technically, we modulate the convolutions [21, 24] in the “inpaint” and “decoder” parts of the
inpainting network using the latent code w+ obtained from Ew+ . This modulation of the convolutions
facilitates us to control the inpainting process for occluded regions, achieving multi-view consistency
in the generated images.

Specifically, we first employ a mapping function A to obtain the style code s = A(w+). Then the
weights of the convolutions w are modulated as

w′
ijk = si · wijk,

w′′
ijk = w′

ijk

/√∑
i,k

w′
ijk

2 + ϵ,
(5)

where w′′ denotes the final modulated weights; si is the scale corresponding to the ith input feature
map; j and k enumerate the output feature maps and spatial footprint of the convolution, respectively.
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3.3.3 Training strategy

Real data. Since our real dataset contains only single-view images, no target-view images can be
used to compute the loss and update the model parameters when synthesizing images from novel
views. To address this, we propose to re-warp the warped image from the novel view back to the
original view, and then compute the loss between the inpainting result and the input image.

Specifically, for the input image I, we first warp it to the novel view cnovel to obtain Iwarp
c→cnovel

, and
then inpaint it using SVINet to get Înovel. Next, we re-warp Iwarp

c→cnovel
back to the source view c

and inpaint it again to obtain Îre-warp. Based on the above, given the input image I, we obtain two
inpainted images Înovel and Îre-warp for loss computation.

Synthetic data. In addition to real data, we also utilize synthetic data to assist in training our model.
We sample a latent code wsynth from the latent space of 3D GAN and generate two images Isynths

and Isyntht from different viewpoints. We then warp Isynths from the source view to the target view
and input it into SVINet to obtain the inpainted image Îsyntht . Finally, we compute the loss between
Îsyntht and Isyntht .

Loss function. Our loss function consists of three components: the reconstruction loss, the consis-
tency loss, and the adversarial loss. The reconstruction loss Lrec includes the pixel-wise MAE loss
L1, the perceptual loss LP [37], and the identity loss LID [12]:

Lrec(Î, I) = λ1L1(Î− I) + λPLP(Î, I) + λIDLID(Î, I), (6)

where λ1, λP, and λID denote the loss weights for L1, LP, and LID, respectively; Î and I represent the
input image and the generated image, respectively.

To ensure multi-view consistency, we introduce the consistency loss Lc, which computes the MSE
between the latent codes of the original image and the inpainted image. This loss is used to control
the multi-view consistency of the generated images:

Lc(Î, I) = ||Ew+(Î),Ew+(I)||2. (7)

To further enhance the quality of the inpainted images, we also use an adversarial loss:

LG
adv = −E[log(D(x̂))], (8)

LD
adv = −E[log(D(x))]− E[log(1−D(x̂))] + γE[||∇D(x)||2], (9)

where x denotes the real and synthetic images (i.e., I and Isyntht ); x̂ represents the inpainted images
(i.e., Înovel, Îre-warp, and Îsyntht ); D denotes the discriminator [10, 24, 37].

In summary, the loss function for SVINet can be formulated as follows:

LSVINet = λrecLrec([Î
re-warp, Îsyntht ]0, [I, I

synth
t ]0)

+ λcLc([Înovel, Î
re-warp, Îsyntht ]0, [I, I, I

synth
t ]0) + λadvLG

adv, (10)

where [, ]0 denotes concatenation along the 0-th dimension (i.e., the batch dimension); λrec, λc, and
λadv denote the loss weights for Lrec, Lc, and LG

adv, respectively.

4 Experiments

4.1 Experimental Settings

Datasets. Our experiments mainly focus on face datasets. We use the FFHQ dataset [20] and 100K
pairs of synthetic data for training. The synthetic pairs {Isynths , Isyntht } are generated from EG3D [5],
sharing the same latent code wsynth but rendered with different camera poses. To evaluate the
generalization ability of our method, we employ the CelebA-HQ dataset [19] and the multi-view
MEAD dataset [40] for testing. We preprocess the images in the datasets and extract their camera
poses in the same manner as [5].

Implementation Details. For all experiments, we employ the EG3D [5] generator pre-trained on
FFHQ. For the 3D GAN inversion encoder Ew+ , we set the batch size to 4 and train it for 500K
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Table 1: Comparisons with state-of-the-art methods on the CelebA-HQ and MEAD datasets.

Category Method
CelebA-HQ MEAD

Time (s)↓FID↓ ID↑ LPIPS ↓ FID ↓ ID ↑
±30◦ ±60◦ ±30◦ ±60◦ ±30◦ ±60◦

Optimization

SG2 W+ 26.09 0.7369 0.2910 0.3372 39.30 64.47 0.7992 0.7533 43.72
PTI 25.70 0.7616 0.2771 0.3341 44.23 66.00 0.8089 0.7582 62.65
Pose Opt. 29.04 0.7500 0.2990 0.3428 52.25 73.23 0.7954 0.7405 91.60
HFGI3D 24.30 0.7641 0.2775 0.3494 51.24 79.81 0.8019 0.7370 264.5

Encoder
pSp 38.46 0.7375 0.3116 0.3720 65.21 94.34 0.7900 0.7401 0.05430
GOAE 35.41 0.7498 0.2818 0.3453 59.69 86.23 0.8109 0.7370 0.07999
Triplanenet 32.65 0.7706 0.3379 0.4103 76.62 130.55 0.8059 0.7135 0.1214
Ours 19.12 0.7882 0.2490 0.3008 38.15 64.01 0.8315 0.7741 0.08390

SG2 PTI Pose Opt. HFGI3D pSp GOAE Triplanenet Dual Encoder OursInput

Figure 3: Comparisons of novel view synthesis on the CelebA-HQ dataset between our WarpGAN
and several state-of-the-art methods.

iterations on the FFHQ dataset. We use the Ranger optimizer, which combines Rectified Adam [25]
with the Lookahead technique [47], with learning rates of 1e-4 for Ew+ . The values of λ2, λLPIPS,
and λw+

ID in Eq. (3) are set to 1.0, 0.8, and 0.1. For SVINet, we set the batch size to 2 and train it
for 300K iterations on both the FFHQ dataset and synthetic data pairs. For the novel view camera
poses during the training process, we sample from the camera poses of the pose-rebalanced FFHQ
dataset [5]. We use the Adam optimizer [22], with learning rates of 1e-3 and 1e-4 for the SVINet and
discriminator, respectively. The values of λ1, λP, and λID in Eq. (6) are set to 10.0, 30.0, and 0.1,
respectively. The values of λrec, λc, and λadv in Eq. (10) are set to 1.0, 0.1, and 10.0, respectively.

Baselines. We compare our WarpGAN with several 3D GAN inversion methods, including
optimization-based methods (such as SG2 W+ [1], PTI [34], Pose Opt. [23], and HFGI3D [43]) and
encoder-based methods (such as pSp [33], GOAE [46], Triplanenet [3], and Dual Encoder [4]). Note
that Dual Encoder employs a 3D GAN other than EG3D and removes the background during training.
This is different from our experimental setup, we only compare it in the qualitative analysis.

Evaluation metrics. We perform novel view synthesis evaluation on the CelebA-HQ dataset and the
MEAD dataset. For the CelebA-HQ dataset, we compute the Fréchet Inception Distance (FID) [17]
and ID similarity [12] between the original images and the novel view images. For the multi-view
MEAD dataset, each person includes five face images with increasing yaw angles (front, ±30◦, and
±60◦). We use the front image as input and synthesize the other four views. We then compute
the LPIPS [48], FID, and ID similarity between the synthesized images and their corresponding
ground-truth images. The inference times (Time) in Table 1 are measured on a single Nvidia GeForce
RTX 4090 GPU.
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Figure 4: Comparisons of different methods on the MEAD dataset for synthesizing images of the
other four views (R60, R30, L30, and L60) using the front image as input.

4.2 Comparisons with State-of-the-Art Methods

Quantitative Evaluation. As shown in Table 1, we provide the performance of different methods on
the CelebA-HQ dataset and the MEAD dataset. It can be clearly observed that optimization-based
methods achieve better performance than encoder-based methods, but at the cost of significantly
higher inference times. Among them, HFGI3D, which performs optimization twice using PTI
(once for filling the occluded regions of warped images and once for multi-view optimization),
shows substantial performance improvement but suffers from slow inference times. In contrast,
our WarpGAN, which has an inference time comparable to encoder-based methods, surpasses the
performance of optimization-based methods. The excellent performance on the MEAD dataset
demonstrates that our method is capable of effectively preserving multi-view consistency.

Qualitative Evaluation. We provide visualization results of novel view synthesis in Fig. 3 and Fig. 4.
By successfully integrating the warping-and-inpainting strategy into 3D GAN inversion, our method
can better preserve facial details and generate more reasonable occluded regions. Moreover, our
method is capable of maintaining 3D consistency in novel views more naturally.

4.3 Ablation Studies

Table 2: Ablation on different compo-
nents of our WarpGAN.

Name Model FID ↓ ID ↑
A Ew+ 36.07 0.7437
B w/o SVINet 29.28 0.7735
C w/o Modw+ & Lc 19.71 0.7879
D w/o Modw+ 19.47 0.7880
E w/o symmetry 20.04 0.7825
F w/o synth data 19.18 0.7880
G Full Model 19.12 0.7882

To investigate the contributions of key components in our
method, we conduct ablation studies. In Table 2, we com-
pare the quality of novel view synthesis using different
model variants on the CelebA-HQ dataset.

Comparing “B” and “G” clearly demonstrates the sig-
nificant role of SVINet in inpainting occluded regions.
Comparing “C”, “D”, and “G” shows that modulating the
convolutions of SVINet with w+ and incorporating Lc

enhance the performance of our method. Comparing “E”
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Figure 5: (a) Qualitative comparisons of the Full Model with model variants “C”, “D”, and “E”; (b)
Some failure cases; (c) Comparisons of image attribute editing effects with PTI and HFGI3D.

and “G” indicates that leveraging facial symmetry prior helps generate occluded regions in novel
views. Comparing “F” and “G” reveals that training with synthetic data slightly improves the quality
of novel view synthesis. We also qualitatively compare “C”, “D”, “E”, and “G” (Full Model) in
Fig. 5(a). Incorporating the latent code to control the inpainting process of SVINet and the symmetry
prior can provide more information, reduce blurring and artifacts, and generate more detailed results.

4.4 Editing Application

Since our WarpGAN achieves novel view synthesis by inpainting warped images, the visible parts
of the novel view images are minimally affected by the latent code. Consequently, manipulating
the latent code alone does not enable attribute editing of the image. To address this issue, similar to
HFGI3D [43], we utilize WarpGAN to synthesize a series of novel view images, which are then fed
into PTI [34] for optimization. This process yields an optimized latent code w+

opt and a fine-tuned
3D GAN generator. In this way, attribute editing of the input image and novel view rendering can
be achieved by editing w+

opt [15, 31, 36] and modifying the camera pose c. As shown in Fig. 5(c),
we perform attribute editing on the input image for four attributes: “Glasses”, “Anger”, “Old”, and
“Young”, and compare the results with those from PTI and HFGI3D. It can be observed that the edited
images obtained by using multi-view images synthesized by WarpGAN for optimization assistance
exhibit higher fidelity and appear more natural.

5 Conclusion

In this paper, motivated by the achievement of the warping-and-inpainting strategy in 3D scene
generation, we successfully integrate image inpainting with 3D GAN inversion and propose a novel
3D GAN inversion method, WarpGAN, for high-quality novel view synthesis from a single image.
Our WarpGAN consists of a 3D GAN inversion network and SVINet. Specifically, we first obtain
the depth of the input image using 3D GAN inversion, then apply depth-based warping to the input
image to obtain the warped image, and finally use SVINet to fill in the occluded regions of the
warped image. Notably, our SVINet leverages symmetry prior and the latent code for multi-view
consistency inpainting. Extensive qualitative and quantitative experiments demonstrate that our
method outperforms existing state-of-the-art optimization-based and encoder-based methods.

Limitations. Due to the inevitable errors in the depth map [11, 30, 35], the warped image sometimes
become unreliable, which in turn prevents our SVINet from eliminating such artifacts. As illustrated
in Fig. 5(b), when the angle variation is small, SVINet can alleviate the deformation of the eyes.
However, as the angle of change increases, the output of SVINet deteriorates.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the proposed WarpGAN method,
its components, and the improvements in novel view synthesis, accurately reflecting the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our method in Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our paper does not involve theoretical results or their proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide the network architecture and the training strategy in Sec. 3, the
dataset usage and hyperparameter settings in Sec. 4.1, and additional details in the Appendix,
which fully disclose the information needed to reproduce the main experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We submit the code in the supplementary material, and all the datasets used
are publicly available.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide all the training and test details, including datasets, implementation
details, baselines, and evaluation metrics in Sec. 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Our task is image generation rather than prediction. Same as existing 3D GAN
inversion methods, we use metrics such as FID, ID, and LPIPS, which do not include error
bars.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the execution times for various methods in Table 1 and specify the
computational resources used in Sec. 4.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer:[Yes]
Justification: We discuss the societal impacts in the Appendix.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We describe the potential risks in the Appendix.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We properly cite all the papers involved in our work.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not introduce new assets in this paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper neither involves crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional Architecture Details

Detailed Structure of SVINet. LaMa [37] introduces fast Fourier convolutions (FFCs) [8] into
image inpainting, achieving a receptive field that covers the whole image even in the early network
layers. Such a way can facilitate the inpainting of large missing areas. To effectively fill in the
occluded regions of the warped image, our SVINet is built upon the framework of LaMa and consists
of three sub-networks: NE , NI , and ND. For an input image with the size of 512×512, NE includes
3 downsampling convolutional layers that downsample the input image to a feature map with the size
of 64× 64; NI contains 9 FFC residual blocks, each of which consists of two FFCs and a residual
connection, for inpainting; and ND consists of 3 upsampling convolutional layers to upsample the
image resolution back to the size of 512× 512. The convolutions in NI and ND are modulated by
the latent code w+ from the 3D GAN inversion encoder Ew+ . Note that, each FFC contains three
convolutional branches and one spectral transform branch, and the convolutions within the spectral
transform are also modulated, as shown in Fig. 6.

Global

Local

Conv 3×3

Conv 3×3

Conv 3×3

Spectral 

Transform

Global

Local

Conv 1×1

FFT

Conv 1×1

Inv FFT

Conv 1×1

Spectral TransformFast Fourier Convolution

Figure 6: The detailed structure of fast Fourier convolution modulated by the latent code w+.

B Additional Implementation Details

B.1 Principles of Neural Radiance Fields

Neural Radiance Fields (NeRF) [27] employs a fully-connected deep network, which maps a 3D
spatial location x and a viewing direction d to color c and density σ, to represent a scene. By
querying x and d along camera rays and applying classical volume rendering techniques [18], the
color and density information can be projected into a 2D image. Specifically, for each projected ray r
corresponding to a given pixel, Ns points (denoted as {ti}Ns

i=1) are sampled along the ray. For each
sampled point, the estimated color and density are represented as ci and σi, respectively. The RGB
value C(r) for each ray can then be computed via volumetric rendering as follows:

C(r) =

Ns∑
i=1

Ti(1− exp(−σiδi))ci, (11)

where Ti = exp(−
∑i−1

j=1 σjδj), and δi = ti+1 − ti denotes the distance between adjacent samples.

Similarly, if we replace the color ci of each sampled point with the distance ti from the sampling
point to the camera during volumetric rendering, the depth d(r) along each ray can be obtained as

d(r) =

Ns∑
i=1

Ti(1− exp(−σiδi))ti. (12)

20



B.2 Multi-View Optimization for Editing

Our WarpGAN synthesizes novel view images not only based on the results of 3D GAN inversion
but also relies on the warping results of the input image. Thus, only modifying the latent code within
our method is difficult to achieve desirable editing effects. Inspired by HFGI3D [43], we employs
WarpGAN to generate N novel view images {Ii}Ni=1 corresponding to N different camera poses
{ci}Ni=1 to assist the optimization process of PTI [34], denoted as WarpGAN-Opt.

Specifically, for a single input image I with the camera pose c, we first employ an optimization-based
GAN inversion method [1] to jointly optimize the latent code w+ and the noise vector n in the 3D
GAN generator:

w+
opt, n = argmin

w+,n

L2(R(G(w+, n; θ), c), I) + λnLn(n), (13)

where Ln is a noise regularization term and λn is a hyperparameter [34].

Subsequently, we fix the optimized latent code w+
opt and fine-tune the 3D GAN generator based on

the input image I and a series of novel view images synthesized by our WarpGAN:

θ∗ = argmin
θ

LG(R(G(w+
opt; θ), c), I) + λmv

N∑
i

LG(R(G(w+
opt; θ), ci), Ii), (14)

LG = λG
2L2 + λG

LPIPSLLPIPS, (15)
where λmv is set to 1.0; both λG

2 and λG
LPIPS are set to 1.0.

After the aforementioned process, we obtain the optimized latent code w+
opt and the 3D GAN

generator with tuned weights θ∗. To generate attribute-edited images from different viewpoints, we
simply modify w+

opt [31, 36], specify the desired camera pose cnovel, and feed them into the 3D GAN
to obtain the edited image Îeditnovel in the novel view, that is,

Îeditnovel = R(G(w+
opt + αnatt; θ

∗), cnovel), (16)

where natt denotes a specific direction for attribute editing and α is a scaling factor.

C Broader Impacts

Our proposed method, which enables novel view synthesis and attribute editing of faces from a single
image, holds the potential to significantly impact various fields such as film, gaming, augmented
reality (AR), and virtual reality (VR). However, it also raises concerns regarding privacy and ethics,
particularly the risk of generating “deep fakes”. We emphasize the necessity of implementing robust
safeguards to ensure the responsible and ethical application of this technology, thereby minimizing
the risk of misuse.

D Additional Qualitative Results

Additional Qualitative Evaluation. We provide more visual comparisons between our WarpGAN
and several state-of-the-art methods in Fig. 7. In addition, since we utilize multi-view images
synthesized by WarpGAN to assist 3D GAN inversion optimization for editing, we also include
comparisons with this optimization-based method (WarpGAN-Opt). We can see that, due to the
limitations of the low bit-rate latent code, WarpGAN-Opt loses some detail compared with WarpGAN.
However, by leveraging the high-quality novel view images synthesized by WarpGAN, WarpGAN-Opt
achieves higher fidelity and realism in novel view synthesis than other optimization-based methods.
From the figure, it can be observed that our method outperforms Dual Encoder [4]. However, since
our method relies on the visible regions of the input image in the novel view to inpaint occluded
regions, our method degrades to a typical encoder-based 3D GAN inversion when the view change
is large and the visible region is small. In contrast, Dual Encoder focuses on high-fidelity 3D head
reconstruction and thus offers greater flexibility in terms of view changes.

Additional Attribute Editing Results. To more comprehensively demonstrate the capability of our
method in image attribute editing, we provide additional attribute editing results in Fig. 8. Specifically,
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Figure 7: Qualitative comparisons between our WarpGAN and several state-of-the-art methods.

we employ InterFaceGAN [36] for editing the “Anger”, “Old”, and “Young” attributes, and utilize the
text-guided semantic editing method StyleCLIP [31] for editing the “Elsa” and “Surprised” attributes.

Reference-Based Style Editing. In our WarpGAN, the latent code plays a crucial role in controlling
the inpainting process of SVINet. To more explicitly analyze the influence of the latent code, we
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Figure 8: Image attribute editing results obtained by our method. The edited attributes include
“Elsa”, “Anger”, “Old”, “Young”, and “Surprised”.
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Figure 9: Reference-based style editing. Each row represents the editing results of the same source
image corresponding to different reference images, where the source and reference images are
identical along the diagonal.

perform experiments by replacing the latent code of the input image during the inpainting process.
Specifically, for the source image Is with the camera pose cs and the latent code w+

s , we replace
them with the camera pose cr and the latent code w+

r of the reference image Ir during inpainting,
thereby achieving simultaneous editing of view and style. The results are given in Fig. 9.

For our SVINet, w+ modulates the convolutions in both NI and ND, where NI processes feature
maps at a resolution of 64× 64, and ND processes feature maps at resolutions ranging from 64× 64
to 512× 512. According to the characteristics of StyleGAN [20, 21], the latent code corresponding
to feature maps at resolutions of 64× 64 and above primarily controls the detailed features of the
image, such as the color scheme and microstructure. From Fig. 9, we observe that the main changes
are in the skin tone and hair color of the face.

Qualitative Evaluation in the Cat Domain. To further validate the generalization capability of our
method, we evaluate it in the cat domain. Specifically, we use the AFHQ-CAT dataset [9] for training
and evaluation. Following e4e [38], we use a ResNet50 network [16] trained with MOCOv2 [7]
instead of the pre-trained ArcFace network [12] to compute the identity loss in the non-facial domains
during training. As shown in Fig. 10, our method can generalize well to the cat domain and perform
novel view synthesis as well as attribute editing.
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Figure 10: Novel view synthesis and attribute editing on cat faces by our method. We visualize the
novel view synthesis results of WarGAN and WarpGAN-Opt, as well as the editing results of the
attributes “Color” and “Small Eyes”.
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