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Abstract—Learning based approaches have witnessed great successes in blind single image super-resolution (SISR) tasks, however,
handcrafted kernel priors and learning based kernel priors are typically required. In this paper, we propose a Meta-learning and Markov
Chain Monte Carlo based SISR approach to learn kernel priors from organized randomness. In concrete, a lightweight network is
adopted as kernel generator, and is optimized via learning from the MCMC simulation on random Gaussian distributions. This
procedure provides an approximation for the rational blur kernel, and introduces a network-level Langevin dynamics into SISR
optimization processes, which contributes to preventing bad local optimal solutions for kernel estimation. Meanwhile, a meta-learning
based alternating optimization procedure is proposed to optimize the kernel generator and image restorer, respectively. In contrast to
the conventional alternating minimization strategy, a meta-learning based framework is applied to learn an adaptive optimization
strategy, which is less-greedy and results in better convergence performance. These two procedures are iteratively processed in a
plug-and-play fashion, for the first time, realizing a learning-based but plug-and-play blind SISR solution in unsupervised inference.
Extensive simulations demonstrate the superior performance and generalization ability of the proposed approach when comparing with

state-of-the-arts on synthesis and real-world datasets.

Index Terms—Blind single image super resolution, Markov Chain Monte Carlo simulation, Meta-learning.

1 INTRODUCTION

INGLE image super-resolution (SISR) plays a crucial role
S in image processing society. It tends to reconstruct high-
resolution (HR) images from the low-resolution (LR) obser-
vations. With the fact that the degradation model is typically
unknown in real-world scenarios, growing studies begin to
predict the blur kernels and the HR images simultaneously,
known as the blind SISR problem. A common mechanism
to solve the blind SISR problem is underlying an alternating
optimization between two sub-problems, kernel estimation
and image restoration, which are iteratively minimized until
the HR image is restored. Kernel estimation is a pivotal step
in solving blind SISR problems, which determines the HR
image reconstruction performance, and thereby becomes the
centrality study of this paper.

Most of the existing blind SISR approaches can be cat-
egorized as model-based approaches and learning-based
approaches. Model-based approaches [1], [2], [3], [4], [5], [6]
enjoys better generalization-ability because of the explicit
degradation modeling and gradient-based solution scheme.
However, these methods suffer from the ill-posedeness and
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non-convexity of the blind SISR problem, and typically
stuck at the bad local mode during optimization. There-
fore, learning-based methods [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17] obtain popularity in recent years,
which realize significantly better performance via substitut-
ing explicit degradation model by network-based learning
procedure on a large amount of labelled data, therefore, pro-
viding data-driven image and kernel priors for solving the
non-convex blind SISR optimization problem. Nevertheless,
these methods are still restricted by high data dependency
on training samples and dedicated time-consumption for
model-training in real-world applications.

In general, we claim that there is a trade-off between
the reconstruction performance on individual task and the
generalization capacity on different scenarios in blind SISR.
On the one hand, stronger priors definitely bring better
performance, as the learning-based methods achieve. Mean-
while, the generalized flexibility to real-world applications
will be declined since strong priors typically lead to serious
overfitting. On the other hand, rational kernel priors and
adaptive optimization strategy, instead of exhaustively min-
imizing each individual sub-problem, are necessary to han-
dle the intrinsic non-convexity and ill-posedness of blind
SISR problems. The latest meta-learning based optimization
algorithms [18], [19], [20], [21] have substantiate significant
advances on solving non-convex optimization problems, in
particular, for those are with alternating minimization (AM)
framework, just as blind SISR problem does. In light of
the meta-learning mechanism that learns to extract mutual
knowledge for a “bird’s eye view” on global scope optimiza-
tion, these algorithms achieve considerably better conver-
gence performance on non-convex geometry. The common
idea of meta-learning-based optimization strategies lies on
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incorporating organized randomness to prevent trapping
into bad local optima, and a network-based optimizer is
meta-learned across iterations to ensure the incorporated
random disturbance following the primary objective of the
optimization problem. In this instance, this paper strives
to realize a novel blind SISR solution scheme, in which
rational kernel priors and adaptive optimization strategy
are gained through learning from organized randomness
without cumbersome training in advances as well as data
dependancy.

In this paper, we propose a Meta-learning and Markov
Chain Monte Carlo (MLMC) based approach to solve the
blind SISR problem. It establishes a two phases SISR op-
timization, including a Markov Chain Monte Carlo kernel
approximation (MCKA) phase and a meta-learning based al-
ternating optimization (MLAO) phase. In the MCKA phase,
a MCMC simulation on random Gaussian distributions is
proposed to substitute traditional model-based or learning-
based kernel priors, which are either handcrafted or deter-
ministic via pre-training. In contrary, the proposed MCKA
aims to learn task-general kernel priors from random Gaus-
sian distributions, and thereby achieves pre-training and la-
belled data free. A Markov Chains system modeling on op-
timization trajectory of the blind SISR problem is proposed
to provide organized randomness, which allows the Monte
Carlo simulations to sample Gaussian distributions with a
global scope on LR image reconstruction errors, therefore,
providing rational kernel priors for better convergence per-
formance. In concrete, a lightweight network is iteratively
optimized in an unsupervised manner using MCMC simula-
tions to approximately generate blur kernel, which is trained
across random Gaussian distributions. In this way, good
generalization properties and flexibility towards arbitrary
SISR tasks are ensured, and this organized randomness
leads to a relaxation that prevents the kernel estimation
trapping into bad local modes. Moreover, the MLAO phase
refines blur kernel and restores HR image, alternatively,
with respect to the task-specific LR observation. Instead
of the exhaustive minimization on each individual sub-
problem, the optimizer for kernel estimation is meta-learned
by minimizing the accumulated LR image reconstruction er-
rors over MLAO iterations. Then, an adaptive and effective
optimization strategy for better convergence performance
is obtained by learning the mutual knowledge of solving
a sequence of MLAO sub-problems. These two phases are
operated alternatively to realize a balance between task-
general relaxation via learning from organized randomness
and task-specific refinement.

The advantages of the proposed MLMC are listed below:
i) Plug-and-play. The MCKA phase effectively substitutes
the deterministic kernel priors by a plug-and-play learn-
ing process through MCMC simulation on Gaussian dis-
tributions. This results in negligible time-consumption and
circumvents the cumbersome demand of labelled training
samples. ii) Better convergence performance. Though without
training in advances, the MLAO phase achieves an adaptive
non-convex optimization strategy that converges to better
optimum for the estimated blur kernels. Meanwhile, the
MCKA phase can be regarded as a network-level Langevin
dynamics [6], [22], [23] towards the kernel estimation in
the MLAO phase, which provides a rational and trainable
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random disturbance with the kernel estimation via learning
from random Gaussian distributions. This also ensures the
convergence of kernel estimation. iii) Stronger generalization
capacity and flexibility. The obtained kernel priors from the
MCMC simulation are loose and dynamic, which endows
better generalization capability on different degradation sce-
narios. Besides, the plug-and-play fashion evades the data
dependency and re-training requests, therefore, significantly
improving the flexibility in practical applications. The main
contributions of this paper are listed below:

e An universal statistic framework for network-based
degradation model is proposed to elaborate the
network-based approach for SISR problem. On the
basis of this, an MCMC simulation model on random
Gaussian distributions with a glimpse on LR image
reconstruction error is established to elaborate a new
kernel approximation phase.

o Different to the commonly-applied pre-training or
manually designed kernel priors, a random kernel
learning scheme replaces the ordinary kernel priors,
which realizes a learning-based but plug-and-play
kernel prior generation paradigm and contributes
to a commonly network-level Langevin dynamics
optimization for convergence improvements.

e A meta-learning-based adaptive strategy is con-
structed to solve the blind SISR problem. It learns
to optimize the non-convex and ill-posed blind SISR
problem in a less-greedy optimization strategy, and
thereof ensures better convergence performance to-
wards ground truth when only depending on the
observed LR image.

e To the best of our knowledge, MLMC is the first
learning-based but plug-and-play SISR approach
that achieves superior performance and can be di-
rectly applied to common kernel estimation tasks
including isotropic and anisotropic Gaussian, non-
Gaussian and motion kernels, with competitive num-
ber of parameters, runtime and memory usage com-
paring to the state-of-the-art, as well as robustness to
the noise.

2 RELATED WORK
2.1 Blind SISR methods

The existing blind SISR approaches can be roughly cate-
gorised into model-based and learning-based approaches.

Model-based methods. Most of the early model-based blind
SISR appraoches [1], [24], [25], [26] merely aims to construct
specific HR images priors with explicit formulations, such as
gradient profile [27], hyper-Laplacian [28], sparsity [29] and
total variation (TV) [30], for better reconstruction perfor-
mance. More recent studies begin to focus on kernel priors
designing. For example, Jin et al. [31] propose a popurlar
heuristic normalization as kernel prior which realizes better
convergence. Yue ef al. [6] employ an explicit pre-defined
Gaussian kernel model, achieving good robustness on noise
scenarios. It iteratively optimizes the Gaussian kernel and
the input noise via a gradient-based algorithm, which causes
limitation towards capturing varying kernel categories.
In sum, model-based approaches are typically with good
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generalization-ability due to the explicit modelling on task-
specific priors. Meanwhile, significant performance decline
will appear when the manually designed kernel priors
slightly deviate to the degradation model in application.
Besides, due to the high ill-posedness and non-convexity
of the blind SISR problem, model-based methods can easily
get stuck at local optimums via the hand-crafted and rule-
fixed gradient descent based optimization algorithms. These
urge researchers turn their attentions to learning-based al-
ternatives for better convergence performance and more
flexibility.
Learning-based methods. The arise of deep learning has
motivated the learning-based blind SISR approaches to learn
kernel/image priors via network-based behavior. These
models are typically pre-trained on paired LR/HR image
samples to obtain image and kernel priors. Typically, end-
to-end deep networks are adopted to formulate the degra-
dation model [32], and therewith bring about plenty of deep
convolutional neural network (CNN) based SISR optimizers
[9]1, [33], [34], [35], [36], [37], [38], [39], [40], [41]. Specifically,
Liang et al. [42] propose an end-to-end deep network that
estimates kernel for different patches in LR images via
residual blocks. Fang et al. [39] establish a two-stage frame-
work for solving blind SR task with a statistical modelling
on LR image, which learns mean and variance from LR
image estimate kernel. To improve the generalization-ability
towards diverse degradations of real image, Zhang et al.
[38] design a practical degradation model with shuffled blur
for the synthetic training data. More recently, Xia ef al. [40]
propose a knowledge distillation based implicit degradation
estimator for blind SR task, allowing better generalization
towards different degradations. Deep image prior (DIP)
[2] is one of the most well-known model that is capacity
of learning image features in an unsupervised way with
superior performance on solving computer vision tasks.
However, it suffers from limited generalization-ability on
different degradation models when dealting with blind SISR
problems. In this instance, recent works [43], [44], [45], [46],
[47] introduce meta-learning for better generalization-ability
via training across different samples in terms of image sizes,
degradation categories and resolution ratios. Nevertheless,
these methods demand large amount of training samples
and time-consuming dedicated pre-training phase. Mean-
while, other works [11], [42], [48], [49], [50], [51], [52] strive
to expand the conventional model-based iterative solutions
with learning-based behavior via unfolded deep learning
algorithms. Gu et al. [53] propose an network-based alterna-
tive optimization framework that simultaneously optimizes
the blur kernel and HR image via deep models. Zhang et
al. [50] formulate a fundamental deep unfolding framework
for SR task, which unfolds the MAP inference via a half-
quadratic splitting algorithm. More recently, Liang et al.
[13] establish a flow-based kernel prior (FKP) model that
realizes an improved performance through pre-training a
kernel estimator as non-parametric priors, and incorporates
it with the existing SISR approaches. Approaches in [41],
[52] formulate deep-unfolding-based model on the basis of
half quadratic splitting algorithm and proximal gradient
descent algorithm.

In a sum, the latest blind SISR methods illustrate a
trend of reducing the dependency on training resource (pre-
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training stage, external training data) and strengthening the
generalization-ability on varying degradation categories.
Although the exsiting works, such as FKP-DIP [13], in which
the necessity of large amount of images is replaced by
kernel samples, have achieved less pre-training demand,
they still require hours to train their model in advance
and the performance is determined by the training samples.
To reduce the kernel prior dependency, this work designs
a MCMC simulation on random Gaussian distributions to
provide an approximation for the blur kernel, while neither
pre-training nor labelled data is necessary, and thus improve
its generalization-ability towards different degradation cat-
egories.

2.2 Meta-learning-based Non-convex Optimization

Differ to the conventional deep learning methods that focus
on optimizing each task exhaustedly, meta-learning meth-
ods [18], [19], [20], [21] prefer to leverage the mutual experi-
ence of solving different tasks to obtain good generalization-
ability and adaptability for the trained model. For example,
Li et al. [54] propose a metric-based meta-learning that
shares a hierarchical optimization structure to handle the
task-specific information and task-across knowledge. Re-
cently, Xia et al. [21] introduce a randomness perturbations
with gradient descent algorithm pinciple, which is realized
by meta-learning the optimization trajectory during itera-
tions. Inspired by [21], Yang et al. [55] further extend the idea
of introducing random perturbations for better convergence
performance in a plug-and-play fashion on solving another
formous non-convex and ill-posed weighted sum rate prob-
lem in wireless communication society, and attains state-of-
the-art performance with competitive computational com-
plexity. In a nutshell, these approaches aim to balance the
to allow better convergence in the non-convex problems.
Motivated by this idea , this paper employs a meta-learning
scheme for solving SISR problem, hoping to achieve better
convergence in the blind SISR problem.

3 NOTATION AND PROBLEM STATEMENT
3.1 Notation

We denote vectors and matrices by bold letters. The super-
script represents the index of the iteration, while the sub-
script indicates practical meaning of variables. We denote
the neural network model by G(-) with parameters ¢. In the
rest of this paper, we define variable with * on superscript
as the well-optimized results. For the degradation model, let
y denotes the down-sampled LR image, © denotes the HR
image, ® indicates the convolution operation, | s denotes the
down-sampling operation with scale factor s, and k denotes
the blur kernel. We define n ~ AN(0,0?) as a zero-mean
white Gaussian noise with variance o2. Let || - ||z denotes
the Frobenius norm.

3.2 Model-based Degradation Model

The fundamental degradation model of image super-
resolution [56], [57], [58] is typically formulated as follows

y=(x®k)ls +n. 1
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Following the maximum a posteriori (MAP) framework, the
blind SISR problem can be formulated as a MAP problem:

max p(y|z, k)p(@)p(k)- 2

In Eq. (2), p(y|x, k) denotes the likelihood of the observed
LR image, p(k) denotes the kernel prior, and p(x) is the
image prior. When optimizing the log-likelihood of (2), the
problem can also be expressed as

argmin [y — (z ® k) I [ + M@ (@) + S2(K),  (3)

where ®(z) and Q(k) are the prior information functions
with weights A and 3, respectively. In the model-based
methods, a projected alternation minimization (PAM) [1]
based iterative optimization between x and k is typically
applied to solve problem (3) in the following form

T* = argmin ly — (x@ k)L 15+ A0(x),
k= argmin |y — (@ 9 k) L |3+ s0k), @

subjectto ||k|1 =1, k>0, = > 0,

where the constraints are satisfied via projected gradient
descent at each iteration step, more details of the PAM
formulation could be found in [1].

3.3 Network-based Degradation Model

Black-box based Framework Most of network-based degra-
dation models, such as SRCNN [32], RCAN [59] and DASR
[12], estimate HR image by an end-to-end deep network
Ggz(+). Let ¢ denotes the parameters of the deep network,
then the optimization problem (3) is converted to

o* = arg mdi)n >, =l -G, o)F 6
@), ,yi €Dy

where w?t is the ground truth HR image paired with LR

observation y; in training dataset Dy, = {2, 3y’ }71_,.
Double-DIP Framework Following the AM-based frame-
work in (4), Double-DIP framework [4], [60] establishes two
networks G (-) and Gg(-) with parameters ¢, and ¢y to
estimate HR image and blur kernel by taking fixed random
noises z and zj, as input in the following form

L = argle)in |y — (Ge(zz, Pz) @ k) |s H%"
;. argrgin ly — (& @ Gr(zk, Pk)) Ls |-

k

(6)

FKP-DIP Framework Differ to Double-DIP framework,
FKP-DIP [13] learns kernel prior via pre-training ¢, on a
labelled kernel dataset Dy, as follows,

), = argmin i e, kg — G2k, )l

¢y = arg Igin 1y — (Ga (22, P2) @ K) Ls I, (7)

zj, = argmin [ly — (z ® Gr(zk, $%)) s |7

k

where k;t is the ground truth blur kernel, and ¢}, denotes

the pre-trained network parameters with respect to labelled
kernel dataset Dy, = {kJ,}7_,.

4 THE PRoOPOSED MLMC APPROACH

In this paper, a statistic formulation for network-based
degradation model is introduced, and a MLMC approach
is proposed to optimize the blind SISR problem in an al-
ternative framework, containing an MCKA stage for kernel
approximation and an MLAO stage alternatives on kernel
and HR image estimation.

4.1 Problem Formulation for Network-based Degrada-
tion Model

Following the concept of the network-based degradation
model that learns to optimize HR image and blur kernel
via network-behavior, the optimization of = and k are
converted into the optimization of parameters ¢, and @y.

Mathematically, according to the Bayes theorem, we
have

p(x) = p(x|P2)p(Pz)/p(dz|T), @®)
p(k) = p(k|ow)p(Pr)/p(Pr|k). )
Then, the primary MAP problem (2) can be reformulated as

. PRG0S0 kleIp(er)

b P p(dz|)p(dr|k)

Given the fact that the obtained HR image = and k are
determined by the parameters ¢, and @y, respectively, thus
p(¢z|x) = 1 and p(¢r|k) = 1. Then problem (10) can be
further reformulated as

max p(ylz, k)p(z|de)p(k|Pr)p(Pz)p(dr)-

Given that p(y|m,k)p(w|¢m)p(k|¢k) = p(yawak|¢ma¢k)/
then we have

z, Pk

)

(12)

When rewriting problem (12) in logarithm form, an uni-
versal statistical framework for network-based degradation
model is given by

Jnax logp(y, z, k|pz, dr) + log p(@e) + log p(dr), (13)

where the first term denotes a maximum log-likelihood
estimation for parameters ¢, and ¢j with respect to the
joint probability of LR observation y, HR image « and blur
kernel k. The second and third terms in (13) denote the
image prior and kernel prior, respectively.

Specifically, the first term is typically demonstrated by
a minimization problem of LR image reconstruction error
with respect to alternatively optimizing parameters ¢, and
@, as what Double-DIP does in (6). The black-box based
end-to-end deep learning solutions, such as SRCNN [32],
RCAN [59] and DASR [12], are typically pre-trained on
labelled HR image dataset D, consequently resulting in a
strong image prior. These methods tend to learn an effec-
tive image prior from labelled data, referring to p(¢z|Dxz).
Meanwhile, classical image priors are easy to be applied to
(@) in the form of regularization or constraint aligned
with LR reconstruction error. In contrast, the latest blind
SISR approach, FKP-DIP, tends to learn kernel prior instead
of image prior in the form of trainable parameters by pre-
trained on kernel dataset Dy, referring to p(¢r|Dy).
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Fig. 1. The overall framework of the proposed MLMC.

On the basis of the problem (13), three developed mod-
ules for kernel prior, image prior and maximum likeli-
hood estimation, respectively, are proposed in this paper
as follows: i) In Section 4.3, a Markov Chain Monte Carlo
simulation on random Gaussian distributions k,, referring
to kernel approximation p(¢x|k,), is proposed to substitute
pre-training based kernel prior p(¢x| Dk ); i) In Section 4.4.2,
a hyper-Laplacian prior is adopted to improve the denoising
performance, referring to p(¢,|n); iii) In Section 4.4, a meta-
learning based alternating optimization strategy is incorpo-
rated to optimize parameters ¢, and ¢y, to improve the con-
vergence performance of solving the maximum likelihood
estimation for p(y,x, k|, ¢r). Detailed demonstrations
on each part are given in the following subsections.

4.2 Overall Framework

The overall framework of the proposed MLMC is depicted
in Fig. 1. The fundamental paradigm is established on an
alternating optimization between MCKA (blue) and MLAO
(yellow) phases over the parameters of kernel estimator net-
work ¢y, and image restorer network ¢,,. Specifically, ¢, are
optimized across these two phases referring to ¢ avic and
&1 M1, while ¢, are only optimized within MLAO. The al-

Algorithm 1: The overall framework of the pro-
posed MLMC algorithm.

1 Input: y.

2 Initialized: ¢}, qb,lc’ML, d)llc,MC/ Za, 2k

3 fori<1,2,....,1do

4 % Markov Chain Monte Carlo Kernel
Approximation

5 Pl = fMCKA({kij}Z:h 2k, ¢’E,Mc)

6 % Meta-learning based Alternating Optimization

7 ¢)Zm+13 ?’L[é[c = fMLAO((i);g,MLa ¢va Y, Zx, zk)

s end

9 Output: k = Gi(zk, O, 1), © = G (22, OL)

ternative optimization process between MCKA and MLAO
is referred as the outer loop with index ¢ = 1,2,.-- 1.
At each outer loop step, there are MCKA inner loop with
the index [ = 1,2,...,L and MLAO inner loop with the
index ¢ = 1,2,...,Q, respectively. In MCKA inner loop,
the parameters of kernel generator ¢ ric are iteratively
updated with respect to L number of MCMC simulations
on random Gaussian distributions to endow random kernel
priors. In MLAO inner loop, the alternates between kernel
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decreasing on MCMC loss. Right: the three panels show the trajectory of optimization on ¢§€,MC over the geometry of MCMC loss (blue crosses).
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the MCMC simulations sample kernels (green crosses) from random Gaussian distributions with respect to a posterior that the sampled kernel
should minimize the MCMC loss as well as close to the last generated sample. What stands out in this chart is the fluctuated convergence of the
sampled kernel PSNR. This is caused by the posterior distribution formed by the Markov chain possible transition p(qﬁij&c\(bﬁc'Mc, 2z, x,y). Right:
the three panels illustrate that sufficient MCMC sampling will lead to an approximation of posterior distribution underlyingj the minimized MCMC loss
with respect to k*. The random samples (green crosses) are distributed on posterior distribution with the guidance of probability density from LR
reconstruction loss. Those kernels with less MCMC loss will be sampled with higher probability along with the MCMC process. We note that k* is
the generated blur kernel with respect to ¢

estimation and HR image restoration are processed for @
iterations to ensure the estimation accuracy on the basis
of the given LR observation. Mathematically, MCKA phase
generates random kernel priors {k;"}Z_, to optimize pa-
rameters @y pmc as follows

¢L7ML = chKA({k?lg’T}Z:p 2k, ¢L,MC)7

where fuycka denotes the MCKA optimization process, and
z) is a random noise taken as input of the kernel estimator.
The obtained ¢L, v Will be delivered to MLAO to provide a
rational initialization of blur kernel in HR image restoration,
and the parameters are optimized with respect to the LR
observation:

(14)

1 i1 ) .
¢)Zm+ ) ;;:MC = fMLAO(¢;c,ML7¢Zm7y7Zm7Zk)7 (15)
where fyrao denotes the meta-learning based optimization
for HR image restoration, and z, is a random noise input to

the image restorer. The overall framework of the proposed

MLMC is given in Algorithm 1. We will delineate these two
phase as follows.

4.3 Markov Chain Monte Carlo Kernel Approximation

In this subsection, a kernel approximation method via
MCMC simulations on random Gaussian distributions is
proposed to provide rational kernel priors for p(¢yg). This
process is named MCKA and we elaborate it in terms of the
MCMC formulation, the random kernel sampling process,
the optimization of kernel estimator, and the comparison
towards the existing kernel estimators as follows.

4.3.1 The MCMC Formulation for Kernel Estimator

The MCMC method is widely used to systematically gen-
erate random samples from distributions, e.g. Gaussian,
which allows the algorithms to obtain a sample of the
desired distribution by establishing a Markov chain that
achieves equilibrium at the desired distribution. In light of
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this, we proposed an MCMC simulation on random Gaus-
sian distributions to provide kernel priors, and construct a
Markov chain on the parameters of the kernel generator,
which are updated iteratively during the MCMC process to
approximate blur kernels for blind SISR task. The proposed
MCKA contains two major parts, the MCMC simulation
on random Gaussian distributions and the optimization on
kernel approximation network.

Mathematically, let [ = 1,2,..., L denotes the index of
MCMC step. At the [ MCMC step, a shallow FCN Gg(-)
with parameters ¢}, ;¢ is applied to generate blur kernel '
via taking a fixed random noise 2z, as input in the following
form:

k! = Gr(zk, d)i:,MC)'

Meanwhile, let k;, denotes a blur kernel with kernel size
(2d + 1) x (2d + 1) from random Gaussian distributions,

(16)

1 T
ks = p(h|X) = mew{(h—ho) ¥(h—ho)}, (17)
where h = [7'] denotes the coordinates, m,n € [—d,d],
3 = [ 7' 4, ] denotes the covariance matrix, o1 and o are the

horizontal and vertical variances, p is the kernel additional
random rotation angle, and hg denotes the kernel cen-
tre coordinate. This indicates that the randomly generated
distributions cover different kernel size d, centre hg, and
categories X. At the ! MCMC step, according to Eq. (17),
the MCMC sampled random kernel ké is given by

K= [ pI=n(idhuc ez )ds (8
where the p(2|¢§c)Mc,zk,x,y) denotes the the posterior
over the current parameters state ¢§c, M- the given HR image
x and LR image y.

Then, the Markov chain is established on a sequence
of generated blur kernels that are determined by the cor-
responding network parameters ¢ yic, D mcs - - - » Phoic-
The network parameters gi)ic’ Mc are iteratively updated with
respect to the Markov chain transition possibility in the
following form

log p(@h e Ky Dl picr 2k @, y) =
10gp(¢§::]\£{c|klga ¢§C7MC7 zk) + Ing(ké|¢§c,Mc, 2k, T, y)7
(19)

where log p(qﬁfj]\ldc | ké, (;Sﬁc, e 2k ) denotes that the state tran-

sition probability is determined by the sampled random
kernel k:;, ¢§c,MC and zpg. logp(klg|¢L’MC,zk,m,y) denotes
the MCMC sampling posterior based on the LR image
reconstruction error and the approximated blur kernel. Note
that we have omitted the prior terms p(x), p(y) and p(zx),
which are fixed during the MCKA stage. Eq. (19) illustrates
that the proposed MCMC process is composed of two major
modules: the update on d);c, mc- referring to the optimization
on the kernel approximation network, and the random sam-
pling for kzé, referring to the MCMC simulation on random
Gaussian distributions, respectively.

Fig. 2 illustrates the algorithmic principle and objective
of the MCKA phase. Specifically, Fig. 2 (a) shows that the
approximated kernels are iteratively optimized based on
the Markov chain update on (Mc,Mc- It can be seen that the

7

approximated blur kernels are iteratively optimized to be a
rational blur kernel with respect to the updates on ¢}, .. In
the first column of Fig. 2 (b), it explicitly shows that with
the update number, the optimization loss of ¢} ,,- non-
monotonically decreases. This is because that the update
is implemented in the way of gradient-based strategy as
shown in the third column of Fig. 2 (b). Moreover, thanks
to the randomly sampled kernels in MCMC simulations,
the optimization on d)f'm Mc is able to escape from bad local
optimum and converges to an equilibrium stationary mode
as the forth column of Fig. 2 (b) presented. This is achieved
by the parallel MCMC simulations that provide organized
randomness to guide the optimization process in Fig. 2 (b).

Specifically, the randomly sampled kernels are shown in
Fig. 2 (c). The first column shows the general trend of the
sampled kernels with update number. Though the MCMC
simulations retain significant fluctuation on kernel PSNR,
a converge trend is presented. In the second to the forth
columns, the posterior distribution with respect to the LR
image reconstruction error loss is presented, where the high-
est probability density refers to the blur kernel k* that min-
imizes the LR image reconstruction error. As shown in the
forth column of Fig. 2 (c), the MCMC simulations randomly
sample on the posterior distribution, and thereby realize or-
ganized randomness that leads to dense distribution around
the k*. The forth columns in Fig. 2 (b) and (c) illustrate that
the organized random sampling on posterior distribution
allows the optimization on d)}aMC escaping from bad local
optimum and achieving equilibrium oscillation around the
optima. We conclude that the updates on (Mc,MC in Fig.
2 (b) and the random sampling from MCMC simulations
in Fig. 2 (c) are iteratively processed in MCKA iterations
underlying learning from random Gaussian distributions
that are organized by the MCMC based loss, therefore,
attaining rational blur kernel as priors and providing better
convergence performance.

4.3.2 Random Kernel Sampling Process

A Monte Carlo simulations on random Gaussian distribu-
tions is proposed with respect to Markov chain on the state
of kernel generator parameters d)LMC. These parameters
determine the approximated blur kernels, which are itera-
tively updated during the MCKA steps on the basis of the
randomly sampled kernels and LR reconstruction error.

In practice, the I'" sampled kernel k. is nontrivial,
thereof, the integral operation is replaced by the summation
of sufficient sampling on the whole distribution, as the
classic Monte Carlo simulation does as follows

T T
k:é ~ Zp(h\El’T)p(Elﬂd)éc)Mc,zk,az,y) = Zwl’Tké’T,
T=1 T=1
(20)

where p(h|X!7) can be referred to the 7" Gaussian ker-
nel k:é" dominated by the covariance matrix X7 with
01,02 € (0,0maz] and p € [—m, 7. Opmax denotes the
maximum variance of kernel boundary, and T is the total
number of random samples in one Monte Carlo simu-
lation. p(h|="T)p(E57| by, s 2k, €, y) can be referred to
the weight w'™ of the 7t sampled kernel. Different to
the conventional Monte Carlo simulation that uniformly
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Fig. 3. Blur kernels are randomly sampled by the Monte Carlo simulation
from different Gaussian distributions, e.g., different variances () and
rotation angle (p).

samples blur kernels from random Gaussian distributions,
in this paper, the Markov chain on q&éc, Mc re-weights all the
sampled kernels by kernel weight w"” in one Monte Carlo
simulation as follows

LT

whT = p(klgﬂ‘ﬁc,MC’ 2k, T, Y) X e (21)

"=y - (@@ k) da |
+[1Gr(zh, Dlic) = kg +e (22)
where ¢ is a small hyper-parameter to prevent 17 = 0.

Eq. (21) and Eq. (22) illustrate that the randomly sampled
kernels are weighted by the v/'7 that is composed of the LR
image reconstruction term and the MSE of sampled kernel
and approximated kernel at the [th jteration. Therefore, we
claim that the randomly sampled kernels are organized to
be distributed closely to the kernels that minimize the LR
image reconstruction error, and the new sampling will pre-
fer to occur in the neighbor of the last sampled kernel. The
LR image reconstruction error urges the randomly sampled
kernels realizing the posterior distribution as shown in Fig.
2 (c) right, while the MSE brings a balance between steep
variation on kernel PSNR and stable convergence on the
obtained rational blur kernel as shown in Fig. 2 (c) left.

We note that, instead of exhaustively sampling on the
full range of ¥ with extremly large sampling number 7', as
the classical MCMC method does, only a few realizations are
randomly sampled in one MCKA stage. In Fig. 3, the visual-
ization of the randomly sampled blur kernels from different
Gaussian distributions in one Monte Carlo simulation is
presented. It is explicit that the variability of these sampled
kernels in terms of coordinate and outline are significantly
large. After the Markov chain possible transition reweights
the sampled kernels, the obtained 1r1tegrated kernel kl is
applied to optimize the parameters ¢! Mc- In this way the
obtained sampled kernel kl can be regarded as a loose
relaxation for the obtained approximated blur kernel k!, that
is dominated by parameters ¢§c wmc, Which typically suffers
from the overfitting optimization during the MLAO stage
even with the proposed meta-learning-based framework.
The optimization on approximation network will be demon-
strated next.

4.3.3 Optimizing the Kernel.

The parameters of kernel approximation network ¢ ac are
iteratively optimized with respect to the randomly sampled
Gaussian distributions at each MCKA iteration. Specifically,
at each iteration [, recalling the transition possible in Eq.
(19), the optimization on ‘Mc,Mc can be expressed as a log-

Algorithm 2: The work flow of the MCKA phase.

1 Input: y, 2, ¢};,Mc.
2 % Markov Chain Monte Carlo kernel approximation

3 ¢k Mc (z);c,MC
4 Sample random kernels {k7}7_, via MC sampling
5 forl < 1,2,...,Ldo
6 fort+ 1,2,...,T do
7 "=y - (z@kyT) s ||flv+ -
8 Gk (2k, P pac) — kg™ )| +e
9 wl’T = yllv'f
10 end
T Li r
n £1i\Ac1? Zflzr (2K, Piepac) — kg (S )%
12 k+Mé = dg'me — ’YMcAdam(ad)l —Lisc)
13 end
U O mr ¢’k MC

15 Output o) kM

likelihood maximization problem on transition probability
in the following form

maXlng(qb;::Z&Idk ¢kMC7zkam y)

=max log () e (kg T} T=1s Dhomcs 2o, y),  (23)

where each random sampled kernel k:l T is independent
and identically distributed (i.i.d.). However each ké entails
Markov chain based re-weighting recalling to w"”™ in Eq.
(22), which bridges the possible transition with the LR
reconstruction in terms of « and y. Therefore, the optimiza-
tion problem (23) can be rewritten as

T
maxlog [ [ p(oihclkl™)p(ky 18k amcs 21> 2, Y)

=min Z - logp((ﬁii_]\hc ké’T)p(k‘f]’T |¢L,MC7 Zky L, y)

T=1

(24)

As  demonstrated in Eq. (21), w7 =
p(K;T| Bk picr 2>, y). Then, the MCMC loss Liy is
given by

k)%, (25)

T
min Lhe= Z whT||Gr (2, ¢L,Mc) -

k,MC =1

Eq. (25) elaborates that the parameters ¢§€7 Mc are optimized
with respect to the MSE between the approximated blur
kernels and the randomly sampled kernel, underlying the
organized by the MCMC weight w!7. The parameters are
optimized by the Adam [61] optimizer:

0
ijzarc = ¢§c,Mc — Ve - Adam T Licl, (26
0Py, mc

where i, denotes the learning rate.

We note that the optimization on the kernel approxi-
mation network is implemented in a way of plug-and-play
fashion, that is “training while solving” the blind SISR task,
instead of training in advance. The whole MCKA stage alter-
natively processes the MCMC simulations for rational blur
kernels and optimizes the kernel approximation network via
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learning from organized randomness. There are two major
contributions of enrolling the proposed MCKA procedure in
solving blind SISR problem. On the one hand, the MCMC
simulations provide a loose but rational kernel priors for
blur kernel estimation, while no pre-training procedure and
labelled data are needed. On the other hand, the MCKA
phase periodically brings random disturbance to the con-
vergence of the parameters ¢y, which are alternatively opti-
mized with respect to the LR image reconstruction error loss
in the MLAO phase. Therefore, it prevents the optimization
of the parameters ¢, converging to bad local modes due
to the intrinsic non-convexity and ill-posedness. We note
that the randomnesses learned in MCKA will approximately
converge to a desire distribution via the MCMC behavior
in terms of minimizing the LR image reconstruction error.
Thus, the additive disturbance will not lead to a significant
deviation that is detrimental to the convergence of solving
blind SISR problem.

The overall data flow of the MCKA phase is given in
Algorithm 2. It should be also noted that we set L and T'
to be small for the following two reasons: i) The obtained
kernel priors are flexible, and can be easily refined by the
LR image reconstruction error; ii) The implementation is
less time-consuming and computationally less demanding,
ensuring negligible runtime cost and memory usage. Con-
sequently, the MCKA is implemented in a plug-and-play
manner and is combined with a meta-learning framework
to resolve the blind SISR problem in the next section.

4.3.4 Kernel Estimator Comparisons

As aforementioned in Section 2, the existing kernel estima-
tors can be roughly divided into two categories: designing
kernel model in a handcraft way [1], [4], [6] or estimating
kernel via networks [13], [42], [60]. We compare the most
related existing kernel estimators as follows:

o Deep-learning methods: More recent deep learning
methods also investigate to design specific modules
on the basis of kernel prior knowledge, such as
implicit degradation modeling [40], shuffled degra-
dation processes [38], and varying degradations for
multiple patches [42]. In a nutshell, these methods
tend to estimate kernels via learning on labelled HR
images with independent modeling on kernel priors.
In contrast, the MLMC strives to learn kernel priors
from randomness in an unsupervised manner and
follows a plug-and-play fashion.

e Double-DIP: Double-DIP adopts a DIP-like network
without pre-training for kernel estimation. The
adopted network is simply optimized with respect
to LR image restoration error and no specific kernel
priors available, thus the performance is not satisfac-
tory in most Gaussian and motion kernel cases. Then,
the network utilized in MLMC has two differences
comparing to Double-DIP: i) the network architec-
ture is much more lightweight; ii) the parameters are
optimized on the basis of random kernel priors along
with the LR image restoration error.

e FKP-DIP: The kernel estimator FKP module is pre-
trained in a supervised way with sufficient kernel
data. This training process typically requests hours

9

and is necessary when being applied to different ker-
nel categories. In contrast, the kernel learning mod-
ule in MLMC is plug-and-play, allowing stronger
flexibility for varying kernel categories.

e BSRDM [6]: In BSRDM, an explicit two-dimensional
Gaussian model is employed to estimate the Gaus-
sian kernel, whose parameters (mean and variance)
are optimized via a gradient-based algorithm along
with the LR image reconstruction error through the
entire solution iterations. In contrast, the kernel esti-
mator in the proposed MLMC only formulates the
kernel distribution, allowing a significantly larger
scope for kernel prior learning, resulting in more dy-
namic and flexible kernel priors. Besides, the MLMC
kernel estimator is trained on the basis of learned
kernel priors and LR observation, ensuring better
convergence performance than BSRDM. Moreover,
the MLMC can be applied to non-Gaussian kernels,
such as the motion kernel. This highlights its better
generalization ability and flexibility in practice.

In a nutshell, comparing to the existing kernel estimators,
the proposed MLMC combines the merits of model-based
and learning-based methods, realizing a training while solv-
ing paradigm for kernel estimation without requests on
labelled dataset and training before applying. We claim
that the random kernel-prior-learning based MCKA is the
main technical contribution of the proposed MLMC and
the fundamental discrepancy towards the existing kernel
estimators.

4.4 Meta-learning based Alternating Optimization

Despite rational kernel priors, referring to p(¢g), can be
gained from the MCKA phase, the primary blind SISR
problem with respect to p(y, €, k|4, Px) retains high non-
convexity and ill-posedness, therefore, being ease of con-
verging to bad local optimums, especially for the kernel
estimation. Inspired by [21], [55], a meta-learning based
alternating optimization is designed to optimize ¢, and ¢y
from the observed LR image y, the whole process is named
MLAO phase and elaborated as follows.

4.4.1 HR Image restoration Optimization

As aforementioned in Section 3.3, the network-based blind
SISR problem (6) is typically solved in an AM-based fashion
between the kernel estimation and image restoration sub-
problems, which alternatively estimate the HR image = and
blur kernel k via networks Gg (2, ) and Gg(zk, Ok),
respectively. However, the intermediate solutions from each
sub-problem in (6) typically contain significant noise, and
the minimization behavior for each sub-problem using only
first-order information may not necessarily lead to benign
solutions in the view of global convergence. Therefore, a
meta-learning scheme is proposed to learn a less-greedy and
adaptive updating rule for better convergence performance
in terms of kernel estimation.

Mathematically, let p = 1,2,..., P denotes the SISR
iteration index, and ¢ = 1,2,...,Q represents the index
of the meta-update on the kernel generator. Then, at the p'"
iteration, the LR image reconstruction error is given by

Lre = lly — (=" @ k7) L [I7, 27)
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where k% = Gy (zk, ¢y, ) and 2P = Gy (24, ¢4). Instead
of exhaustively optimize each sub-problem with respect to
minimizing L%, the kernel estimation iterations are pro-
cessed in a meta-learning manner. We tend to minimize the
leveraged reconstruction errors over P iterations, denoted
by the meta-loss Ljj;;, to update the parameters ¢}, ,,; for Q
times as follows

P
1
EZ/IL = P E wp'CﬁEv (28)
p=1

ZJ,S\;L = ¢)i,ML - IYIL\]/IL - Adam <6¢35§4L> , (29)
kML

where vy}, denotes the learning rate at the ¢'" meta-update
step and w? is the weight of L}, at iteration p. In this
instance, the parameters gb(,iML are no longer optimized
via minimizing each individual reconstruction error but the
accumulated losses £},;, which results in a less-greedy but
more adaptive optimization strategy. As illustrated in [21],
L}, essentially leads to a better optima, as it optimizes
each individual sub-problem in-exhaustively by globally
learning the mutual knowledge of the optimization strategy
on partial reconstruction error trajectories across iterations.
In this way, the optimization strategy for the blur kernel
estimation is endowed with a relaxation, which allows non-
optimal solution at the p** sub-problem for ¢ during the
estimation iterations but is capacity of converging to better
optimum in the view of P iterations.

Meanwhile, the image restoration sub-problem is opti-
mally solved at each iteration on the basis of the hyper-
Laplacian image prior demonstrated in Section 4.4.2, which
updates the parameters ¢,, as follows,

Pt = ¢ — 4P . Adam (%ﬁﬁlsﬂ) , (30)
where <2 denotes the learning rate. We note that the
adopted network G, is a well-designed image restorer
with substantiated performance in the literature [2], [4],
[13]. Hence, the vanilla iterative minimization is sufficiently
satisfactory to realize good HR image reconstruction when
the blur kernel is obtained through the meta-learning based
optimization strategy.

In this stage, the overview of the MLAO phase is de-
picted in the yellow box in Fig. 1 and the work flow is
given in Algorithm 3. Explicitly, the whole MLAO stage
tends to refine the approximated kernel based on the meta-
loss L}, as such @, ,,, are optimized on the basis of the
observed LR image y via a less-greedy and more adaptive
optimization strategy. We note that the incorporated meta-
learning approach on kernel estimation regards each kernel
estimation sub-problem as training sample, and meta-learn
across kernel estimation iterations to extract the mutual
knowledge of solving a set of sub-problems. In this way,
the learned update rule becomes more flexible and non-
monotonically, therefore, being able to prevent trapping into
bad local optimum.

4.4.2

In this subsection, we further propose an HR image restora-
tion formulation for the noise scenario. A hyper-Laplacian

Image Noise Optimization
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Algorithm 3: The work flow of the MLAO phase.

1 Input: ¢ik7ML? ¢,:Ln7 Y, 2, k-
% Meta-learning based alternating optimization
(MLAO)

» , ,/ ,
e < Phors by — ¢,

N

w

4 forg«+1,2,....Qdo

5 k1= Gk(zk, (f)Z”IML)

6 % Image network update

7 forp<1,2,...,Pdo

8 P = Gy (24, OB

9 0% = ﬁ ZjeN{yj — [(x? ® k7) lrS]j}Q
10 Lipw = glly — (@ @ k) L ||+

1 Py, (Ife®@P||3)"
12 QLTI @ — Ak - Adam (505 LR )
13 end

| @l ght

15 % Kernel network update

16 Ly = % 25:1 WP Lyp

17 ¢er1\;ii — ¢%§VIL — M- Adam(%ﬁl‘fﬂ)
18 end ’
19 L — B, ¢;e+,1&1c — ¢’g,’1\i/m

20 Output: ¢t pit) -

image prior is incorporated with the HR image restoration
for p(¢z). We formulate an independent and identically
distributed (i.i.d) additive white Gaussian noise (AWGN)
model for the fundamental degradation model as follows,

y~Nyl(z@k) s, 0°), 31)

where o denotes the covariance of the noise distribution.
Similar to the previous works [2], [4], [6], [13], a CNN-
based network Gg(-) is established to estimate the HR
image as formulated in Eq. (6). As demonstrated in [2],
Gz(+) is typically fragile to the image noise, thus leading to
overfitting to bad local optimums. A hyper-Laplacian prior
[28] is implemented to constrain the AWGN of the estimated
HR image following the proposed statistic framework as
follows,

(¢mazm) Np(¢mvzm) :p(¢m|zm)p(zm); (32)

2
P(@x|22) o< exp <_PZ (”fc ®Gm(zmv¢w)%)n) . (33)

p(z2) = N(0,07),

where {f.}2_, represent the gradient filters along the hor-
izontal and vertical directions, p and 7 denote the hyper-
parameters. Equivalently, the parameters of the image esti-
mator ¢, are optimized by the loss function as follow,

(34)

. 1
Igln LRren = ?Hy - (Gw(zwv¢w) Y k) \Ls H%
2

03 (1fe ® Ga(2as da)|3)" -

c=1

(35)
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The noise variance o2 is typically given by

0= Sy (Galzan ) 9 K) LY, (30

JEN

where I and w denote the image height and width, respec-
tively, and the number of image pixels N = h X w, j denotes
the j* pixel of image.

4.5 Network-level Langevin Dynamics

The vanilla Langevin dynamics [22] is proposed to im-
prove the performance of gradient descent-based optimiza-
tion algorithms for variable update, which can be typically
formulated as follows,

5% dlogp(z'ly)
2 ozt

where ¢ denotes the index of update step, z denotes the
variable to be optimized, y denotes the observation data, ¢
denotes the optimization step size. log p(z*|y) demonstrates
the standard optimization on the basis of the task-specific
data, and (,, is a random noise (e.g., zero-mean Gaussian
noise). When ¢ — oo and 6> — 0, Langevin dynamics
realizes a sampling from the task-specific data posterior
p(2'|y) to optimize z!*1. Theoretically, this is achieved by
the additive noise (, that correlated with the posterior
p(2'|y).

Different to the Langevin dynamics in BSRDM, the
proposed MLMC tends to resolve an optimization problem
of network parameters update. Following the concept of
improving the optimization convergence performance via
incorporating random fluctuation, the white Gaussian noise
should be re-designed to fit the network-based optimization
process. A natural idea is to incorporate random samples
into the network training process to achieve the similar
effect of Langevin dynamics. In light of this concept, in
the proposed MLMC, we proposed a novel network-level
Langevin dynamics optimization strategy that is designed
for network parameters optimization as follows

Sl ot

+0-Cn, (37)

~Olog puao(¢3’|y)

1d
old
where ( = % denotes the gradients of LR
k old
image restoration loss L, and %}ff’“w denotes

the gradients of MSE loss L},-. At each ;lternating step,
the parameters of the kernel estimator are optimized with
respect to the £8. and L}, in MLAO and MCKA phases,
respectively. Specifically, the third term essentially plays
the role of ¢, in vanilla Langevin dynamics (37), as the
random sampled kernels k, can be regarded as a “noise”
in the view of network training samples. Besides, the sam-
pling process follows MCMC simulation that also iteratively
updates the sampling distribution with respect to the HR
image restoration posterior. In this stage, we claim that this
is a novel Langevin dynamics framework that is suitable for
network-level optimization, as the conventional Langevin
dynamics merely works on traditional model-based opti-
mization paradigm. This also provides a theoretical support
of rationalizing the incorporation of the MCKA phase.
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It is also noteworthy that the proposed network-level
Langevin dynamics optimization framework is intrinsically
different to the traditional Langevin dynamics, as such
applied in BSRDM [6]. In BSRDM, the input noise of DIP
network is iteratively optimized via gradient-based algo-
rithm and an additive white Gaussian noise is applied to
prevent trapping into local mode. Differently, in the pro-
posed MLMC, we proposed a novel network-level Langevin
dynamics optimization strategy that is designed for network
parameters optimization. Specifically, random sampled ker-
nels are employed as the additive noises in this network-
level Langevin dynamics optimization to play the role of
preventing converging to bad local optimum of the kernel
estimator. Recalling the depiction in Fig. 2, the MCMC simu-
lations on random Gaussian distributions will converge to a
stable equilibrium, therefore, ¢ is an organized random sam-
ple instead of total randomness. In this way, the proposed
MCMC simulations on random Gaussian distributions bring
a profitable disturbance towards the optimization process,
as well as providing a rational kernel prior.

4.6 Pipeline and Analysis

The overall solution procedure of the proposed MLMC is
given in Algorithm 1, and the details of MCKA and MLAO
loops are illustrated in Algorithm 2 and 3, respectively.

At this stage, it is clear that the alternating framework
between MCKA and MLAO is indispensable. On the one
hand, at each iteration in Algorithm 1, the MCKA phase
learns a rational kernel prior from MCMC simulations,
which provides external knowledge of the sampled kernel
distributions. This contributes to a rational initialization
of the ¢p s in MLAO stage instead of initializing from
randomness. On the other hand, in the view of the total op-
timization on ¢y, the MCKA phase provides an organized
randomness with the optimization based on LR observation
in MLAO phase, formulating the aforementioned network-
level Langevin dynamics.

We note that the whole MLMC is processed in an un-
supervised inference and the whole algorithm is applied in
a plug-and-play fashion without any training in advance.
This significantly improves the flexibility and generalization
capacity of the MLMC. In simulations, we show that the
proposed MLMC is able to achieve strong generalization
ability and flexibility towards out-of-distribution blur ker-
nels, different noise scenarios and non-Gaussian kernels
in Section 5.3, as well as realizing superior performance
comparing to the state-of-the-arts in Section 5. The hyper-
parameters involved in the two summations corresponding
to the number of sampling times in one MCMC simulation,
denoted by T, and the meta-learning interval, denoted by
P, will be discussed in Section 5.1.

5 EXPERIMENTAL RESULTS
5.1 Experimental Setup

Data Preparation. Following the widely adopted kernel
assumption [6], [13], [44], [62], [63], [64], we conduct most
of the experiments on anisotropic Gaussian kernels and a
few on non-Gaussian kernels (motion kernels generated by
[65]). The kernel sizes are set to (4s + 3) x (4s + 3), the
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Fig. 4. Image PSNR performance of the proposed MLMC method on
Set5 with different hyper-parameter combinations: the number of the
Monte Carlo sampling times 7" and the number of meta-learning opti-
mization intervals P.

Gaussian width ranges are set to [0.175s,2.5s], and the
rotation angle range p is set to [0,7], for a scale factor
s € 2,3,4, respectively. We synthesize LR images with
random kernels with respect to Eq. (1) for testing data based
on four popular public benchmark datasets, including Set5
[66], Setl4 [67], BSD100 [68], Urban100 [69] and a real-world
dataset, RealSRSet [51]. We compare these kernels in terms
of the peak signal to noise ratio (PSNR), and compare HR
images in terms of PSNR and structural similarity (SSIM)
[70].

Implementation Details. We adopt a two-layer shallow
FCN with 1000 nodes at each layer as the kernel genera-
tor, and use a CNN-based image generator following the
architecture in [2]. The Adam optimizer [61] is applied
to optimize the parameters of these two networks with
learning rates 0.5 and 0.005 for FCN and CNN, respectively.
We compare the proposed MLMC approach with other two
kinds of state-of-the-arts, including unsupervised methods
(the model is optimized on only one LR image): PAM [1],
DIP [2], Kernel GAN+ZSSR [64], Double-DIP [4], FKP-DIP
[13] and BSRDM [6], and deep-learning-based methods (the
model is pre-trained on LR-HR paired dataset): RCAN [59],
DASR [12], BSRGAN [38], KDSR [40], KULNet [39], UDKE
[41], KXNet [52]. We also use non-blind model USRNet [50]
to generate the final SR result based on the kernel estimation
from MANet [42] and our MLMC as two deep-learning-
based methods: MANet+USRNet and MLMC+USRNet.
The parameters of the proposed MLMC approach are ran-
domly initialized from scratch and re-initialized for each test
image, ensuring fairness when compared with the deep-
learning-based methods. For those methods that are origi-
nally applied to bicubic cases (RCAN), we also re-trained
their model on the synthesised images with blur kernels
before testing.

Hyper-parameter Tuning. As mentioned in Sec. 4 the
proposed MLMC has the following hyper-parameters: the
MLMC algorithm adopts I = 100, L = 1, @ = 5 for all the
simulations. The number of the Monte Carlo sampling times
T and the number of meta-learning optimization intervals
P. We present the HR image PSNR for different hyper-
parameter settings in Fig. 4. It can be seen that the perfor-
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mance fluctuates around the equilibrium PSNR when the
meta-learning scheme is executed (P > 2), and the variation
on T has little effect on the performance. To balance the
efficiency and effectiveness, we thus set 7' = 10 and P = 5
for all the experiments.

5.2 Comparisons with state-of-the-arts

Quantitative Results of Unsupervised Methods. Quantita-
tive evaluation results of unsupervised methods (the model
is optimized on single LR image) with scale factors from 2
to 4 are presented in Table 1, the best results are highlighted
in bold. PAM is a classic model-based blind SISR approach,
and it is difficult to get satisfactory performance when no
prior is available. Specifically, DIP and Double-DIP show
less effectiveness due to the poor kernel estimation accu-
racy. FKP-DIP and BSRDM achieve better results thanks to
different pre-designed kernel priors. Meanwhile, the pro-
posed MLMC approach achieves superior performance in
all cases. It is worth noting that the proposed MLMC sig-
nificantly surpasses the counterpart unsupervised method
BSRDM, especially for kernel estimation results. This recalls
that BSRDM follows a gradient-based kernel estimation via
explicit modelling on Gaussian distribution while MLMC
formulates a network-level Langevin dynamic to learn from
random kernel prior for better convergence performance.
Quantitative Results of Deep-learning-based Methods.
Quantitative evaluation results of DL-based methods (the
model is pre-trained on LR-HR paired dataset) with scale
factors 4 are presented in Table 2. The best and second
best results are emphasized with bold. Overall, the vanilla
MLMC surpasses most of the DL-based supervised meth-
ods, showing comparable performance with KULNet and
being next to MANet+USRNet. Besides, when the unsuper-
vised MLMC is accompanied with the pre-trained image
estimator USRNet, the proposed MLMC+USRnet is able
to realize slightly better performance than the supervised
MANet+USRNet.

Visual Results. Fig. 5 presents the visually qualitative
results from Setl4 [67], BSD100 [68] and Urbanl00 [69],
while Fig. 6 further shows visual results from RealSRSet
[51]. Apparently, the proposed MLMC obtains the most
concise blur kernels as well as restored HR images, almost
keeping consistence with the ground truth, while FKP-DIP
and BSRDM show different levels of distortion on the esti-
mated kernels, and Double-DIP fails to estimate reasonable
blur kernels. Particularly, the real-world image test results
demonstrate that all the approaches except MLMC estimate
a Gaussian-like blur kernel, whereas MLMC tends to find
a non-Gaussian mode. This also verifies that an adaptive
and flexible kernel estimation principle is learned from the
alternative Monte Carlo simulations, and hence, fitting the
real-world application better.

5.3 Generalization to out-of-distribution kernels

To further evaluate the generalization-ability of the pro-
posed MLMC approach, it is compared with Double-DIP,
BSRDM, and FKP-DIP, which use different kernel priors
in more challenging cases, including out-of-distribution
kernels (unseen Gaussian blur kernels with larger width
range [0.35s, 5s] than assumption kernel distribution within
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TABLE 1

the random Gaussian kernels with s = 2, 3, 4. The best results are emphasized with bold.

Method | Scale | Set5 [ Setl4 [ BSD100 [ Urban100
Bicubic X2 26.58/0.8010 24.85/0.6939 25.19/0.6633 22.35/0.6503
PAM X2 17.48/0.3990 17.52/0.3948 17.91/0.3826 17.15/0.3763
DIP X2 26.82/0.7518 25.40/0.6868 24.71/0.6508 23.29/0.6749
Kernel GAN+ZSSR X2 26.45/0.7694 24.64/0.6658 23.96/0.6461 22.02/0.6263
Double-DIP X2 24.71/0.6423 22.21/0.5626 23.31/0.5681 21.03/0.5701
FKP-DIP X2 30.16/0.8637 27.06/047421 26.72/0.7089 24.33/0.7069
BSRDM X2 30.56,/0.8616 27.15/0.7435 26.69/0.7109 24.52/0.7115
MLMC (Ours) X2 31.61/0.8836 28.52/0.7900 28.11/0.7751 25.32/0.7627
Bicubic X3 23.38/0.6836 22.47/0.5884 23.17/0.5625 20.37/0.5378
PAM X3 15.60/0.3596 16.23/0.3701 16.41/0.3684 15.23/0.3612
DIP X3 28.14/0.7687 25.19/046581 25.25/0.6408 23.22/0.6512
Kernel GAN+ZSSR X3 25.57/0.6429 23.51/0.6216 23.08/0.6019 21.98/0.5864
Double-DIP X3 23.21/0.6535 20.20/0.5071 20.38/0.4499 19.61/0.4993
FKP-DIP x3 28.82/0.8202 26.27/0.6922 25.96/0.6660 23.47/0.6588
BSRDM x3 28.84/0.8255 25.63/0.6973 25.88/0.6576 23.68/0.6783
MLMC (Ours) X3 30.21/0.8547 27.05/0.7363 26.77/0.7076 23.96/0.7050
Bicubic x4 21.70/0.6198 20.86/0.5181 21.95/0.5097 19.13/0.4729
PAM x4 15.13/0.3938 15.93/0.3849 16.31/0.3894 15.06/0.3784
DIP x4 27.34/0.7465 25.03/0.6371 24.92/0.6030 22.55/0.6128
Kernel GAN+ZSSR x4 24.46/0.6216 22.65/0.5414 21.49/0,5229 21.04/0.4979
Double-DIP x4 20.99/0.5578 18.31/0.6129 18.57/0.3815 18.15/0.4491
FKP-DIP x4 27.77/0.7914 24,21/0.6684 25.15/0.6354 22.89/0.6327
BSRDM x4 27.81/0.8029 25.35/0.6859 25.61/0.6526 22.36/0.6601
MLMC (Ours) x4 28.87/0.8129 26.23/0.6938 25.89/0.6534 23.83/0.6728

TABLE 2

synthesized by the random Gaussian kernels with s = 4. The best results are emphasized with bold.
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Average PSNR/SSIM of different unsupervised methods (the model is optimized on only one LR image) on public datasets that are synthesized by

Average PSNR/SSIM of different deep-learning-based methods (the model is pre-trained on LR-HR paired dataset) on public datasets that are

Method | Scale ] Set5 [ Setl4 [ BSD100 [ Urban100
BSRGAN x4 20.47/0.5958 19.92/0.4938 20.89/0.4814 17.61/0.3585
RCAN x4 22.01/0.6210 20.65/045031 21.99/0.4986 19.15/0.4503
KDSR x4 23.35/0.6380 21.73/0.5102 23.85/0.5643 20.44/0.4879
UDKE x4 27.01/0.8038 24.28/0.6923 24.77/0.6695 21.54/0.6515
DASR x4 27.37/0.7859 25.43/046591 25.11/0.6129 22.88/0.6448
KXNet x4 27.15/0.8085 24.86/0.6680 24.42/0.6431 21.78/0.6543
KULNet x4 27.89/0.8163 25.43/0.6856 25.03/0.6630 21.98/0.6562
MLMC (Ours) x4 28.87/0.8129 26.23/0.6938 25.89/0.6534 23.83/0.6728
MANet+USRNet x4 29.87/0.8572 26.62/0.7360 26.06,/0.7080 23.93/0.6944
MLMC+USRNet (Ours) x4 30.31/0.8607 27.46/0.7518 26.59/0.7121 23.98/0.7093

TABLE 3
Average PSNR/SSIM of image and PSNR of kernels on Set14. The
best results are emphasized with bold.

the these challenge cases, due to the high dependency on
pre-trained kernel priors, while MLMC still shows supe-
rior performance. In this case, we conclude that MLMC

Method Sel Kernel Image has superior generalization-ability to arbitrary kernels and
etho ¢ ] PSNR PSNR/SSIM exhibits satisfactory robustness to unseen kernels and non-
with Out-of-distribution Kernel Gaussian kernels, even without specific kernel priors.
Double-DIP X2 46.22 24.69/0.6374
FKP-DIP X2 46.49 26.13/0.7065
BSRDM x2 42.53 24.35/0.6728 5.4 Generalization to motion kernels
MLMC (Ours) X2 52.32 26.63/0.7198
Double-DIP x4 50.62 20.51,/0.4835 The proposed MLMC can be directly expended on solving
FKP-DIP x4 54.46 24.73/0.6344 motion kernel tasks without re-training. The fundamental
BSRDM xd 45.38 21.57/0.5510 technique process keeps consistent with the Gaussian kernel
MLMC (Ours) x4 58.20 25.09/0.6474 que p P

case, since our MLMC only replaces the random kernel
generation function follows settings in [65]. We visualize the
generated random motion kernels in Fig. 7. Table 5 presents
the quantitative evaluation results of different methods in
the motion kernel scenario. Compared with the Gaussian
kernel scenario, all the methods show different degrees of

width range [0.175s, 2.5s]). As we can see from Table 3, the
proposed MLMC significantly outperforms the competitors
in the case with out-of-distribution kernel by large margins.
We note that FKP-DIP experiences performance drops in
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Fig. 5. Visual results of different methods on public datasets for scale factor 4. Estimated/ground-truth kernels are shown on the top right.
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Fig. 6. Visual results of real world images on RealSRSet [51] for scale factor 3. Estimated kernels are shown on the top right.

Fig. 7. The visualization of the random motion blur kernels.

performance drop, while the proposed MLMC shows sig-
nificantly better performance than other alternatives. This
verifies the better generalization ability of our MLMC to-
wards more complex degradation kernels.

5.5 Robustness to image noise

We add image noise ( 3.92% and 7.84% of the maximum
image pixel value) to the LR image after blurring and
downsampling. In Table 4, the proposed MLMC produces
comparable result in all the cases, and showing good robust-
ness to different levels of image noise. Although MLMC has
a modest performance drop when the image is corrupted by
noise, it still surpasses all of the other comparative methods.
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In this case, we argue that MLMC is able to handle more
complicated degradation model with better robustness.

5.6 Ablation Studies

In Fig. 8, intermediate kernel results of three ablation ex-
periments are depicted to highlight the effectiveness of the
introduced Monte Carlo kernel approximation and meta-
learning SISR stages, respectively. It can be seen that the
estimated kernel without Monte Carlo simulations has non-
negligible drop in PSNR as well as significant distortion,
compared to MLMC. Meanwhile, the absence of the meta-
learning scheme leads to a significant visible-deviation dur-
ing the optimization, indicating a different and worse local
optima compared to the one MLMC reached.

In Table 6, we further present the average results of the
ablation experiments of the proposed Monte Carlo kernel
approximation and meta-learning SISR stages under two
different scale factors: 2 and 4, two datasets: Setl4d [67]
and BSD100 [68]. We can see that the proposed the MLMC
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Fig. 8. The intermediate kernel results of MLMC, MLMC without Monte Carlo and MLMC without meta-learning over iterations on three test images.

TABLE 4
Average PSNR/SSIM of image and PSNR of kernels on Set14. The
best results are emphasized with bold.

Kernel Image
Method Scale | poNR PSR /SSIM
with Image Noise of 3.92%

Double-DIP X2 40.95 23.93/0.6134
FKP-DIP X2 44.38 27.14/0.7228
BSRDM X2 43.96 24.97/0.7069

MLMC (Ours) x2 44.65 27.24/0.7345

Double-DIP x4 44.60 18.42/0.3897
FKP-DIP x4 47.96 24.68/0.5760
BSRDM x4 48.73 20.99/0.5387

MLMC (Ours) x4 49.53 24.96,/0.5951
with Image Noise of 7.84%

Double-DIP X2 40.23 22.57/0.5376
FKP-DIP X2 42.51 26.21/0.6857
BSRDM X2 43.02 24.59/0.6781

MLMC (Ours) X2 45.84 26.37/0.6913

Double-DIP x4 42.88 15.77/0.2628
FKP-DIP x4 45.44 24.06,/0.5540
BSRDM x4 46.87 20.82/0.5219

MLMC (Ours) x4 47.20 24.53/0.5834

achieves the best results for all the cases. As we analyze
in the Section 4.3 and Section 4.4 that on the one hand,
without Monte Carlo simulations, the estimated kernels are
not regular, which leads to bad kernel estimation and image
restoration performance. On the other hand, without meta-
learning SISR scheme, the estimated kernels are easily con-
verged to local optimum, which results in the unsatisfactory
image restoration performance. For kernel estimation, we
also evaluate the necessity of the MCMC simulation towards
the kernel prior learning. Fig. 9 shows the visualization of
ablation on real world images from three cases. It is clear
that without MCMC simulation, the kernel estimation no
longer provide performance improvements on HR image
restoration and the estimated kernels are distorted. Mean-
while, we can see that the MLMC tends to estimate non-
Gaussian kernels via combinations of Gaussian sampling
results to fit the real-world degradations.

In table 7, we validate the effects of different regular-
izers in Eq. (35). The hyper-Laplacian, Tikhnonv, and TV
regularizers are compared in two cases with different levels
of noise. In both cases, hyper-Laplacian achieves the best

TABLE 5
Average PSNR/SSIM of image and PSNR of kernels on Set14 and
BSD100 in the motion kernel scenario. The best results are
emphasized with bold.

Kernel Image
Method Scale | poNR PSNR/3SIM
with Motion Kernel on Set14
Double-DIP X2 31.07 22.80/0.6449
FKP-DIP X2 33.97 25.99/0.8157
BSRDM X2 30.31 23.62/0.6447
MLMC (Ours) x2 34.44 | 28.48/0.8327
Double-DIP x4 37.30 20.96/0.4817
FKP-DIP x4 38.07 22.79/0.6278
BSRDM x4 36.27 21.12/0.5491
MLMC (Ours) x4 39.44 | 25.22/0.6776
with Motion Kernel on BSD100
Double-DIP X2 29.94 22.31/0.6388
FKP-DIP X2 32.49 25.27/0.7784
BSRDM X2 30.63 23.88/0.5999
MLMC (Ours) X2 33.93 28.10/0.8087
Double-DIP x4 35.45 18.69/0.3646
FKP-DIP x4 37.06 23.07/0.6264
BSRDM x4 36.65 21.31/0.5543
MLMC (Ours) x4 40.08 25.58/0.6554
TABLE 6

Ablation results on Set14 and BSD100 with scale factor 2 and 4. The
best results are emphasized with bold.

Kernel Image
Method Scale | pgNR PSR/ SIM
with Gaussian Kernel on Set14
without Monte Carlo X2 41.30 24.23/0.6318
without Meta-learning X2 42.54 26.94/0.7353
MLMC (Ours) x2 45.01 28.52/0.7900
without Monte Carlo x4 44.51 19.83/0.4999
without Meta-learning x4 51.39 25.01/0.6869
MLMC (Ours) x4 55.98 26.23/0.6938

with Gaussian Kernel on BSD100

without Monte Carlo %2 37.58 22.14/0.5340
without Meta-learning x2 40.43 25.76/0.7020
MLMC (Ours) x2 47.84 28.11/0.7751
without Monte Carlo x4 49.17 20.56,/0.4782
without Meta-learning x4 51.93 24.85/0.6210
MLMC (Ours) x4 53.16 25.89/0.6534

performance, indicating the robustness towards noise level
variation.
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Fig. 9. Three ablation cases: (a) LR image, (b) MLMC-wo-k (MLMC with-
out the kernel estimation process), (c) MLMC-wo-MC (MLMC without
the Monte-Carlo sampling process), and (d) original MLMC.

TABLE 7
Ablation results of regularizers in Eq. (35) of our MLMC on Set5 with
scale factor 4. R1: Hyper-Laplacian, R2: Tikhnonv, R3: TV. The best
results are emphasized with bold.

Kernel Image
RU-p R RS poNR PSNR, 2SIM
with Image Noise of 3.92%, Scale x4
X X X 49.38 26.25/0.6448
v X X 49.40 27.65/0.7707
X v X 48.87 26.71/0.6824
X X v 49.04 26.82/0.6967
with Image Noise of 7.84%, Scale x4
X X X 45.57 24.07/0.5163
v X X 46.05 25.57/0.6493
X v X 45.40 24.59/0.5576
X X v 45.53 24.63/0.5598
TABLE 8

Comparison of different methods from tested LR image size of
256 x 256 with scale factor s = 2, 3, 4. Computational requirements are
model size (K) and runtime (s).

Method Scale P.re._ Model Size Time
training
ZSSR [64] X2 X 225K 565
Double-DIP [4] X2 X 2359K + 641K 47s
FKP-DIP [13] X2 6 hours  2359K +195K  45s
BSRDM [6] X2 X 766 K 37s
MLMC (Ours) X2 X 2359K + 562K  4ls
7SSR [64] x4 X 225K 2355
Double-DIP [4] x4 X 2359K + 641K 239s
FKP-DIP [13] x4 6 hours  2359K + 143K  232s
BSRDM [6] x4 X 766 K 190s
MLMC (Ours) x4 X 2359K + 562K  215s

5.7 Model Size, Runtime and Memory Usage

Table 8 compares the results on model size (number of
parameters), runtime and pre-training requirements of the
four approaches. All simulations are accelerated by GeForce
RTX 3090 GPU. The input LR images are with size 256 x 256
and scale factors s = 2, 3, 4. It can be seen that the MLMC
approach has similar model size and enjoys competitive
runtimes compared to the latest learning-based approaches.
Meanwhile, pre-training-based approaches, such as FKP-
DIP, which typically requests 5-6 hours for pre-training.
The memory usage of our MLMC on a GeForce RTX 3090
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GPU for generating a HR image of size 1024 x 1024 are
about 11GB memory, which is close to the Double-DIP
(11.2GB) and DIP-FKP (10.6GB). We note that the plug-
and-play fashion and the better flexibility towards unknown
degradations allow significant merits on dealing with blind
SR tasks with real-world scenarios, especially those scenar-
ios without high quality training data and with complex
blurring, such as space high-speed targets (e.g., satellites,
aircraft) and medical images (e.g., beating heart).

6 CONCLUSION

In this paper, we have proposed a new learning-based
blind SISR method, which combines Markov Chain Monte
Carlo simulations and meta-learning training to achieve
superior kernel estimation. Most strikingly, the proposed
approach does not require any supervised pre-training
or parametric priors. In future work, we will investigate
two main directions for better practicality of the proposed
MLMC methods, including i) the expansion to more degra-
dation models, such as compression artifacts, deraining,
and shadow-removal, to improve the generalization ability;
and ii) the application with more advance pre-trained SR
models, for example, USRNet and Diffusion model, to play
the role of kernel prior learning module for performance
improvements. We believe that the concept introduced here,
in particular, learning from randomness to provide pri-
ors and the meta-learning-based non-convex optimization
algorithm, will lead to a new direction of solving blind
image retoration tasks to achieve superior performance with
limited computational complexity.
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