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ABSTRACT

Recent advancements in LLM-based agents have demonstrated remarkable capabil-
ities in handling knowledge-intensive tasks using external tools. One representative
example is search agent. Existing open-source search agents heavily rely on ad-
vanced commercial LLMs: they either collect trajectories from the larger, stronger
models for supervised fine-tuning or directly use them as specialized tools. In
this work, we develop ASearcher, a single-model search agent purely trained by
reinforcement learning (RL) without using any commercial APIs for data or tools.
Based on an RL-trained QwQ-32B model, ASearcher is capable of conducting com-
plex reasoning, such as uncertainty analysis and conflict verification, and achieves
comparable performances to commercial search agents. There are two key tech-
niques to unlock such long-horizon information-seeking abilities: first, we design a
two-staged agentic process to synthesize high-quality QA pairs as the training data
for RL; second, we conduct large-scale long-horizon RL, allowing the agent to
take up to 128 actions per rollout for sufficient exploration. In particular, after RL
training, ASearcher achieved scores of GAIA 58.1, xBench 51.1, and Frames 74.5
using only basic search tools. Furthermore, ASearcher also demonstrates strong
zero-shot transferability: ASearcher can be further augmented with an additional
summary tool, which is supported by DeepSeek-V3, and test-time scaling, which
aggregates the answer from 16 parallel rollouts. With both zero-shot enhancements,
the performances of ASearcher further rise to 71.8, 75.0, and 83.4, respectively,
outperforming OpenAl DeepResearch and Kimi-Researcher, suggesting the great
potential of RL scaling for agentic tasks. We release all the code and data at
anonymous linkl The model will be released after the review process.

Pass@1 Stage 1 I Stage 2 8k Stage 1 | Stage 2
100 Before RL S — MIN. I —_ — alternatively
After RL © MAX. ©
After RL + Zero-shot Transfer+ TTS  83.4 ] | = 6k however
80 —~ 80 AVG. ~ check
— 75.0 74.5 | < |
9 718 2 c —— doc
P © 60 g 4k . 1
S 60 58.7 58.9 O S previous
a 511 _8 40 T mention | o
o
437 s} 5 1
20 e
40 H* | = et A AN MM
28.7 0 - 0 T
GAIA  xBench-DeepSearch Frames 0 100 200 300 400 0 100 200 300 400

Training Step Training Step

Figure 1: (Left) End-to-end RL brings substantial improvements to a simple agent: Through RL
training, our agent, ASearcher, obtains +15.0, +22.4, and +15.6 improvements on GAIA, xBench, and
Frames, respectively. (Middle) During RL training, ASearcher learns to conduct long-horizon
search, with tool calls progressing from an average of only 1.67 initially to over 20 tool calls in
latter training stages. (Right) Count of keywords during the training process reveals emergence of
complex search behaviors including reflective behaviors and referencing external information. Our
detailed case study in Appendix E] also shows that the agent learns expert-level search strategies.

1 INTRODUCTION

Recent advances in LLM-based agents have demonstrated remarkable capabilities in solving complex,
knowledge-intensive problems by leveraging single or multiple external tools (Xi et al.| 2025} [Yao
et al., 2023; Wang et al., 2024a)). Among the diverse capabilities, deep information retrieval using
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tools stands out as a particularly critical aspect of advanced search agents (OpenAll [2025} |Google
Team| 2025; [Perplexity Team, 2025). For a concrete example, a seemingly simple question like “How
many gold medals did China win at the 2012 London Olympics?” actually requires intricate reasoning.
At the time, China was credited with 38 golds, but a decade later, two doping disqualifications in
women’s race walking led to an additional gold medal to China, raising the total to 39. This illustrates
how search agents must reconcile historical records with noisy, sometimes conflicting, information
from diverse sources and identify the underlying causes for the conflicts to deliver accurate answers.

To equip agents with this deep retrieval capability, recent open-source approaches frequently depend
on commercial LLMs, either to generate expert data or to serve as specialized sub-modules within a
complex multi-model framework (L1 et al., 20254} Tao et al.| 2025} [Li et al., 2025bj|Team| 2025a). For
instance, AFM (Li et al.,[2025b) collects supervised fine-tuning data from a multi-agent framework
powered by multiple advanced commercial models such as Claude-Sonnet-4 (Anthropic, [2025) and
Gemini-2.5-Pro (Google Team, [2025). On the other hand, MiroThinker (Team, |2025a) employs
distinct commercial LLMs and VLMs for specialized tasks such as audio transcription, visual question
answering, and complex reasoning. This reliance on proprietary models raises a fundamental question:
can we achieve the performance of commercial systems without dependence on commercial models?

In this work, we present ASearcher, a search agent trained solely by Reinforcement Learning (RL),
and show that purely end-to-end RL can enable the emergence of advanced long-horizon search
strategies, despite that ASearcher is based on a single model using only search tools.Particularly,
two techniques are the key to the advanced information-seeking abilities in ASearcher. First, we
develop a scalable QA synthesis agent to generate a high-quality dataset of 25.6k challenging QA
pairs that necessitate multi-turn tool use. In training time, we employ a two-stage curriculum that
progressively focuses on challenging tasks. Specifically, the agent is initially trained over questions
spanning diverse difficulties, including those easy questions requiring only one or two tool calls.
After the agent learns preliminary search capabilities, we shift the training distribution to focus
on long-horizon tasks that require a minimum of five tool calls. Second, we train the agent with
large-scale long-horizon RL with a large turn limit of 128 per rollout trajectory. A large turn limit
encourages the exploration and discovery of sophisticated, long-horizon strategies. To ensure high
training efficiency, we employ fully asynchronous agentic RL training based on AReaL (Fu et al.,
2025)) that decouples trajectory collection from weight updates for training efficiency.

We use a large reasoning model QwQ-32B (Team, [2025b) as the base model in our experiments.
During RL training, our agent, ASearcher, learns to conduct significantly more complex searches,
with an increasing average number of tool calls from only 1.67 calls at the beginning to more than 20
calls. A detailed case study and keyword analysis further reveal the emergence of complex search
behaviors, such as conducting uncertainty analysis and verification searches. Our finding on search
agents is akin to DeepSeek-R1 (DeepSeek-Al et al.,|2025)), where the emergent reasoning capabilities
can be fully incentivized by RL. We evaluate our agents on challenging benchmarks, including
GAIA (Mialon et al} 2023) , xBench-DeepSearch (Xbench-Team,2025), and Frames (Krishna et al.,
2024). With only a single model and basic search tools, ASearcher achieves competitive scores
of 58.7, 51.1, and 74.5 (Avg@4) on GAIA, xBench, and Frames, respectively, demonstrating that
strong performance is attainable with a single-model design. Finally, ASearcher also demonstrates
strong zero-shot transfer ability to external summary tools. By employing an external summary
tool supported by DeepSeek-V3 and applying test-time scaling techniques, where we aggregate the
conclusions from 16 indepdent runs, the performance can be further enhanced, rising to 71.8, 75.0,
and 83.4, respectively, and achieving results competitive with commercial systems.

2 RELATED WORKS

Search Agents. Some works have investigated agent workflows to leverage tools for solving
complex tasks (L1 et al.l 2025c¢; Zhao et al.| [2025). Prompt-based methods, though effective for
rapid development, are fundamentally limited by the capacity of the underlying LLMs. Some works
attempt to construct SFT trajectories for LLMs. For instance, |Asai et al.|(2023)); |Yu et al.| (2024)
leverage LLMs to synthesize trajectories for SFT. Prior works investigate Reinforcement learning
(RL) methods to enhance the LLM-based agents, mostly focusing on multi-hop QA benchmarks. Jin
et al.|(2025)); Song et al.| (2025)); |Chen et al.| (2025); Zheng et al.| (2025) perform RL training with
multi-hop QA data and observe an increasing amount of tool calls. More recently, researchers focus
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on deep research tasks, by fine-tuning complex prompt-based agents through offline RL (Li et al.|
2025d), SFT on diverse trajectories (Sun* et al., 2025} |Li et al., 2025a}; [Team, [2025a)), adopting
multi-agent framework (L1 et al., 2025b)), and constructing challenging QAs for RL training. (Tao
et al., [2025)). In this work, we focus on deep information retrieval, and show that RL alone can equip
a single-model agent with advanced long-horizon search capabilities.

Agentic Reinforcement Learning. Recent works have begun to improve the agentic capabilities of
LLMs and LRMs through online Reinforcement Learning. Prior works have investigated agentic RL
in various domains, such as search agents (Jin et al., 2025} [Li et al.,2025azd; |Tao et al.,|2025) and
coding (Luo et al.} 2025a}; |[Wei et al.| 2025)). A critical aspect of agentic RL is to activate and enhance
the tool-calling capability of the models. [Wei et al.| (2025) and|Luo et al.[(2025a) investigate training
coding agents for resolving real-world engineering questions. More recently, |Li et al.|(2025a); [Tao
et al.| (2025); L1 et al.[(2025b)); [Team| (2025a)) investigate training deep search agents by first running
Supervised Fine-Tuning to equip the agent with basic long-horizon search capability as cold-start
and then running Reinforcement Learning to further enhance the agent. In this work, we focus on
search agents and show that a simple agent can learn complex long-horizon search strategies through
reinforcement learning.

3  ASearcher

In this work, we present ASearcher, which unlocks search intelligence in search agents through
large-scale asynchronous RL training. In the subsequent sections, we present the agent design, the
training data as well as data synthesis agent, and fully asynchronous reinforcement learning training.

3.1 AGENT DESIGN: ONE SINGLE MODEL FOR ALL
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Figure 2: ASearcher utilizes a simple agent design with two basic tools including search and browsing
tools, without relying on any external models. The agent is capable of both reasoning and summarizing
lengthy web contents.

We employ a simple agent design in ASearcher, as illustrated in Fig. [2|

Agent Input. In each turn, the search agent takes in the user query as well as the history of resolving
the user query. The history contains previous tool responses including search results and webpage
summaries, and also previous analysis and history actions.

Reasoning, Analysis, and Action. In each turn, given the user query and history context, the agent
generates three components to further conduct in-depth analysis and exploration,

* Reasoning: In this part, the agent conducts internal reasoning over the current situation.
Since we instantiate the agent with large reasoning models such as QwQ-32B, generating
reasoning process is naturally supported by the underlying model. In the reasoning process,
the agent analyzes available information, evaluates the query resolving progress, reflects over
previous results, determines the unresolved aspects, and deduces concrete plans for future
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Figure 3: Data Synthesis Agent. Starting from a seed QA, the data synthesis agent iteratively modifies
the question through two actions, Injection and Fuzz.

turns. Note that the reasoning part is only used for guiding the generation of subsequent
analysis and action. Since this reasoning part usually contain noisy and lengthy model-
generated texts, the reasoning part is not included in future history to ensure a clean history.

Analysis: The analysis part is a summarization of the reasoning part, where the agent
extracts the key conclusions derived from the reasoning process and also makes a plan for
the subsequent step.

Action: After thoroughly analyzing the current state with the reasoning and analysis parts,
the agent finally determines the next-step action. The agent could either answer the question
and terminate the execution process, or invoking external tools to obtain new information
from external sources.

Tools. When the agent determines to invoke external tools, two basic tools are available: a search
engine and a web browser. When the action is “<search>”, the search engine takes a query as input
and returns relevant snippets along with corresponding URLs. When the action is “<access>", the
web browser accepts an URL and returns content of the webpage.

Webpage Summarization. Note that real-world webpages are usually very long, easily exceed
32K tokens. Therefore, we split the webpage into several chunks, with a maximum character count
of 10k per chunk. We employ the agent to summarize each chunk into a compact summary.

3.2 TRAINING DATA

Our training data are from two primary sources, including samples filtered from open-source datasets
and synthetic high-quality question-answer (QA) pairs.

Open-source Data. We begin with the training sets of HotpotQA (Yang et al.| 2018)) and 2Wiki-
MultiHopQA (Ho et al., [2020). We employ a model-based filtering process. We first train a model on
the full set of open-source data with RL fllowing Jin et al.| (2025), and then generate 16 responses for
each question using the trained model. Finally, we filter out questions that are too hard for the model
or too easy for the model. Finally, from a total of 304k QA pairs, we retain 16k challenging samples.

Data Synthesis Agent. We further develop a data synthesis agent supported by QwQ-32B to create
high-quality question-answer pairs. As shown in Fig.[3] the data synthesis agent begins with a seed
question, and iteratively modifies the question to increase the complexity. To ensure the synthetic
question is strictly aligned with reliable sources, a list of supporting facts obtained during the question
synthesis process is continuously updated. At each step, the agent automatically selects between two
key actions,
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* Action 1: Injection aims to enrich the context of the question by inserting facts related to
the question. The agent first selects an entity in the question and then obtains one piece of
related fact about the selected entity from external sources such as Wikipedia. Then a new
question is proposed by injecting the fact into the question.

* Action 2: Fuzzing blurs certain details in the question to increase the uncertainty level of
the question. For example, "Catskill Mountain Railroad" could be replaced with "a historic
mountain railway".

To ensure that a synthetic question is of high quality and to precisely evaluate the difficulty, we
incorporate a rigorous quality verification phase for assessing synthetic questions. This verification
phase includes three steps: basic quality check that assess the clarity and resolvability of the question,
difficulty measurement by employing QwQ-32B to direct generate answers without tools, and answer
uniqueness check by evaluating whether any of the mismatched answers generated during the
Difficulty Measurement step could serve as alternative valid answers.

Through iterative injection and fuzzing, the data synthesis agent produces questions that involve
complex information and high uncertainty, requiring extensive search and reasoning to find the correct
answer. After completing the question synthesis process, we filter out questions that the LRM can
directly generate the correct answer without using tools.

Two-Stage Curriculum. During training time, we employ a two-stage training data scheme. In
the first stage, we apply RL training on the full training set, which include QAs spanning different
difficulties. This wide range of training distribution trains the agent to equip basic tool-calling and
reasoning capabilities. In the second stage, to further activate the long-horizon search capability of
the agent, we remove QAs that are solvable with less than 5 tool calls and use the rest data for the
second training stage.

3.3 ASYNCHRONOUS AGENTIC RL TRAINING

3.3.1 EFFICIENCY CHALLENGE OF LONG-HORIZON AGENTIC RL

High Variance in Trajectory Execution Time. During RL
training, we use a large turn limit of 128. In practice, when
using a large turn limit at training time, long trajectories intro-
duce significant variance in execution time. We first analyze
the number of tool calls during RL training of our QwQ agent
(Fig.[T) and observe that the longest trajectories can span dozens
more tool calls than shorter ones. Second, we also report the
total number of output tokens per trajectory during training in
Fig. @] As illustrated in the figure, the training process involves
extremely long trajectories. The data distribution reveals that
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execution and high runtime variance degrade RL training ef- during RL training (recorded from
ficiency. We take one-step-off RL training system (Luo et al., Step 290 to Step 310).

2025b) as a representative example for batch generation RL

systems. As shown in Fig. [5] though this system overlaps trajectory rollouts with model training,
batch generation remains bottlenecked by the slowest trajectory (e.g., trajectory 7), causing GPU idle
time and under-utilization.

3.3.2 FULLY ASYNCHRONOUS RL TRAINING.

To ensure efficient agentic RL training, we adopt a fully asynchronous training paradigm. Notably,
our approach incorporates asynchornization at the two distinct aspects.
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Figure 5: One-Step-off RL v.s. Fully Asynchronous RL. In batch generation systems, a batch should
wait for the longest trajectory, leading to significant GPU idle time. In contrast, fully asynchronous
RL achieves faster training than batch generation RL by fully decoupling training and trajectory
generation, achieving near-full resource utilization for trajectory generation.

Asynchronous Trajectory Rollouts. Trajectory rollouts are collected in parallel and do not directly
interfere with each other. Each trajectory independently sends tool calling requests to corresponding
servers and LLM generation requests to the LLM inference engine. Concurrent requests from different
trajectories are automatically handled by the servers. Fully independent trajectory execution ensures
a trajectory does not need to wait for other trajectories when generating LLM responses and waiting
for tool calling responses, thereby improving training efficiency.

Decoupled Rollout and Training. Besides asynchronous rollout, trajectory rollouts and model
updates are also fully decoupled. In Fig.[5} we compare our fully asynchronous RL training with
one-step-off RL training, which utilizes asynchronous rollout within batches. In fully asynchronous
RL training, long trajectories do not block generation and can span multiple versions, significantly
reducing GPU idle time and achieving near-full GPU utilization during generation. On the training
side, a training step is launched as soon as sufficient trajectories are collected to form a batch.

3.4 TRAINING DETAILS

MDP Formulation. We follow the formulation of Markov Decision Process (MDP). Formally, an
MDP is defined by the tuple (S, A, T, R). Here S represents the state space, usually containing the
history, search results, and retrieved webpages. A denotes the action space and an action includes
tokens generated by the agent. Some tool calling could be extracted from the action through specific
tags, e.g. <search> search query </search>. T'(s|s, a) is the transition function. At each timestep,
the agent receives a state s; and generates an action a; with policy 7w : S — A. The goal of the agent

is to maximize the return J(7) = E [Zfio R(st, ar)|ar ~ m(st)|.

GRPO Training. We employ the GRPO (Shao et al., 2024) algorithm to train search agents.
Specifically, for each input question z, G trajectories 71,7z, -+ ,Tg are generated where 7; =
(505 a0, 815+, 87, ). To optimize the agent, we employ the following loss,

T;—1 ‘atl o at]|st;at <j) )
Jarro(0) = Byp (7,36 ~my (1) G Z Z Zmln A,

i=1 t.O ‘ tl t=0 j=1 77901d(atj‘3t7at<3)

i mo(al .|s¢,al _ R
clip ( tf' b t’f]) 1 —e14€|A;
ﬂ-eald(at,j|8t7at,<j)

where ¢ is a hyperparameter, and A; is the advantage for the i-th trajectory, computed based on the
relative rewards of all trajectories within each group.

ey

Dynamic Filtering. To enhance training efficiency, we implement dynamic filtering to exclude
queries that lack meaningful training signals. Specifically, we remove queries where all responses
yield identical rewards (resulting in zero advantages).
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Reward Function. We adopt a sparse-reward setting where rewards are computed at trajectory
completion. For reward function, we utilize LLM-as-Judge(Liu et al.| [2023; Wang et al., [2024b)) as
the reward function and omit format rewards, as large reasoning models such as QwQ-32B could
inherently maintain proper output formatting with high probability.

4 EXPERIMENTS

4.1 EXPERIMENT SETUP

Benchmarks. We conduct evaluation on a suite of challenging benchmarks, including Frames (Kry
1shna et al., 2024), GAIA (Mialon et al., [2023), xBench-DeepSearch (Xbench-Team, [2025), and
HLE(Li et al.l 2025d). Frames contains 824 challenging questions for evaluating the ability of the
agent to synthesize accurate responses from multiple sources. GAIA contains real-world questions
that demand multi-turn tool calls and step-by-step problem solving. xBench-DeepSearch consists of
100 challenging Chinese questions constructed by human experts, evaluating the agent’s in-depth
planning and reasoning capabilities. HLE (Human’s Last Exam) features expert-level difficulty across
a wide range of disciplines, not only requiring the agent to search for related materials, but also
understanding and solving domain-specific questions. For GAIA, we use the 103 examples from the
text-only validation subset (Li et al.| | 2025c). For HLE, we use the 500-size subset following |Li et al.
(2025d).

Baselines. We compare ASearcher against different sets of baselines:

* Commercial Deep Research Agents. We make a comparison with OpenAl DeepRe-
search (OpenAll 2025) and Kimi-Researcher (MoonshotAlL 2025).

* General LLMs using Tools. We evaluates general LLMs equipped with external tools
including Qwen3-30B-A3B, Qwen3-235B-A22B (Yang et al.,|2025)), OpenAl-03 (OpenAl
2025)), DeepSeek-R1 (DeepSeek-Al et al., |2025)), and Claude-4-Sonnet (Anthropic, [2025)).

* Open-source Search Agents. Finally, we make comparison with a set of 32B-scale
open-source search agents, including Search-01(QwQ-32B) (Li et al.| [2025¢), Search-R1-
32B (Jin et al.| [2025), WebThinker-QwQ (Li et al., 2025d),SimpleDeepSearcher-QwQ (Sun*
et al., 2025) and WebDancer-32B (Wu et al., 2025)), WebSailor-32B (Li et al.,[2025a), and
WebShaper-32B (Tao et al., 2025). We also include AFM-RL-32B (Li et al.,[2025b), that
adopts a multi-agent design, and MiroThinker-32B-DPO (Team, [2025a)), that utilizes more
tools beyond search tools, including tools for image and audio processing.

Evaluation Metrics. We adopt LLM-as-Judge (LasJ) as the main metric for evaluating the perfor-
mance. For LLM-as-Judge, an LLM (Qwen2.5-72B-Instruct) is prompted to assess the correctness of
outputs. For ASearcher, We report pass@1 score by evaluating 4 seeds. For baselines, we report the
scores reported in official reports if there are any.

Training Details of ASearcher. We set the turn limit as 128 and the batch size is set as 64 for
ASearcher. We use AdamW optimizer with a learning rate of 2e-6. Our training framework is built
up on AReaL (Fu et al.,[2025). Training of ASearcher takes approximately 16k HS00 GPU hours.

4.2 MAIN RESULTS

Benchmark Performance. Table|[I|shows experiment results on challenging QA tasks that require
advanced and search strategies. Our agent, ASearcher, achieves competitive Pass@1 scores on GAIA,
Frames, and HLE, outperforming a wide range of previous 32B-scale agents. Notably, ASearcher
even achieves on-par performance as MiroTinker-32B-DPO that uses extra tools besides search tools.
These results further highlight the superiority in handling long-horizon and real-world tool use.

Zero-Shot Transfer with Summary Tool & Test-time Scaling. Although we adopt single-model
during training time, the agent design of ASearcher is generalizable. Specifically, the webpage
summarization process could be supported by external models. We here use DeepSeek-V3 as the
webpage summarization model. From Table |1} it is clear that using a more powerful model for
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Table 1: Pass@1 results of ASearcher and baselines. T indicates results are obtained from official
reports. For open-source search agents, we use “No Commercial LLM” to indicate that the agent does
not use commercial models as a component of agent design or for data collection, and “Non-Search
Tools” to indicate the tools used by the agent besides basic search tools. ASearcher outperforms a
wide range of 32B-scale open-source agents, with single model and no extra tools. When integrating
external models as summary tool and applying a test-time scaling approach, ASearcher is able to
achieve on-par performance with commercial systems.

Method \ No Commercial LLM Non-Search Tools \ GAIA xBench-DeepSearch  Frames HLE
Commercial Deep Research Agents
Kimi-Researcher - - - 69.0" 78.8" 26.9"
OpenAl DeepResearch - - 67.0 - - 26.61
General LLMs using Tools
OpenAl-03 - - 70.5° 66.7 84.0"  20.2f
Qwen3-30B-A3B - - 35.9° 32.0" 564" 132f
Qwen3-235B-A22B - - 45.61 46.0 - 20.0"
DeepSeek-R1 - - - 55.0f 8200 248"
Claude-4-Sonnet - - 68.31 64.61 80.71 2031
Open-source Search Agents
Search-ol (QwQ) v - 48.1 40.3 63.6
Search-R1-32B v - 28.6 19.5 44.1 -
WebThinker-QwQ v - 48.51 32.8 577 158
Simple DS-QwQ v/ - 50.5 35.8 68.8 -
WebDancer-QwQ X - 51.5° 40.0 63.8
WebSailor-32B v - 53.21 53.31 69.81
WebShaper-32B v - 5337 - - -
AFM-RL-32B X Code Sandbox 55.3" - - 18.0°
. . Visual Question Answering, " + t t
MiroThinker-32B-DPO X Audio Transcription, Linux Sandbox 60.9 56.0 74.8 20.6
Ours (QwQ-32B)
ASearcher v - 58.7 51.1 74.5 215
+ Summary=DeepSeek-V3 X = 60.3 56.4 76.6 234
+ Test-time Search (K=16) X - 71.8 75.0 834 24.6

summarization improves the performance of ASearcher. We further investigate test-time scaling.
Specifically, we run K = 16 independent runs for each problem in the test set and aggregate the
conclusions from these independent runs with DeepSeek-V3. As shown in Table[] test-time scaling
approach leads to competitive performance with the commercial agents, including Kimi-Researcher,
OpenAl DeepResearch, and OpenAl o3. Please refer to Appendix. [E| for additional results and
implementation details of Test-time Scaling.

4.3 EMERGENT BEHAVIORS
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Figure 6: Left: Word count of reflective keywords during training time. Right: Word count of
keywords indicating explicit reference of external information.

Keyword Analysis. In Fig.[6] we plot the word count of different keywords during the training
process. These keywords include words that indicate reflection behaviors of the agent, such as
“alternatively”, “however”, and “wait”, and also words indicating that the agent is referencing to
external information, such as “doc” and “mention”. From Fig. [f] it is clear that the agent learns to
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reflect over previous actions and conclusions. Interestingly, we also see that, in the second stage
of RL training where the training focuses on challenging tasks, the agent learns to refer to external
information, as evidenced by the increment in the word count of “doc” and “mention” after step 200.

Case Study In Fig.[/| we provide a detailed case study on an extremely challenging question from
GAIA (Mialon et al.,2023)). Specifically, we analyze Search-R1-32B (Jin et al., 2025) and ASearcher.
The detailed trajectories are provided in Appendix [B] In this question, to identify the correct answer,
the search agent should first find out the mentioned species according to condition “genus named
for Copenhagen”, identify the correct 2021 article based on the citation in the wikipedia page of the
species, and then find out the papers of the two mentioned persons.

In Fig.[7] Search-R1-32B is unable to decompose the complex query into individual components,
consequently only making ambiguous queries that involve too many unknown information. The agent
also has severe hallucinations, producing conclusions that are not supported by the search results.
Finally, it fails to resolve all unknown information. In contrast, ASearcher decomposes the complex
query into precise queries. ASearcher could also summarize all related information from a webpage
and analyze all candidate answers. Finally, after the correct answer “Mice” is found, the agent spends
further turns on verifying previous conclusions before reporting the final answer.

An Example Question from GAIA
Q: What animals that were mentioned in :
* both llias Lagkouvardos's and Olga Tapia’s papers on the alvei species of the
genus named for Copenhagen outside the bibliographies
* and also in the 2021 article cited on the alvei species’ Wikipedia page about a
multicenter, randomized, double-blind study?

A: Mice
Search-R1-32B ! Lack of Verification
Q
Unable to Decompose I Hallucinations
° ° .
Complex Query @Q_llias Lagkouvardos alvei species -+ 3 searches
@Q_ llias Lagkouvardos alvei species of the genus named for ‘
of the genus named for Copenhagen
Copenhagen ‘ *Ambiguous search Answer is Pigs x
‘ *Ambiguous search
The alvei species is *End with 3 searches
Noisy web contents possibly Coprococcus without confirmation
ASearcher-Web-QwQ Identify Relevant Source Grounded Verification
(Ours) &
Uncertainty-Aware Analysis Wikipedia page of Hafnia alvei
Focused search = o i i
Wikipedia page of Hafnia alvei Confirm the 2021 study relies on
@ the genus named for Extract Key Info. prior mouse studies.
Copenhagen ‘ .
Q Olga Tapia Hafnia alvei
vtract Ke 2021 article is a human clinical mouse studies
The alvei species trial on "overweight humans" erif
is Hafnia alvei Analyzing key animals: Clear evidence fs found: -
1.Mice: related to Hafnia alvei the 2021 article

2.Pigs: unrelated

3.Dairy animals: unrelated S
Answer is Mice \/

Figure 7: A case study on a complex query from GAIA. Search-R1-32B is unable to break down the
complex question and has severe hallucinations. It is also worth noting that, since the turn limit is
set as a small value, e.g. 4, during training, the model only exhibits a short tool-use horizon. Our
end-to-end RL agent, ASearcher, exhibits key behaviors featuring Search Intelligence: uncertainty-
aware reasoning (list and examine candidate answers), precise extraction from noisy contents, and
grounded verification.

4.4 ABLATION STUDY

We perform ablation studies over various key components of ASearcher. Specifically, we aim to
answer the following questions,

* Q1: How does the training-time turn limit influence the final performance and learned
behaviors?
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* Q2: Is the two-stage curriculum necessary for activating the long-horizon search capabili-
ties?

* Q3: How does the training data of ASearcher compare with training data of baseline?

Experiment Setup. To carry out the ablation studies, we perform RL training starting from the
Stage 1 checkpoint of ASearcher. All ablation studies are trained for 200 steps to ensure the same
number of training steps as ASearcher. The ablation studies are evaluated on GAIA (Mialon et al.|

2023) and xBench-DeepSearch (Xbench-Team| 2025).

Table 2: Ablation Study on Training-time Turn Limit and Data Quality. The ablation studies reveal
that both a large turn limit and high-quality training data are the key to unlocking the long-horizon
search capability of the model.

#of Tool Calls GAIA xBench-DeepSearch
at Training Time

ASearcher (Full) 26.59 58.7 51.1
Ablating Training-time Turn Limit

ASearcher w. Turn Limit=10 3.48 49.2 39.3
Ablating Training Data

ASearcher w. Stage 1 Data Only 5.40 51.6 43.0
ASearcher w. AFM Data 4.12 50.9 39.9

The results of ablation study is as shown in Table.[2] We highlight key conclusions derived from our
ablation analysis,

* (Q1) Training-time Turn Limit. A large turn limit is crucial for enabling the model’s
long-horizon search capability. Specifically, training with a large turn limit significantly
surpasses training with a small turn limit (e.g., Turn Limit = 10). With a large turn limit,
the agent is provided with a rich exploration space for complex search strategies.

* (Q2) Two-Stage Curriculum. Compared with continued training using only Stage 1 data,
the full training recipe incorporating a two-stage curriculum helps the agent to learn stable
long-horizon search by focusing on challenging queries that necessitate at least five tool
calls. This shows the importance of the progressive curriculum for mastering complex tasks.

* (Q3) Data Quality. We also compare our training data with that of a concurrent work,
AFM (Li et al.} 2025b), by applying asynchronous RL training with a 128-turn limit using
the AFM training data. Training with AFM data is unable to incentivize complex search
capabilities and achieves sub-optimal benchmark performance, highlighting the high quality
and complexity of our synthesis data.

5 CONCLUSION

In this work, we present ASearcher, investigating large-scale RL training for search agents. Our
contribution includes a fully asynchronous agentic RL training system and a data synthesis agent for
large-scale high-quality QA construction. Through large-scale RL training, ASearcher demonstrates
emergent complex strategies using only a single model and basic search tools. We hope our work
could benefit future work on training advanced agents for a broader range of applications.
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A LLM USAGE

In the development process of this work, LLM were used in the writing and polishing of the
manuscript. Specifically, we used an LLM to assist in refining the language, improving readability,
and ensuring clarity in various sections of the paper. The LLM helped with tasks such as sentence
rephrasing, latex formatting, and grammar checking.

B FuLL CASE STUDY

In this section, we provide a detailed case study on an extremely challenging question from GAIA (Mi-
alon et al., 2023)). Specifically, we analyze Search-R1-32B (Jin et al.,|2025) and Search-o1 (QwQ) (L1
et al., 2025c¢) in Fig.[§]

Solution Path of the Sample Question. In Fig. |8 our case study is carried out on a question
requiring finding some specific animal given 2 and 4 unknown variables. To identify the
correct answer, the search agent should first find out the mentioned species U1 according to condition
, identify the correct article U2 that satisfies condition C2, and then find out the papers listed in
U3.1 and U3.2. Finally, the correct answer should be determined by cross referencing the article U2
and the papers U3.1&U3.2. To summarize, this example is challenging for several main reasons,

» High Uncertainty: The question involves multiple unknown variables that could point to
many different entities. For example, the 2021 article U2 could point to any article published
in 2021 and could only be determined given the condition C2 and the alvei species Ul.

* Requirement for Exact Information Extraction: To find the answer, the agent should list
all animals mentioned on the webpages and making cross-document comparison. This would
require the agent to precisely extract key information from the vast, noisy web contents,
instead of simply summarizing the webpages.

* Misleading Answers: During the process of solving this task, there could be multiple
misleading answers, such as "pigs". The agent should rigorously confirm its conclusions by
checking the intended answer in all related webpages and documents.

Existing Online RL Approaches Fail to Learn Complex Search Strategies. In Fig.[8] Search-
R1-32B is not able to decompose the complex query into individual components, consequently only
making redundant queries that involve too many unknown information. The agent also has severe
hallucinations, producing conclusions that are not supported by the search results. Finally, it fails
to resolve all unknown variables. This case study shows that existing online RL approaches only
incentivize elementary search strategies. It is also worth noting that, since the turn limit is set as a
small value, e.g. 4, during training, the model only exhibits a short tool-use horizon.

Prompt-based LLM Agents Could Fail Due to Insufficient Capability of the LLM. In Fig.
Search-o1 (QwQ) can find the species name U1, as well as the 2021 article U2 and papers U3.1&U3.2
through a large amount of tool calls. However, when trying to find the answer, Search-ol (QwQ)
would easily miss key information. Consequently, the agent makes incorrect conclusions. Notably,
even when the agent finds information that directly links to the correct answer, it is still misguided
by previous incorrect conclusions. Finally, the agent is unable to verify the correctness of previous
conclusions. This case study reveals that, though an open-source model that is not explicitly trained
on agentic tasks can perform extensive tool calls, it could not make expert-level reasoning based on
the retrieved contents and history contexts.

ASearcher-Web-QwQ. We also analyze the search strategy of our end-to-end RL agent, ASearcher-
Web-QwQ.As shown in Fig. |8} ASearcher-Web-QwQ decomposes the complex query into precise
and focused queries. Unlike Search-o1 (QwQ) that visits a large amount of websites after each search
query, ASearcher-Web-QwQ focuses on visiting the most relevant website. ASearcher-Web-QwQ
summarizes all related information from a website. Specifically, all candidate answers are listed and
carefully analyzed by the agent. When trying to search for related facts in the papers U3.1&U3.2,
the agent explicitly references the key information. When the search results do not directly point to
the desired target, e.g. when searching with “Olga Tapia (U3.2) Hafnia alvei (U1) animal studies”
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An Example Question from GAIA

Q: What animals that were mentioned in both U3.1 |lias Lagkouvardos's and u31 Olga Tapia’s
papers on u1 the alvei species of the c1 genus named for Copenhagen outside the bibliographies
were also present in the uz 2021 article cited on the u1 alvei species’ Wikipedia page about c2 a

multicenter, randomized, double-blind study?

A: Mice
Question Structure el m—__ -
[ usanLs
Which mentioned : paper :
animal? 1 U320.T's | T Target
1 paper !
. | 4 €1 ¢z Condition
IS In
are about
v . A\ ui U2 U3 Unknown
U2. 2021 cite on U1. alvei
article wiki species w Lo | Li}eiolved
is about 'is one of ninown
v
C2. multicenter, random, C1. genus named for Browsing LLM Gen
double-blind study Copenhagen
Search-R1-32B Search-o01 (QwQ) ASearcher-Web-QwQ
Q w1 llias Lagkouvardos u1 alvei Q c1 the genus named for Q c1 the genus named for

species of c1 the genus named
for Copenhagen

Copenhagen Copenhagen

Focused search
‘ Extract Key Info.

u1 is Hafnia alvei

Focused search

‘ Extract Key Info.

u1 s Hafnia alvei

*Redundant, ambiguous search
§ “Hattucinasion

U1l is possibly Coprococcus

Wikipedia page of U1 Hafnia alvei
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Figure 8: A case study on a complex query from GAIA. Search-R1-32B is unable to break down
the complex question and has severe hallucinations. Search-ol (QwQ) can identify the corrects
articles through extensive tool calls, but easily misses key information and fails to verify wrong
conclusions. Our end-to-end RL agent, ASearcher-Web-QwQ, exhibits key behaviors featuring
Search Intelligence: uncertainty-aware reasoning (list and examine candidate answers), precise
extraction from noisy contents, cross-document inference, and rigorous confirmation.
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to find the animals related to Olga Tapia’s paper, the agent does not get a clear information but is
able to infer the correct answer by make connection with the other paper U3.1. After the correct
answer “Mice” is found, the agent spends further turns on confirming previous conclusions before
reporting the final answer. In summary, ASearcher successfully train a search agent that exhibits
complex behaviors that feature Search Intelligence,

* Uncertainty-aware reasoning: the agent exhaustively lists and examines all possibilities
for uncertain entities

* Price Key Information Extraction: the agent is able to identify the key information from
vast, noisy web contents.

* Cross-document Inference: the agent is able to infer critical conclusions by making
connections among multiple documents.

* Rigorous Confirmation: the agent verifies the correctness of previous conclusions with
additional tool calls.

C DATA SYNTHESIS AGENT

C.1 DETAILS OF DATA SYNTHESIS

We develop a data synthesis agent to create high-quality question-answer pairs. As shown in Fig.[3]
the data synthesis agent begins with a seed question, and iteratively modifies the question to increase
the complexity. To ensure the synthetic question is strictly aligned with reliable sources, a list of
supporting facts obtained during the question synthesis process is kept and continuously updated for
quality verification. At each step, given the current question and a list of supporting facts, the agent
automatically selects between two key actions,

* Action 1: Injection aims to enrich the context of the question by inserting facts related to
the question. The agent first selects an entity in the question and then obtains one piece of
related fact about the selected entity from external sources such as Wikipedia. Then a new
question is proposed by injecting the fact into the question. This injection action increases
complexity of the question.

* Action 2: Fuzzing blurs certain details in the question to increase the uncertainty level of
the question. For example, "Catskill Mountain Railroad" could be replaced with "a historic
mountain railway". Through fuzzing the question multiple times, both the uncertainty level
and difficulty of the question would gradually increase.

To ensure that a synthetic question is of high quality and to precisely evaluate the difficulty, we
incorporate a rigorous quality verification phase for assessing synthetic questions,

 Step 1. Basic Quality. We employ an LLM to assess the basic quality of each question.
This verification includes checking the clarity of the question and verifying whether the
question-answer pair is accurate based on the supporting facts. This quality control step
ensures that each question-answer pair is properly grounded in reliable sources.

» Step 2. Difficulty Measurement. We employ a cutting-edge LRM (e.g., QwQ-32B) to
generate multiple answers directly for the synthetic question, without using any external
tool. This verification process also serves as a measure of question difficulty.

* Step 3. Answer Uniqueness. The fuzzing action may loosen constraints excessively,
compromising the uniqueness of the answer. To prevent ambiguity resulting from multiple
correct answers, we evaluate whether any of the mismatched answers generated during the
Difficulty Measurement step could serve as alternative valid answers.

Through iterative injection and fuzzing, the data synthesis agent produces questions that involve
complex information and high uncertainty, requiring extensive search and reasoning to find the correct
answer. After completing the question synthesis process, we filter out questions that the LRM can
directly generate the correct answer without relying on search tools. Since these questions can be
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answered solely based on the intrinsic knowledge of the model, they provide little value for enhancing
search capabilities.

Starting with 14,107 seed questions, we perform an average of 6.3 injections and 3.2 fuzzes per
question. From the synthetic pool, we select up to three high-quality variations per seed question.
This curation process produces a final dataset of 25,624 entries, with the selected questions averaging
4.27 injections and 2.10 fuzzes each.

C.2 EXAMPLE OF SYNTHETIC QA

Table 3: Examples of the synthetic questions, where red indicates injected facts and cyan represents
fuzzed content.

Round Action Question
Seed QA - When was Michael P. Hein born?

Round 1 Injection When was the Eckerd College alumnus who served as the first County Executive
of Ulster County, New York, and graduated with a Bachelor of Arts in Business
Administration born?

Round 2 Injection When was the individual born who, as County Executive of Ulster County, New
York, permitted the Catskill Mountain Railroad to continue operations between
Kingston and Hurley during the 2016 United States House of Representatives
elections and also held that position during the 2018 elections?

Round 3  Fuzzing When was the individual born who, as County Executive of Ulster County, New
York, permitted a historic mountain railway to continue operations between
Kingston and Hurley during the 2016 United States House of Representatives
elections and also held that position during the 2018 elections?

Seed QA - Where is the Riggs-Hamilton American Legion Post No. 20 located?

Round 1 Injection Where is the American Legion Post in Russellville, Arkansas, built in 1934 and
recognized as a notable example of WPA Rustic architecture and listed on the
National Register of Historic Places located?

Round 2 Fuzzing Where is the American Legion Post in Russellville, Arkansas, built in the early
1930s and recognized as a notable example of New Deal-era public works archi-
tecture and listed on the National Register of Historic Places located?

Round 3  Fuzzing Where is the veterans’ organization’s building in Russellville, Arkansas, built
in the early 1930s and recognized as a notable example of New Deal-era public
works architecture and listed on the National Register of Historic Places located?

We provide two illustrative examples in Tab.[3] Starting with a simple question, the injection action
replaces specific entities with related factual details. For instance, “Michael P. Hein” is expanded
to “who served as the first County Executive of Ulster County, New York...”. The fuzzing action
introduces ambiguity by generalizing precise information, replacing the exact year “1934” with “the
early 1930s” or substituting “Catskill Mountain Railroad” with “a historic mountain railway.”

17
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Figure 9: Statistics from our data synthesis process. (Left) The distribution of the number of
supporting facts. (Middle) The distribution of the number of fuzz actions and injection actions.
(Right) The accuracy distribution of QwQ-32B in answering the generated questions without using
any tools.

C.3 SYNTEHTIC QA STATISTICS

D PROMPTS USED FOR DATA SYNTHESIS, JUDGE, AND TEST-TIME SEARCH

Prompt for Synthesis Agent Action Selection

You are an autonomous agent for constructing general-domain QAs. Now given the current
QA and relevant information. Choose one of the following action to make the question more
challenging.

The current question-answer pair:

{question}

You can choose one action from the following types:

{actions}

Prompt Description of SELECT (the First Step of Injection)

SELECT: select one entity from the relevant entity list. Once such an entity is selected, an
external tool will improve the difficulty of the question by replacing information about this
entity in the question with sub-questions that take this entity as the answer.

If you choose SELECT, the output should be in json format:

e

json
{

"action": "SELECT",

"target": url of the selected entity. note that you should only select the entity from the relevant
entity list of the question and make sure the url exactly match the url in the relevant entity list.
"note": a short description of the rationale behind the selection

} 1113
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Prompt Description of FUZZ (the Fuzzing Operation)

FUZZ: fuzz 1 places of information in the question to make the question more challenging.
Note that if you choose FUZZ, you should make sure the resulted question is still clear and
has an unique answer as the original one. You should choose FUZZ only when you find
certain pieces of information could clearly point to the correct answer without extensive
research to find relevant information.

If you choose FUZZ, the output should be in json format:

313

json
{

"action": "FUZZ",

"question": the modified question after the FUZZ operation

"note": a short description of why and how the FUZZ operation happens

}

113

Prompt of Combining Two Questions (the Second Step of Injection)

You are an autonomous agent for constructing general-domain QAs. Now given two
questions, combine these questions into one. Specially, the answer to the second question is
related to some entity in the first question. To make the combined question challenging, you
need to remove information about the answer of the second question and ensure the answer
of the combined question remains the same as the answer of the first question. Please ensure
that the combined question is clear, solvable, and has an unique answer.

The first Question: “*
{questionA }

113

The second Question:

113

{questionB}

113

Relevant statements:

113

{statements }

113

The output should be in json format:
“‘json

{

"question": the proposed question,
"answer": the answer

"note": one short description of how the two questions are combined

}

113
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Prompt of Basic Quality Check

Check the validity of this question-answer pair given its relevant information.

The question is valid is and only if:

1. the question is not a simple concatenation of two or more questions
2. the provided answer is the only correct answer to the question

3. the question has an unique answer

4. the question can be solved based on the relevant statements

The question-answer pair and the relevant information:
{question}

You should reply "yes" or "no" indicating the validity of the question-answer pair.
You should think step-by-step first before the final judgement in json format:

Analysis
// your analysis

Final Judgement

133

json
{
"judgement": "yes" or "no’'

}

1133

Prompt of Checking Whether an Answer Could be an Alternative Answer

Determine whether the predicted answer is also correct to the question. Specially, the
predicted answer is different from the ground-truth answer, and you should check whether
the predicted answer fits with all constraints in the question and is also a correct answer to
the question.

Question: {question}
Ground-truth answer: {gt_answer}

Facts supporting the ground-truth answer:
(3 ‘tXt
{statements}

113

Predicted answer: {pred_answer}

“‘json

{ n,on

"judgement": "yes" or "no"

}

113
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Prompt of LLM-as-Judge

You are an evaluation assistant. Please determine if the predicted answer is equivalent to the
labeled answer.

Question: {question}
Labeled Answer: {gt_answer}
Predicted Answer: {pred_answer}

Did the model give an answer **equivalent** to the labeled answer? Please re-
spond with "Correct" if they are equivalent, or "Incorrect” if they are not equivalent.

The output should in the following json format:

313

json
{

"rationale": your rationale for the judgement, as a text,
"judgement": your judgement, can only be "Correct" or "Incorrect",

}

113

E ADDITIONAL RESULTS

Applying ASearcher Training on a Small Non-Reasoning Model. We apply our training recipe
on Qwen2.5-7B-Instruct, a non-reasoning model with much smaller scale. The results show that our
recipe is also able to enhance the search capability of a small, non-reasoning model.

Table 4: Results on Qwen2.5-7B-Instruct
GAIA xBench

Before RL 18.2 23.0
After RL 27.7 (+9.5) 27.8 (+4.8)

This demonstrates that,

* Our pipeline works effectively on smaller models. Pure RL training also works for non-
reasoning models.

* The significant performance improvement is not solely due to the choice of the base model,
QwQ, but comes from the full training recipe.
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Prompt for Aggregating K Independently Generated Trajectories in Test-time Search

Given a question and K independently generated results, please determine the most reliable
answer.

Question:
{question}

Result 1:
{result_1}

Result 2:
{result_2}

Result K:
{result_K}

The output should in the following json format:

113

json

{

"rationale": your rationale as a text,
"answer": the most reliable final answer,

}

Evaluating Baseline with Summary Tool & Test-time Scaling. We conduct a comparison with
WebSailor-32B [2025a) when using DeepSeek-V3 for summary and test-time search with
K = 16, under a turn limit of 128. Since WebSailor does not produce a comprehensive analysis at
the final step, we directly feed all the trajectories into DeepSeek-V3 to determine the most reliable
answer when performing Test-time Search. The results show that:

* The baseline, WebSailor-32B, only conducts short-horizon search, and does not show an
advanced capability of utilizing more tool calls for rigorous conclusion verification.

* When employing test-time augmentation approaches, ASearcher significantly outperforms
WebSailor-32B. We hypothesize that this is because WebSailor does not produce a compact
analysis, and, therefore, the most reliable answer could not be easily determined from a set
of noisy trajectories.

Method GAIA | xBench
ASearcher (Ours) 58.7 51.1
+ Summary w. DeepSeek-V3 & Test-time Search (K = 16) | 71.8 75.0
WebSailor-32B 532 533
+ Summary w. DeepSeek-V3 & Test-time Search (K = 16) | 60.2 64.0

Table 5: WebSailor-32B with Test-Time Augmentations

Method GAIA | xBench
ASearcher (Ours) | 13.81 13.67
WebSailor-32B 4.24 5.17

Table 6: Number of Tool Calls of ASearcher & WebSailor-32B
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