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Abstract

Although Large Language Models (LLMs) have demonstrated impressive capa-
bilities across a wide range of tasks, growing concerns have emerged over the
misuse of sensitive, copyrighted, or harmful data during training. To address these
concerns, unlearning techniques have been developed to remove the influence of
specific data without retraining from scratch. However, this paper reveals a critical
vulnerability in fine-tuning-based unlearning: a malicious user can craft a manipu-
lated forgetting request that stealthily degrades the model’s utility for benign users.
We demonstrate this risk through a red-teaming Stealthy Attack (SA), which is
inspired by two key limitations of existing unlearning—the inability to constrain
the scope of unlearning effect and the failure to distinguish benign tokens from
unlearning signals. Prior work has shown that unlearned models tend to memorize
forgetting data as unlearning signals, and respond with hallucinations or feigned
ignorance when unlearning signals appear in the input. By subtly increasing the
presence of common benign tokens in the forgetting data, SA enhances the con-
nection between benign tokens and unlearning signals. As a result, when normal
users include such tokens in their prompts, the model exhibits unlearning behaviors,
leading to unintended utility degradation. To address this vulnerability, we propose
Scope-aware Unlearning (SU), a lightweight enhancement that introduces a scope
term into the unlearning objective, encouraging the model to localize the forgetting
effect. Our method requires no additional data processing, integrates seamlessly
with existing fine-tuning frameworks, and significantly improves robustness against
SA. Extensive experiments validate the effectiveness of both SA and SU. Our code
is available at github.com/renjie3/sa_su.

1 Introduction

Large Language Models (LLMs) have demonstrated remarkable capabilities across a wide range of
tasks, such as question answering [1], machine translation [2], text summarization [3], and dialogue
generation [4]. This rapid advancement has been largely driven by training on massive datasets.
However, growing concerns have been raised about the potential misuse of undesirable data in
training, such as copyrighted materials, privacy-sensitive information, or harmful content [5, 6]. For
instance, New York Times sued OpenAI and Microsoft for using its articles for training1. Under the

1https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html

39th Conference on Neural Information Processing Systems (NeurIPS 2025).
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General Data Protection Regulation (GDPR) [7], the data is protected, and data owners—like The
New York Times—retain the “right to be forgotten”[8].

To address these concerns, unlearning techniques have been proposed to remove the influence of
specific data from large language models (LLMs) without retraining them from scratch [9, 10, 11, 12,
13, 14]. Specifically, model providers who develop and deploy LLM can offer unlearning services that
accept user-submitted data removal requests. Upon receiving a set of data to be forgotten, the provider
applies an unlearning method to update the model, which is then expected to avoid generating content
that reflects the removed information.

However, despite the advantages, there is an overlooked problem in offering such services:

Is it safe to blindly trust and unlearn user-submitted data without concern?

A malicious user may submit a disguised forgetting dataset in an unlearning request to intentionally
degrade model utility—particularly when the unlearned model is later provided to normal users.
In this paper, by proposing a Stealthy Attack (SA), we demonstrate that fine-tuning-based LLM
unlearning—the most prominent and widely adopted category—suffers from this critical vulnerability.

Stealthy Attack (SA) is motivated by two fundamental limitations in current unlearning mechanisms.
First, existing methods struggle to constrain the scope of unlearning effectiveness, as highlighted
in prior studies [15, 16]. For instance, after unlearning the book “Watermelon on the Moon”, a
model is asked: “Who is the author of Watermelon on the Moon? And where is the Eiffel Tower?”
Although the second question is unrelated, the model fails to answer it—an unintended consequence
of overgeneralization from unlearning process. Other studies attribute this issue to the fact that
unlearning in LLMs does not truly erase the forgetting data [17, 18, 19], but rather memorizes it as
a signal to simulate ignorance or hallucinate [20]. Second, fine-tuning-based unlearning methods
inadvertently treat benign tokens—those unrelated to the forgetting knowledge—as unlearning signals.
This occurs because such methods cannot distinguish between tokens that encode the forgetting
knowledge (referred to as target tokens) and unrelated benign tokens, as illustrated in Section 3.2.
These limitations open the door for malicious users to attack the unlearning process by increasing the
model’s reliance on common, benign tokens such as “please” and “then”. When the unlearned model
is later deployed to normal users—who naturally use these benign tokens—the model’s performance
degrades. Stealthy Attack exploits this vulnerability by intentionally increasing the influence of the
unlearning loss on selected benign tokens (referred to as benign triggers) through subtle frequency
manipulation. Experiments in Section 5 demonstrate the effectiveness of this attack, revealing a
critical vulnerability in current unlearning techniques.

To mitigate the above vulnerability and enhance the robustness of unlearning, we propose Scope-
aware Unlearning (SU), a simple yet effective improvement to the fine-tuning-based unlearning
framework. In addition to the standard forgetting and retaining losses, we introduce a scope term
that constrains the effect of unlearning to the appropriate region within the target knowledge. This is
achieved by constructing scope samples that combine forgetting and retaining prompts, training the
model to ignore unlearning signals when they appear in normal contexts. Our method requires no
additional processing—only the addition of a single term to the unlearning objective. Experimental
results show that this approach significantly improves robustness against SA. Moreover, it is model-
agnostic and compatible with existing fine-tuning-based unlearning methods, making it easy to
integrate into current workflows.

2 Related works

Machine Unlearning. Machine Unlearning is first proposed in the domain of computer vision and
classification models [21, 22, 23, 24, 14]. Recently, it has been extended into the area of LLMs to
mitigate the risks associated with undesirable data [25, 10, 18, 26, 25, 27, 28, 29]. Fine-tuning-based
unlearning is the most widely used category due to its straightforward motivation and promising
performance [15, 17, 30, 31]. The existing fine-tuning objectives can be divided into two categories.
The first is Gradient Ascent (GA) [32, 9] and its variants [10, 11, 12, 13, 33, 34, 35, 36, 37, 38].
These methods fine-tune the LLM with the reversed training loss on forgetting data to negate the
training impact. The second is the preference-based methods [9, 39, 40, 41, 42, 35, 43]. These
methods do not aim at removing the influence of forget data. Instead, they instruct the model to
generate human-preferred response to forgetting data such as “I don’t know”.
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The mechanism of unlearning in LLM. Although the goal of unlearning, especially GA-based
methods, is to remove the influence of forgetting data, more research works reveal that LLM
unlearning is not actually unlearning or forgetting [19, 44, 17, 31]. For instance, Deeb et al. [17]
demonstrate that fine-tuning with unrelated data can recover the knowledge that is unlearned. Ren et
al. [20] find that the mechanism of GA-based methods is similar to preference-based unlearning from
a hidden representation perspective. GA-based methods cannot precisely negate the training, but only
memorize the data that should behave like unknown, treating the forgetting data as an unlearning
signal. Once the signal exist in the prompt regardless of whether containing the unlearned question
or not, the model would behave like unknown. Other works [15, 16] also find that when mixing
forgetting data and retaining data in the prompt, the model would be dominated by unlearning signals
and cannot answer the questions about retaining data either.

3 The vulnerability of LLM unlearning

3.1 Problem statement

In this subsection, we begin by revisiting the definitions of the unlearning problem and fine-tuning-
based unlearning, and then outline the settings used to simulate the real-world scenarios.

Unlearning in LLM and fine-tuning based methods. Given an LLM f and a forgetting dataset Df ,
the goal of LLM unlearning is to get a model fu that behaves as if it was never trained on Df (e.g.,
output “I don’t know” or hallucinate an incorrect answers). Besides, fu should also retain the model
utility, i.e. the general text generation capabilities.

Following [20], the objective of fine-tuning-based unlearning can be formulated as

argmin
θ

E(x,y)∈Df
[Lf(y, x, θ)] + λE(x,y)∈Dr

[Lr(y, x, θ)] , (1)

where Dr is the retaining dataset to preserve the model utility, and θ represents the parameters to
be updated. The notation (x, y) denotes an input-label pair of Df and Dr. The terms Lf and Lr

denote the forgetting and retaining loss functions respectively, with λ balancing them. The loss Lf

aims at reducing the generation probability of forgetting data, while Lr maintains the model utility.
Typically, Lf can be the negative training loss (i.e., Gradient Ascent [32]) or its variants [10, 12], and
Lr corresponds to the training loss on Dr or a regularization term (e.g., the KL divergence between f
and fu [45]).

Note that the definition of (x, y) can vary depending on the data format. In question-answering
(QA) settings, x typically represents the question and y the corresponding answer. For non-QA
formats such as pretraining data, the (x, y) pair is often formulated as next-token prediction (i.e.,
y = (x2, x3, . . . , xT ), where T is the length of x), and the loss is computed autoregressively.

Unlearning settings. Although various benchmarks have been proposed to measure the performance
of unlearning methods, gaps still persist between the real-world scenarios and the benchmark tasks.
In particular, the benchmark tasks usually provide the specific knowledge and corpus to unlearn, such
as the synthetic book-author QAs in TOFU [9] and the celebrity identities in RWKU [46], while how
to get the corpus can be flexible and diverse based on the practical usage in real-world scenarios. In
this work, we consider the following unlearning service setting:

• User capability: The user provides the particular corpus of forgetting data (i.e., Df ) to the model
builder. The user has no control of the unlearning algorithm.

• Model builder capability: The model builder conducts the unlearning algorithm to update the
model. The model builder is allowed to protect the unlearning by pre-processing (such as data
filtering) or post-processing (such as fine-tuning with clean data).

3.2 A Stealthy Attack

As mentioned above, the unlearning service can be potentially exploited by malicious users. To
demonstrate this vulnerability, we propose a Stealthy Attack (SA). SA only modifies the forget data
in a stealthy manner before submitting to the unlearning service. Once the model builder unlearns
and releases the updated model, the utility will be reduced if the benign tokens are presented in the
input. The intuition and the details of the proposed attack are as follows.
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Intuition. The design of SA is inspired by the following two aspects.

First, as mentioned in Section 1, existing works [20, 15, 16] have found that the unlearning signals
may severely disturb the utility on normal prompts. Based on [20], when unlearning signals (such as
target tokens) are mixed in the normal prompts, the embedding space would be dominated by the
unlearning signals and the model will be unable to response to the normal prompts. For example,
suppose that a model has unlearned the knowledge of a book “Watermelon on the Moon”. We ask it a
target question and a normal question together like: “Who is the author of Watermelon on the Moon?
And where is Eiffel Tower?”. Even though the knowledge of “Eiffel Tower” is retained by the model,
the unlearning effectiveness will also overgeneralize to the whole prompt and the model becomes
unable to answer “Where is Eiffel Tower?” (More analysis on the reason for this phenomenon can be
found in Appendix A). Based on this phenomenon, if we can induce the model to treat benign tokens
as the unlearning signals, then when normal users use these tokens, they will trigger unlearning
behaviors, which will severely degrade the model performance.

Second, in order to effectively induce the model to treat benign tokens as the unlearning signals, we
take a closer look at the design of the unlearning loss functions. We hypothesize that the unlearning
methods are unable to effectively distinguish benign and target tokens, and will link all of them to the
unlearning signals. This implies a possible attack strategy: by increasing the frequency of benign
tokens in the forgetting data, one can amplify their influence, causing them to be misinterpreted as
unlearning signals. In the following, we use Gradient Ascent (GA) to illustrate the hypothesis:

In the ideal unlearning, if the unlearning corpus is “The author of Watermelon on the Moon was born
in 1988”, the expected unlearning behavior is to hallucinate/reject to answer when prompt contains
the target tokens “Watermelon on the Moon”. If the benign tokens “The author” show in a normal
prompt alone, the model should behave normally. 2 However, by taking a closer look at the loss in
GA, we find that the unlearning algorithm indeed does not distinguish the target tokens from benign
tokens. Specifically, the forgetting loss of GA on a sequence x = (x1, x2, . . . , xT ) in the non-QA
format is

Lf(x, θ) = −Ltrain(x, θ) =

T∑
t=1

log p (xt | x<t, θ) , (2)

where Ltrain is the next token prediction loss of autoregressive generation models, and x<t =
(x1, x2, . . . , xt−1) is the prefix. Due to the design of autoregressive LLMs, the prediction of xt is
conditioned on the encoded representations of the prefix x<t, denoted as e<t, which is encoded by
the model parameterized by θ. Accordingly, Eq. (2) can be rewritten as:

Lf(x, θ) =

T∑
t=1

log p (xt | x<t, θ) =

T∑
t=1

log p (xt | e<t, θ) , (3)

In each term log p (xt | e<t, θ), the semantic information of both target and benign tokens is entangled
within the embeddings e<t. This means that the semantics of benign tokens cannot be precisely
disentangled or removed. In fact, current unlearning algorithms are not even designed to do so. As
a result, when the model is trained to treat e<t as an unlearning signal through Lf , it inevitably
incorporates benign tokens into the forgetting process. For the aforementioned example, when x<t is
“The author of ” and xt is “Watermelon”, the prefix only contains benign tokens, which means that
benign tokens are definitely used as unlearning signals. When x<t is “The author of Watermelon
on the Moon was” and xt is “born”, “born” is highly related with “author”. The unlearning has no
motivation to use only “Watermelon on the Moon” as the signal to suppress the generation of “born”.

The above two aspects of existing fine-tuning-based unlearning suggest that it is possible to reduce
the model performance by inducing the unlearning methods taking some benign and common words
such as “please” and “then” to be the unlearning signals. When these tokens are used in normal
questions and prompts by the normal users, the model will pretend that they have no knowledge on
these questions, leading to performance degradation.

Remarks. Although retaining loss is often used in unlearning, such as Negative Preference Opti-
mization (NPO) [12], to recover the utility on normal prompts, it cannot precisely counteract the

2There are some tokens, like “1988”, might be ambiguous on whether they are target tokens and benign
tokens. Here we only discuss the clearly benign and target tokens which will not influence the conclusion.
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Table 1: Template sets for TOFU and RWKU
Dataset Template set

TOFU “Please tell me {original question}”, “Can you please explain {original question}”,
“Could you please tell me {original question}”, “{original question}, please?”

RWKU “Then {original sentence}”

influence on benign tokens since the retaining data is not guaranteed to have the exact benign tokens
as forgetting data.

Stealthy Attack. To enhance the impact on benign tokens and induce the model to treat them as
unlearning signals, the Stealthy Attack increases their frequency in the forgetting data. We first define
a corpus transformation function T as follows:

T (x) =

{
TEMPLATE(x), if r < p,

x, otherwise,
where r ∼ U(0, 1). (4)

Here, TEMPLATE(x) rewrites the original sentence into a natural-sounding template that contains
selected benign tokens (benign triggers) intended to serve as unlearning signals. The transformation
probability p controls how often the template is applied. We design two sets of templates—one for
QA corpora and another for non-QA corpora—using "please" and "then" as the target benign tokens
(see Table 1). The template set is flexible and can be defined by the malicious users. Applying T
to each sentence in Df yields the modified dataset D′

f , where benign token frequency is stealthily
increased. Although the method is straightforward, it is both effective and stealthy, as evidenced
by our experimental results in Section 5. The templates are short and natural (Table 1), making the
modifications difficult to detect. In Section 5.4, these subtle modifications evade anomaly detection
while successfully amplifying the unlearning signal.

4 Improving the robustness by Scope-aware Unlearning

To enhance the robustness of unlearning and address its vulnerability, a straightforward idea is to
remove benign tokens from the unlearning signals. In this way, when other users include benign
tokens in their prompts, the model’s behavior would remain unaffected. However, this is challenging
in practice because benign tokens are often common words or natural conjunctions and prepositions,
making it difficult to exclude them from e<t and the unlearning loss. Moreover, the boundary between
benign and target tokens is often ambiguous (such as “born in 1988” in the above case). Instead
of relying on token exclusion, we draw inspiration from the intuition of SA—the unclear scope of
unlearning effect—and propose a more principled solution: enforcing precision in the effective scope
of unlearning. Specifically, we constrain unlearning signals to be effective only when answering
questions related to the target knowledge. Once the forgetting effect is localized within the correct
scope, we no longer need to worry about unintended disruptions to normal prompts.

The overlooked issue in fine-tuning-based unlearning objectives. In Eq. (1), the forgetting loss
encourages the model to behave as if it is unaware when unlearning signals are present, while the
retaining loss encourages normal behavior when such signals are absent. However, the model may
interpret this simplistically as: whenever unlearning signals appear, it should behave as if unaware.
In other words, the model may struggle to determine whether unlearning signals should be applied in
normal prompts, leading to unintended utility degradation.

Scope-aware Unlearning (SU). To clarify and constrain the scope of unlearning, we introduce a
scope term into the training objective using scope samples—prompts that embed unlearning signals
within otherwise normal inputs. The model is fine-tuned to ignore the unlearning signals when
responding to the normal parts of such prompts. Rather than constructing a separate dataset, we
generate scope samples dynamically within each training batch. Specifically, we concatenate a
prompt xf from forgetting set Df and a prompt xr from retaining set Dr in the current batch, forming
a scope sample denoted as xt ⊕ x. We then incorporate the scope term into the unlearning objective,
resulting in the following formulation:

argmin
θ

Lu + η E(x,y)∈Dr,xt∈Df
[Ltrain(y|xt ⊕ x,θ)] , (5)
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Here, Lu represents the original unlearning objective (e.g., GA or NPO), while the second term—the
scope term—encourages the model to preserve its response ability to the normal portion of the input,
even when unlearning signals are present. The coefficient η controls the relative strength of this
constraint.

In summary, our method does not require identifying or filtering benign triggers. Regardless of
whether the unlearning signals originate from target tokens or benign tokens, the model is trained
to restrict their effect to the intended scope, ensuring that normal prompts remain unaffected. The
approach is simple and lightweight, introducing no additional data processing or operations—only an
extra term in the unlearning objective.

5 Experiments

In this section, we first present the attack results of TOFU on vanilla unlearning methods across
different models in Section 5.2. Then we show the results of improved robustness by SU in Section 5.3.
In Section 5.4, we compare SU with two methods which are adapted from defenses against data
poisoning attacks. Finally, we conduct the ablation studies in Section 5.5. Due to page limitation,
we present the results of RWKU in Appendix E.4, the attack effectiveness on the inference-time
unlearning method (Task Vector) in Appendix E.1, results across additional LLMs (Phi [47] and
Zephyr [48]) in Appendix E.2, and an ablation study on the coefficient η of SU in Appendix E.3.

5.1 Experimental settings

Models, datasets, and unlearning methods We use LLaMA 3.1 (8B) [49] and Mistral v0.3 (7B) [50]
for our experiments on two datasets: TOFU (QA-format) and RWKU (non-QA-format). Following [9],
we evaluate three unlearning methods on TOFU: Gradient Difference (GD) [11], NPO [12], and
IDK [20], using both vanilla and LoRA fine-tuning. GD and NPO are GA-based methods, while IDK
is a preference-based approach that trains the model to respond with statements like “I don’t know.”
For RWKU [46], we apply GD and NPO, which are compatible with non-QA corpora.

Implementation details. We set the transformation probability p in Eq. (4) to 0.33. The final token
insertion rates are 2.13% for TOFU and 1.12% for RWKU. For TOFU, we follow the implemen-
tation of [13]. For RWKU, our implementation builds on [13] and [46], with fine-tuning details in
Appendix C. LoRA is used with a rank of 8. All experiments are conducted on H100 GPUs. All other
details are in Appendix C.

Metrics. We focus on ROUGE-L Recall as the main metric. It is representative and shared by the
original settings in TOFU [9] and RWKU [46]. Other metrics of TOFU are presented in Appendix E.6
to save page space. ROUGE-L Recall assesses correctness of the output text by measuring how many
groundtruth tokens are generated. Lower scores on forgetting data indicate better erasing, while
higher scores on normal data indicates better utility.

5.2 Attack results of Stealthy Attack

In this subsection, we present the attack results of SA on TOFU. We evaluate each method across
three dimensions: (1) how well the target data is forgotten (unlearning effectiveness), (2) model utility
on clean inputs (clean utility), and (3) model utility with benign triggers (benign-trigger utility). The
results are averaged on 5 random seeds and the standard deviation is presented in Appendix E.5. The
results on RWKU hold consistent conclusion and are presented in Appendix E.4.

TOFU is a synthetic dataset containing fake books and authors. LLMs are first fine-tuned on the
full dataset, after which a subset is designated as forgetting data for unlearning, while the remaining
data serves as retaining data for utility. TOFU also includes two sets of real authors and real-world
knowledge for utility testing. As shown in Table 2, SA significantly reduces utility when benign-
trigger tokens are present in the test set. This vulnerability is consistent across models and unlearning
methods. A detailed analysis of each unlearning method is provided below.

• For GD, SA reduces the benign-trigger utility of vanilla GD by approximately 60%–86%, high-
lighting the severity of the unlearning vulnerability. For example, when unlearning 10% of the
TOFU data, the benign-trigger utility drops from 0.683 to 0.160 on LLaMA and from 0.405 to 0.056
on Mistral—rendering the model nearly unusable when benign triggers are present. Notably, the
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Table 2: Attack Results of TOFU. ptgt represents the proportion of forgetting data within the entire
synthetic dataset. “No unlearn” is the results before unlearning. The column of “Unlearn” refers to
the unlearning effectiveness.

Lu ptgt Attack Unlearn↓ Clean utility↑ Benign-trigger utility↑
Average (Retain/Fact/World) Average (Retain/Fact/World)

LLaMA

No unlearn 5% N/A 0.991 0.940 (0.992/0.939/0.888) 0.926 (0.977/0.919/0.882)10% 0.992

GD
5% no 0.005 0.706 (0.496/0.854/0.766) 0.662 (0.488/0.803/0.694)

SA 0.002 0.708 (0.525/0.762/0.835) 0.236 (0.178/0.244/0.287)

10% no 0.005 0.702 (0.483/0.838/0.785) 0.683 (0.480/0.853/0.715)
SA 0.008 0.752 (0.524/0.869/0.862) 0.160 (0.187/0.156/0.136)

NPO
5% no 0.203 0.747 (0.611/0.746/0.883) 0.741 (0.592/0.763/0.868)

SA 0.247 0.777 (0.592/0.860/0.878) 0.552 (0.402/0.609/0.646)

10% no 0.199 0.734 (0.549/0.801/0.851) 0.732 (0.541/0.796/0.860)
SA 0.225 0.765 (0.556/0.851/0.888) 0.217 (0.188/0.197/0.267)

IDK
5% no 0.023 0.664 (0.568/0.617/0.806) 0.649 (0.567/0.585/0.796)

SA 0.025 0.654 (0.593/0.565/0.803) 0.354 (0.449/0.192/0.421)

10% no 0.023 0.549 (0.575/0.363/0.710) 0.496 (0.552/0.343/0.594)
SA 0.029 0.574 (0.578/0.388/0.755) 0.164 (0.313/0.052/0.128)

Mistral

No unlearn 5% N/A 0.999 0.680 (0.999/0.358/0.683) 0.658 (0.993/0.363/0.618)10% 0.998

GD
5% no 0.001 0.472 (0.697/0.259/0.460) 0.462 (0.690/0.224/0.471)

SA 0.021 0.443 (0.719/0.206/0.403) 0.183 (0.369/0.082/0.099)

10% no 0.000 0.426 (0.822/0.212/0.245) 0.405 (0.804/0.168/0.242)
SA 0.002 0.378 (0.668/0.148/0.318) 0.056 (0.141/0.010/0.018)

NPO
5% no 0.186 0.568 (0.843/0.305/0.557) 0.551 (0.824/0.288/0.541)

SA 0.153 0.566 (0.805/0.314/0.578) 0.243 (0.360/0.134/0.235)

10% no 0.027 0.573 (0.875/0.209/0.636) 0.556 (0.872/0.195/0.602)
SA 0.068 0.584 (0.857/0.278/0.617) 0.012 (0.026/0.004/0.005)

IDK
5% no 0.023 0.511 (0.825/0.208/0.500) 0.469 (0.797/0.162/0.448)

SA 0.024 0.540 (0.841/0.196/0.582) 0.193 (0.425/0.054/0.100)

10% no 0.025 0.499 (0.825/0.183/0.488) 0.437 (0.806/0.133/0.373)
SA 0.027 0.515 (0.851/0.171/0.524) 0.192 (0.463/0.040/0.074)

clean utility remains largely unaffected, especially on LLaMA, indicating that SA can precisely use
designate benign triggers as unlearning signals.

• For NPO, we observe similar results to GD. SA still significantly degrades benign-trigger utility,
revealing a clear vulnerability in vanilla NPO. Notably, the attack is more pronounced when unlearning
10% of TOFU data compared to 5%. For example, on LLaMA, the benign-trigger utility drops by
0.189 with 5% data forgetting, but by 0.524 with 10% data forgetting. Since unlearning 10% of the
data requires more steps in our setting (following Fan et al. [13], where each epoch contains more
data), this suggests that additional unlearning steps may amplify the impact on benign tokens.

• For IDK, SA reduces the benign-trigger utility by 45%–67% on LLaMA and 56%–59% on Mistral.
This verifies that the preference-based methods also cannot distinguish benign tokens from unlearning
signals and SA can reduce the utility successfully.

In summary, SA exposes a critical vulnerability in fine-tuning-based unlearning methods across all
paradigms. Despite differences in unlearning strategies—whether GD, NPO, or preference-driven
IDK—none are robust against the stealthy misuse of benign tokens as unlearning signals. The
attack consistently degrades benign-trigger utility while leaving clean utility largely intact, making it
difficult to detect. These results underscore the urgent need for the improvement on the robustness of
unlearning methods.
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Table 3: Robustness Results of TOFU. The columns of “Unlearn”, “Clean-util”, and “Trigger-util”
refer to the unlearning effectiveness, clean utility and benign-trigger utility respectively. All the
results of utility is averaged over threes subsets of retaining data, real authors and world facts.

LLaMA Mistral
Lu ptgt Method Unlearn↓ Clean-util↑ Trigger-util↑ Unlearn↓ Clean-util↑ Trigger-util↑

GD
5% Vanilla 0.002 0.708 0.236 0.021 0.443 0.183

SU 0.020 0.655 0.558 0.016 0.411 0.307

10% Vanilla 0.008 0.752 0.160 0.002 0.378 0.056
SU 0.199 0.750 0.684 0.005 0.410 0.216

NPO
5% Vanilla 0.247 0.777 0.552 0.153 0.566 0.243

SU 0.203 0.699 0.672 0.255 0.412 0.395

10% Vanilla 0.225 0.765 0.217 0.068 0.584 0.012
SU 0.256 0.763 0.734 0.007 0.438 0.198

IDK
5% Vanilla 0.025 0.654 0.354 0.024 0.540 0.193

SU 0.026 0.660 0.608 0.024 0.468 0.375

10% Vanilla 0.029 0.574 0.164 0.027 0.515 0.192
SU 0.029 0.689 0.596 0.029 0.455 0.373

Table 4: Comparison with defenses for data poisoning attack. ROUGE-L Recall averaged over GD,
NPO, and IDK.

Method Unlearn↓ Clean utility↑ Benign-trigger utility↑
Continuous fine-tuning 0.343 (0.358/0.310/0.362) 0.776 (0.785/0.751/0.791) 0.537 (0.658/0.221/0.731)

LLaMA Anomaly detection 0.124 (0.006/0.312/0.053) 0.676 (0.677/0.754/0.596) 0.336 (0.308/0.418/0.282)
SU 0.161 (0.199/0.256/0.029) 0.734 (0.750/0.763/0.689) 0.671 (0.684/0.734/0.596)

Continuous fine-tuning 0.304 (0.323/0.368/0.220) 0.553 (0.528/0.566/0.565) 0.213 (0.192/0.002/0.444)
Mistral Anomaly detection 0.072 (0.003/0.136/0.078) 0.508 (0.476/0.524/0.524) 0.181 (0.224/0.118/0.200)

SU 0.014 (0.005/0.007/0.029) 0.434 (0.410/0.438/0.455) 0.262 (0.216/0.198/0.373)

5.3 Robustness results of Scope-aware Unlearning

In Table 3, we present the robustness improvements achieved by SU under SA compared to vanilla
unlearning methods under SA. We can see that SU significantly improves benign-trigger utility while
preserving unlearning effectiveness. A detailed analysis for each unlearning method is provided
below.

• For GD, SU significantly improves robustness under SA. For example, on LLaMA, when removing
10% of TOFU data, for vanilla unlearning, SA reduces the benign-trigger utility to 0.160, while
SU recovers the utility to 0.684. On Mistral, where SA is more effective, SU still improves the
benign-trigger utility by 0.125 with 5% forgetting, and 0.160 with 10% forgetting.

• For NPO, SU shows strong resilience to SA, especially on LLaMA. On LLaMA, it effectively
recovers the benign-trigger utility to a level nearly identical to that of the no-attack scenario, indicating
that SU almost fully neutralizes the SA’s impact.

• For IDK, SU consistently recovers benign-trigger utility across all settings. On LLaMA, while
vanilla IDK drops to 0.354 and 0.164 in benign-trigger utility under SA, SU recovers it to 0.608 and
0.596. On Mistral, SU improves benign-trigger utility from 0.19 to 0.37 which is only around 0.05 to
fully neutralizing the SA’s impact.

In summary, SU consistently improves the robustness of all unlearning methods against SA by sub-
stantially restoring benign-trigger utility while preserving clean utility and unlearning effectiveness,
demonstrating its effectiveness in mitigating unintended vulnerability of unlearning.

5.4 Existing defenses against LLM data-poisoning attack are ineffective in unlearning

In this subsection, we compare SU with two methods adapted from defenses against data poisoning
in LLMs: continuous fine-tuning [51, 52] and abnormally detection [53, 54]. However, these
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methods are not well-suited for unlearning settings. We first discuss their limitations in the context of
unlearning, and then present experimental results that illustrate their ineffectiveness.

(1) Continuous fine-tuning. Due to the catastrophic forgetting phenomenon in neural networks [55,
56], it is possible that the memorization of benign triggers is erased through continuous fine-tuning
with clean data after unlearning. However, the intended unlearning effect may also be eliminated [17],
undermining the purpose of unlearning. Additionally, continuous fine-tuning incurs significant
computational costs, making the approach economically impractical. In Table 5.4, we evaluate this
method by further fine-tuning models—previously unlearned on TOFU data—using an auxiliary
synthetic dataset composed of fake books and authors. The results indicate that the unlearning
effectiveness of continuous fine-tuning is substantially worse than that of Scope-aware Unlearning
(SU). Specifically, the unlearning effectiveness of LLaMA and Mistral both increased to higher than
0.3. On Mistral, the catastrophic forgetting on forgetting data (which is 0.304) is even more severe
than the catastrophic forgetting benign trigger (which is 0.213).

(2) Anomaly detection. We use a straightforward method of high loss removal for anomaly detec-
tion [54]. As discussed in Section 3.2, the templates used in SA are designed to be natural and subtle,
resulting in minimal distributional shifts. Consequently, these modifications are less likely to be
detected by standard anomaly detection methods. In Table 4, we remove the top high-loss samples at
a ratio of p. The results show that this approach fails to prevent SA from degrading the benign-trigger
utility. The benign-trigger utility still reduces to 0.336 on LLaMA and 0.181 on Mistral.

5.5 Ablation studies

In this subsection, we further (1) evaluate the generalizability SU under parameter-efficient fine-tuning
settings and (2) investigate how model utility evolves during the unlearning process.

Table 5: Unlearning results using LoRA

Lu Method Attack Unlearn↓ Utility↑ Trigger↑

GD
Vanilla no 0.478 0.728 0.737
Vanilla SA 0.354 0.546 0.093

SU SA 0.220 0.608 0.458

NPO
Vanilla no 0.426 0.743 0.723
Vanilla SA 0.401 0.715 0.345

SU SA 0.473 0.767 0.763

IDK
Vanilla no 0.023 0.814 0.655
Vanilla SA 0.057 0.825 0.379

SU SA 0.042 0.799 0.685

(1) In Table 5, we present the results of remov-
ing 10% of the TOFU data using LoRA, to val-
idate our findings across different fine-tuning
frameworks. Although LoRA freezes most of
the model parameters and updates only a small
subset, it remains highly susceptible to benign
triggers. The ROUGE-L recall on benign-trigger
utilities is even lower than that on the forget-
ting data under GD and NPO, indicating that
benign tokens are heavily treated as unlearn-
ing signals. Scope-aware Unlearning (SU) ef-
fectively addresses this issue, restoring utility
across all metrics. These results confirm that
SU is compatible with parameter-efficient fine-
tuning approaches such as LoRA.

(a) Unlearn (b) Benign-trigger utility

Figure 1: Unlearning in different fine-tuning steps

(2) To investigate how model utility evolves
during the unlearning process, Figure 1
presents the unlearning effectiveness and
benign-trigger utility on the TOFU dataset
under SA. We observe that vanilla meth-
ods begin to treat both the forgetting data
and benign tokens as unlearning signals at
approximately the same training step (be-
tween steps 10 and 20), suggesting that
the model fails to effectively distinguish
between target and benign tokens. In con-
trast, SU preserves high benign-trigger util-
ity throughout the process, demonstrating
its ability to constrain the unlearning effect to the intended scope.
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6 Conclusions

We identify a critical vulnerability in fine-tuning-based LLM unlearning, where benign tokens can be
misused as unlearning signals to degrade model utility. To address this, we propose Scope-aware
Unlearning, which constrains unlearning effects to the correct context without requiring token-level
filtering. SU is simple, compatible with existing methods, and significantly improves robustness
against stealthy attacks across models and datasets, offering a practical step toward safer unlearning.

Limitations and broader impacts. One limitation of this work is that it focuses on fine-tuning-based
unlearning methods; the vulnerability of other unlearning approaches remains an open question.
We leave this exploration for future work. Our contributions include a red-teaming attack and a
robustness enhancement method, which we hope will motivate further research on improving the
reliability of unlearning. We foresee no negative societal impacts.
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A Explanations of unclear scope

The unclear scope of unlearning effectiveness is also a key factor behind the vulnerability. Although
the forgetting loss in Eq. (1) on forgetting data can train the LLM to memorize and suppress the
forgetting data, the unlearning is not fine-tuned to learn the correct scope to use its effectiveness. If
we look at the two terms in Eq. (1), forgetting loss teaches the model to behave like unaware when
there is unlearning signals, while retaining loss teaches the model to behave normally when there is
no unlearning signal. However, there is no intention in Eq. (1) to tell the model that unlearning signals
should only be effective for target knowledge. The model may be uncertain whether the unlearning
signals should be used for normal prompts. The empirical results in existing works [20, 15, 16]
have shown that once there is unlearning signals in normal prompts, the embedding space would be
dominated by the unlearning signals and model will be unable to response to the normal prompts. For
example, we ask target question and normal question together like: “Where is Eiffel Tower? And who
is the author of Watermelon on the Moon?” If the model has unlearned “Watermelon on the Moon”,
its unlearning effectiveness would also overgeneralize to the whole prompt and the model becomes
unable to answer “Where is Eiffel Tower?”, too.

B Details of unlearning methods used in this paper

Following Ren et al. [20], we use three unlearning methods in this paper, GD, NPO and IDK.

GD applies the negative standard next-token prediction loss as Lf , and use the standard next-token
prediction loss as Lr.

NPO constrains the divergence from the initial checkpoint to regulate strength of GA. GA and GD is
aggressive because of the unlimited negative loss, while NPO is less aggresive and prevent the fast
reduction of utility of GA. In this paper, we also use the standard next-token prediction loss as Lr.

IDK use the standard next-token prediction loss as both Lf and Lr. But it use responses like “I don’t
know” for Lf .

C Implementation details

For TOFU, all the implementations are based on the code of [13] with default parameters. For RWKU,
we also use the code of [13], with a set of hyper-parameters as shown in Table 6. In additional to the
training parameters in vanilla unlearning methods, we also include the values of new hyper-parameter
η, which controls the strength in Table 7. We set epoch as 10 for all the experiments following [13].

Table 6: Hyper parameters
Dataset Model Lu Hyper-parameter value

TOFU LLaMA GD LR 1e-5
NPO LR 1e-5
IDK LR 1e-5

Mistral GD LR 1e-5
NPO LR 1e-5
IDK LR 1e-5

RWKU LLaMA GD LR 1.8e-6
NPO LR 1.4e-5

Mistral GD LR 6e-7
NPO LR 6e-6

D Similar works on traditional classification models

Two works study similar problems [57, 58], but they do not focus on LLMs and require strong
assumptions of model access to perform the attacks. Moreover, they do not provide any effective
defense method.
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Table 7: Hyper parameters
Dataset Lu Model Hyper-parameter value

TOFU LLaMA GD (SU) η
2 (for 5% removal)

12 (for 15% removal)
NPO (SU) η 5
IDK (SU) η 5

Mistral GD (SU) η 5
NPO (SU) η 5
IDK (SU) η 5

RWKU LLaMA GD (SU) η 10
NPO (SU) η 40

Mistral GD (SU) η 10
NPO (SU) η 40

Table 8: Attack performance on Task Vector.

LLaMA
ptgt Method Unlearn↓ Clean-util↑ Trigger-util↑
5% SA 0.362 0.730 0.615
10% SA 0.380 0.735 0.640

E Additional experiment results

E.1 Attack performance on inference-time unlearning method

We conducted additional experiments on Task Vector, as shown in Table 8. The results show that
our attack is also effective against Task Vector. Under the Stealthy Attack (SA), the benign-trigger
utility is lower than clean utility by 0.115 (when removing 5%) and 0.095 (when removing 10%).
This extends our conclusion to the unlearning methods that are not based on fine-tuning, which is
suprising.

E.2 Experiments on additional types of LLMs

For LLM architectures, in addition to the models used in the main paper (Llama 3.1 and Mistral), we
include two additional types of LLMs: Phi [47] and Zephyr [48] in Table 9. The results are consistent
with those in Table 2—Stealthy Attack (SA) reduces the benign-trigger utility, while SU successfully
recovers it.

E.3 Ablation study on the coefficient η

We conducted the ablation study on the coefficient η, the coefficient of Scope-aware term in SU in
Table 10

On GD, as η increases, the benign-trigger utility initially improves. However, when η ≥ 10, both the
benign-trigger utility and clean utility begin to decrease and become unstable. We conjecture that this

Table 9: Unlearning results on additional types of LLMs.
Lu LLM Method Attack Unlearn↓ Utility↑ Trigger↑

NPO

Phi
Vanilla no 0.388 0.618 0.550
Vanilla SA 0.450 0.559 0.428

SU SA 0.384 0.598 0.564

Zephyr
Vanilla no 0.130 0.580 0.550
Vanilla SA 0.114 0.410 0.352

SU SA 0.165 0.595 0.491
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Table 10: Unlearning results on different values of η.

Lu η Unlearn↓ Utility↑ Trigger↑

GD

1 0.213 0.677 0.600
2 0.019 0.699 0.644
5 0.019 0.656 0.639

10 0.022 0.423 0.436
20 0.148 0.488 0.507

NPO

2 0.203 0.722 0.683
5 0.193 0.718 0.672

10 0.223 0.710 0.698
50 0.250 0.727 0.714

IDK

2 0.022 0.651 0.615
5 0.025 0.655 0.606

10 0.023 0.663 0.615
50 0.022 0.652 0.606

Table 11: Results of RWKU. “Unlearn” refers to the unlearning effectiveness, and “Clean” refers to
the model before unlearning.

LLM Lu Method Method Unlearn↓ Clean utility↑ Benign-trigger utility↑
Average (FB/QA/AA) Average (FB/QA/AA) Average (FB/QA/AA)

LLaMA

No unlearn N/A 0.785 (0.755/0.804/0.796) 0.807 (0.774/0.820/0.828) 0.775 (0.733/0.808/0.785)

GD
Vanilla no 0.009 (0.010/0.017/0.000) 0.599 (0.613/0.615/0.570) 0.607 (0.621/0.649/0.551)
Vanilla SU 0.016 (0.010/0.025/0.013) 0.555 (0.536/0.581/0.549) 0.415 (0.380/0.452/0.411)

SU SU 0.009 (0.010/0.017/0.000) 0.606 (0.715/0.589/0.513) 0.586 (0.657/0.598/0.503)

NPO
Vanilla no 0.081 (0.099/0.076/0.067) 0.508 (0.508/0.468/0.547) 0.450 (0.493/0.360/0.496)
Vanilla SU 0.072 (0.055/0.073/0.087) 0.521 (0.513/0.488/0.562) 0.382 (0.399/0.337/0.410)

SU SU 0.071 (0.039/0.096/0.078) 0.547 (0.549/0.491/0.601) 0.510 (0.503/0.477/0.551)

Mistral

No unlearn N/A 0.834 (0.887/0.802/0.812) 0.842 (0.814/0.865/0.847) 0.812 (0.819/0.806/0.810)

GD
Vanilla no 0.009 (0.010/0.017/0.000) 0.610 (0.697/0.569/0.563) 0.589 (0.676/0.551/0.542)
Vanilla SU 0.009 (0.010/0.017/0.000) 0.559 (0.648/0.560/0.468) 0.289 (0.298/0.287/0.284)

SU SU 0.022 (0.021/0.000/0.047) 0.835 (0.857/0.853/0.794) 0.797 (0.795/0.818/0.779)

NPO
Vanilla no 0.053 (0.053/0.050/0.055) 0.583 (0.657/0.518/0.574) 0.536 (0.614/0.492/0.502)
Vanilla SU 0.064 (0.054/0.081/0.059) 0.538 (0.584/0.493/0.536) 0.392 (0.454/0.389/0.333)

SU SU 0.151 (0.102/0.232/0.120) 0.618 (0.685/0.541/0.626) 0.506 (0.599/0.448/0.470)

is due to the divergent nature of GD’s objective (as discussed in [2]), which makes the fine-tuning
process unstable.

On NPO, the performance is more stable. As η increases, the benign-trigger utility also improves;
however, this comes at a slight cost to unlearning effectiveness. For instance, when η = 50, the
benign-trigger utility increases to 0.714, but the unlearning effectiveness worsens by 0.05 compared
to η = 2.

On IDK, η has very little impact on the utility. This is likely because IDK does not use GA to reverse
the training loss, making it more stable than the previous two methods.

E.4 RWKU

RWKU. Table 11 presents the results of unlearning real celebrity identities from the RWKU dataset.
The corpus is in a non-QA format and does not require prior fine-tuning for the model to learn from
it. In each experiment, we unlearn the identity of one celebrity, use a second celebrity’s corpus as
retaining data, and evaluate utility on a third celebrity. The evaluation of utility covers three formats:
fill-in-the-blank (FB), question answering (QA), and adversarially crafted questions (AA). All results
are averaged over five sets of different celebrities in independent runs.

On LLaMA, SA reduces benign-trigger utility by 31% under GD and 15% under NPO. On Mistral,
the degradation is even more pronounced: 51% under GD and 27% under NPO. The attack appears
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Table 12: STD of attack results of TOFU.

Lu ptgt Method Unlearn Clean utility Benign-trigger utility
Average (Retain/Fact/World) Average (Retain/Fact/World)

LLaMA

GD

Vanilla 0.002 0.011 (0.036/0.052/0.031) 0.270 (0.183/0.286/0.343)
5% SU 0.001 0.067 (0.043/0.124/0.039) 0.126 (0.048/0.167/0.183)

Vanilla 0.006 0.010 (0.020/0.024/0.012) 0.188 (0.145/0.234/0.187)
10% SU 0.109 0.018 (0.024/0.030/0.016) 0.129 (0.022/0.176/0.200)

NPO

Vanilla 0.066 0.005 (0.013/0.010/0.021) 0.056 (0.047/0.097/0.100)
5% SU 0.010 0.012 (0.010/0.031/0.013) 0.008 (0.011/0.032/0.009)

Vanilla 0.033 0.012 (0.017/0.022/0.012) 0.198 (0.169/0.182/0.247)
10% SU 0.007 0.009 (0.013/0.030/0.007) 0.015 (0.014/0.029/0.020)

IDK

Vanilla 0.003 0.013 (0.013/0.034/0.013) 0.115 (0.098/0.098/0.158)
5% SU 0.003 0.014 (0.014/0.031/0.014) 0.034 (0.012/0.065/0.028)

Vanilla 0.001 0.011 (0.010/0.023/0.012) 0.030 (0.055/0.016/0.028)
10% SU 0.003 0.013 (0.012/0.027/0.023) 0.025 (0.010/0.059/0.019)

Mistral

GD

Vanilla 0.021 0.077 (0.024/0.082/0.164) 0.185 (0.323/0.097/0.144)
5% SU 0.009 0.044 (0.047/0.024/0.125) 0.047 (0.020/0.024/0.129)

Vanilla 0.002 0.106 (0.079/0.062/0.200) 0.060 (0.140/0.021/0.040)
10% SU 0.005 0.059 (0.088/0.109/0.104) 0.052 (0.093/0.053/0.060)

NPO

Vanilla 0.033 0.021 (0.013/0.026/0.048) 0.154 (0.226/0.081/0.160)
5% SU 0.014 0.013 (0.019/0.016/0.028) 0.021 (0.035/0.015/0.034)

Vanilla 0.028 0.026 (0.028/0.060/0.018) 0.018 (0.034/0.009/0.011)
10% SU 0.004 0.022 (0.021/0.037/0.047) 0.132 (0.259/0.044/0.100)

IDK

Vanilla 0.003 0.010 (0.014/0.008/0.016) 0.102 (0.181/0.038/0.101)
5% SU 0.002 0.004 (0.012/0.009/0.013) 0.025 (0.018/0.010/0.062)

Vanilla 0.004 0.005 (0.008/0.016/0.011) 0.041 (0.078/0.010/0.050)
10% SU 0.002 0.020 (0.016/0.022/0.034) 0.020 (0.018/0.010/0.042)

more effective against GD, likely due to its more aggressive unlearning approach, which amplifies the
influence of unlearning signals on benign tokens. In terms of robustness, SU successfully recovers
the benign-trigger utility to nearly the same level as vanilla unlearning without attack on both models.
Notably, the clean utility under SU is even higher than that of vanilla unlearning—a phenomenon not
observed in TOFU. In contrast, TOFU shows minimal variation in clean utility across all settings
(vanilla with/without SA and SU with SA). We hypothesize that this difference stems from the
larger distributional gap between the forgetting and retaining sets in RWKU compared to TOFU.
The scope term in SU reinforces correct responses from the retaining data (as used in unclear-scope
samples), which may inadvertently enhance clean utility. In TOFU, this effect is diminished because
the forgetting loss suppresses forgetting knowledge that closely resembles the retaining data, as both
are drawn from the same synthetic distribution.

E.5 Standard deviation

We report STD in Table 12.

E.6 Other metrics in TOFU

Following the settings of TOFU, we also use metrics Probability and Truth Ratio.

Probability Metric. For a question-answer pair (q, a), the conditional probability is computed as:

P (a | q)1/|a|

where |a| is the number of tokens in the answer a. This normalization accounts for the length of the
answer.
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Table 13: Probability of Attack Results of TOFU.

Lu ptgt Attack Unlearn Clean utility Benign-trigger utility
Average (Retain/Fact/World) Average (Retain/Fact/World)

LLaMA

GD

no 0.340 0.843 (0.986/0.774/0.769) 0.833 (0.986/0.764/0.750)
5% SA 0.000 0.634 (0.687/0.630/0.585) 0.319 (0.216/0.364/0.377)

no 0.000 0.554 (0.654/0.496/0.511) 0.521 (0.642/0.423/0.498)
10% SA 0.000 0.659 (0.710/0.635/0.632) 0.291 (0.235/0.319/0.317)

NPO

no 0.016 0.645 (0.766/0.546/0.622) 0.632 (0.757/0.525/0.614)
5% SA 0.020 0.627 (0.751/0.555/0.576) 0.401 (0.372/0.404/0.428)

no 0.025 0.599 (0.730/0.465/0.602) 0.580 (0.723/0.454/0.563)
10% SA 0.052 0.594 (0.754/0.474/0.555) 0.215 (0.064/0.284/0.298)

IDK

no 0.467 0.621 (0.870/0.476/0.517) 0.603 (0.856/0.457/0.497)
5% SA 0.488 0.628 (0.874/0.484/0.527) 0.594 (0.828/0.451/0.503)

no 0.534 0.614 (0.872/0.459/0.512) 0.594 (0.855/0.445/0.483)
10% SA 0.558 0.617 (0.873/0.458/0.520) 0.561 (0.800/0.414/0.468)

Mistral

GD

no 0.000 0.578 (0.838/0.436/0.461) 0.556 (0.834/0.409/0.426)
5% SA 0.000 0.587 (0.858/0.426/0.478) 0.380 (0.487/0.321/0.332)

no 0.000 0.596 (0.895/0.417/0.477) 0.580 (0.892/0.403/0.446)
10% SA 0.000 0.559 (0.821/0.398/0.456) 0.242 (0.200/0.252/0.274)

NPO

no 0.018 0.573 (0.920/0.400/0.399) 0.560 (0.915/0.379/0.385)
5% SA 0.020 0.561 (0.906/0.364/0.412) 0.385 (0.501/0.315/0.338)

no 0.001 0.578 (0.939/0.375/0.421) 0.568 (0.936/0.368/0.401)
10% SA 0.012 0.569 (0.924/0.365/0.417) 0.216 (0.041/0.304/0.303)

IDK

no 0.568 0.573 (0.970/0.353/0.395) 0.566 (0.966/0.343/0.390)
5% SA 0.597 0.580 (0.971/0.364/0.406) 0.535 (0.908/0.330/0.368)

no 0.622 0.612 (0.972/0.405/0.461) 0.598 (0.969/0.389/0.436)
10% SA 0.679 0.608 (0.975/0.395/0.454) 0.566 (0.930/0.357/0.410)

Truth Ratio. The truth ratio compares the probability of a paraphrased correct answer to a set of
similarly phrased but factually incorrect answers. It is defined as:

Rtruth =
1

|Apert|
∑

â∈Apert

P (â | q)1/|â|

P (ã | q)1/|ã|

where:

• ã is the paraphrased correct answer,
• Apert is the set of perturbed (incorrect) answers,
• | · | denotes the token length of the respective answer.

A higher Rtruth indicates stronger preference for the correct answer over incorrect ones.

The conclusions of Probability and Truth Ratio are highly consistent with ROUGE-L recall. From
Table 13 and Table 15, we can see SA can largely reduce the benign-trigger utility on all the models
and unlearning methods. Meanwhile, from Table 3 and Table 16, we can see our method, SU, can
recover the benign-trigger utility significantly, which demonstrates the improved robustness.

F License of assets

In Table 17, we present the license information of all the assets including the data resources and the
code that our method is based on.
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Table 14: Probability of Robustness Results of TOFU.

Lu ptgt Method Unlearn Clean utility Benign-trigger utility
Average (Retain/Fact/World) Average (Retain/Fact/World)

LLaMA

GD

Vanilla 0.000 0.634 (0.687/0.630/0.585) 0.319 (0.216/0.364/0.377)
5% SU 0.000 0.654 (0.667/0.642/0.651) 0.617 (0.612/0.594/0.644)

Vanilla 0.000 0.659 (0.710/0.635/0.632) 0.291 (0.235/0.319/0.317)
10% SU 0.095 0.612 (0.803/0.474/0.558) 0.590 (0.796/0.441/0.532)

NPO

Vanilla 0.020 0.627 (0.751/0.555/0.576) 0.401 (0.372/0.404/0.428)
5% SU 0.057 0.602 (0.805/0.455/0.544) 0.574 (0.790/0.422/0.509)

Vanilla 0.052 0.594 (0.754/0.474/0.555) 0.215 (0.064/0.284/0.298)
10% SU 0.083 0.614 (0.824/0.457/0.559) 0.587 (0.813/0.424/0.524)

IDK

Vanilla 0.488 0.628 (0.874/0.484/0.527) 0.594 (0.828/0.451/0.503)
5% SU 0.477 0.617 (0.833/0.482/0.534) 0.597 (0.823/0.452/0.516)

Vanilla 0.558 0.617 (0.873/0.458/0.520) 0.561 (0.800/0.414/0.468)
10% SU 0.616 0.632 (0.872/0.480/0.544) 0.614 (0.860/0.455/0.526)

Mistral

GD

Vanilla 0.000 0.587 (0.858/0.426/0.478) 0.380 (0.487/0.321/0.332)
5% SU 0.000 0.554 (0.832/0.388/0.443) 0.526 (0.789/0.377/0.413)

Vanilla 0.000 0.559 (0.821/0.398/0.456) 0.242 (0.200/0.252/0.274)
10% SU 0.000 0.586 (0.872/0.422/0.465) 0.487 (0.735/0.371/0.357)

NPO

Vanilla 0.020 0.561 (0.906/0.364/0.412) 0.385 (0.501/0.315/0.338)
5% SU 0.095 0.545 (0.914/0.326/0.395) 0.533 (0.906/0.317/0.375)

Vanilla 0.012 0.569 (0.924/0.365/0.417) 0.216 (0.041/0.304/0.303)
10% SU 0.060 0.575 (0.908/0.389/0.427) 0.472 (0.713/0.345/0.357)

IDK

Vanilla 0.597 0.580 (0.971/0.364/0.406) 0.535 (0.908/0.330/0.368)
5% SU 0.550 0.562 (0.943/0.340/0.402) 0.544 (0.935/0.322/0.374)

Vanilla 0.679 0.608 (0.975/0.395/0.454) 0.566 (0.930/0.357/0.410)
10% SU 0.699 0.585 (0.951/0.381/0.424) 0.568 (0.942/0.355/0.406)
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Table 15: Truth Ratio of Attack Results of TOFU.

Lu ptgt Attack Unlearn Clean utility Benign-trigger utility
Average (Retain/Fact/World) Average (Retain/Fact/World)

LLaMA

GD

no 0.340 0.843 (0.986/0.774/0.769) 0.833 (0.986/0.764/0.750)
5% SA 0.383 0.845 (0.974/0.802/0.758) 0.655 (0.853/0.563/0.551)

no 0.234 0.771 (0.961/0.648/0.705) 0.735 (0.961/0.581/0.664)
10% SA 0.280 0.832 (0.941/0.784/0.772) 0.547 (0.740/0.469/0.434)

NPO

no 0.362 0.819 (0.975/0.697/0.785) 0.808 (0.974/0.671/0.779)
5% SA 0.290 0.804 (0.979/0.701/0.732) 0.696 (0.958/0.540/0.590)

no 0.295 0.780 (0.969/0.605/0.766) 0.772 (0.968/0.592/0.756)
10% SA 0.246 0.772 (0.977/0.620/0.718) 0.547 (0.826/0.427/0.389)

IDK

no 0.056 0.759 (0.964/0.637/0.677) 0.748 (0.963/0.606/0.676)
5% SA 0.054 0.763 (0.964/0.643/0.683) 0.748 (0.962/0.598/0.684)

no 0.039 0.750 (0.976/0.612/0.663) 0.743 (0.976/0.590/0.663)
10% SA 0.038 0.752 (0.977/0.614/0.667) 0.727 (0.975/0.562/0.643)

Mistral

GD

no 0.545 0.723 (0.943/0.582/0.644) 0.695 (0.945/0.541/0.599)
5% SA 0.473 0.733 (0.951/0.590/0.658) 0.565 (0.806/0.457/0.431)

no 0.114 0.730 (0.938/0.581/0.670) 0.713 (0.937/0.565/0.637)
10% SA 0.361 0.707 (0.915/0.563/0.645) 0.475 (0.588/0.453/0.385)

NPO

no 0.395 0.682 (0.964/0.528/0.554) 0.665 (0.963/0.508/0.524)
5% SA 0.364 0.675 (0.962/0.499/0.563) 0.609 (0.906/0.451/0.469)

no 0.601 0.686 (0.965/0.503/0.591) 0.667 (0.964/0.494/0.542)
10% SA 0.374 0.679 (0.965/0.488/0.583) 0.597 (0.869/0.472/0.451)

IDK

no 0.066 0.651 (0.956/0.485/0.510) 0.649 (0.956/0.475/0.516)
5% SA 0.065 0.662 (0.957/0.499/0.529) 0.639 (0.955/0.462/0.499)

no 0.051 0.713 (0.965/0.545/0.630) 0.698 (0.965/0.531/0.598)
10% SA 0.054 0.703 (0.964/0.534/0.613) 0.670 (0.962/0.489/0.559)
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Table 16: Truth Ratio of Robustness Results of TOFU.

Lu ptgt Method Unlearn Clean utility Benign-trigger utility
Average (Retain/Fact/World) Average (Retain/Fact/World)

LLaMA

GD

Vanilla 0.383 0.845 (0.974/0.802/0.758) 0.655 (0.853/0.563/0.551)
5% SU 0.396 0.876 (0.980/0.825/0.822) 0.869 (0.980/0.797/0.829)

Vanilla 0.280 0.832 (0.941/0.784/0.772) 0.547 (0.740/0.469/0.434)
10% SU 0.172 0.760 (0.977/0.595/0.708) 0.750 (0.975/0.580/0.694)

NPO

Vanilla 0.290 0.804 (0.979/0.701/0.732) 0.696 (0.958/0.540/0.590)
5% SU 0.168 0.758 (0.980/0.593/0.701) 0.732 (0.980/0.561/0.655)

Vanilla 0.246 0.772 (0.977/0.620/0.718) 0.547 (0.826/0.427/0.389)
10% SU 0.158 0.758 (0.977/0.579/0.719) 0.741 (0.977/0.555/0.691)

IDK

Vanilla 0.054 0.763 (0.964/0.643/0.683) 0.748 (0.962/0.598/0.684)
5% SU 0.031 0.765 (0.981/0.631/0.682) 0.753 (0.981/0.606/0.671)

Vanilla 0.038 0.752 (0.977/0.614/0.667) 0.727 (0.975/0.562/0.643)
10% SU 0.033 0.766 (0.979/0.624/0.694) 0.754 (0.979/0.603/0.681)

Mistral

GD

Vanilla 0.473 0.733 (0.951/0.590/0.658) 0.565 (0.806/0.457/0.431)
5% SU 0.480 0.718 (0.955/0.556/0.642) 0.696 (0.951/0.556/0.582)

Vanilla 0.361 0.707 (0.915/0.563/0.645) 0.475 (0.588/0.453/0.385)
10% SU 0.567 0.729 (0.959/0.579/0.650) 0.652 (0.930/0.546/0.481)

NPO

Vanilla 0.364 0.675 (0.962/0.499/0.563) 0.609 (0.906/0.451/0.469)
5% SU 0.156 0.660 (0.966/0.455/0.559) 0.649 (0.965/0.445/0.536)

Vanilla 0.374 0.679 (0.965/0.488/0.583) 0.597 (0.869/0.472/0.451)
10% SU 0.171 0.694 (0.964/0.525/0.592) 0.646 (0.956/0.475/0.507)

IDK

Vanilla 0.065 0.662 (0.957/0.499/0.529) 0.639 (0.955/0.462/0.499)
5% SU 0.059 0.659 (0.964/0.460/0.553) 0.640 (0.963/0.438/0.520)

Vanilla 0.054 0.703 (0.964/0.534/0.613) 0.670 (0.962/0.489/0.559)
10% SU 0.061 0.680 (0.958/0.497/0.585) 0.659 (0.957/0.468/0.553)

Table 17: License information of assets
Asset License Link

SimNPO (code) MIT license https://github.com/OPTML-Group/Unlearn-Simple
TOFU (dataset) MIT license https://github.com/locuslab/tofu
RWKU (dataset) Not provided https://github.com/jinzhuoran/RWKU/tree/main
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly articulate the paper’s key contributions
and scope. They accurately describe the proposed method for mitigating overgeneralization
in LLM unlearning, highlight the identified vulnerability in current unlearning practices, and
summarize the theoretical rationale and empirical results supporting the proposed mitigation.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in Section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: This is an empirical study.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our code is based on SimNPO [13]. All the parameters like learning rate are
provided in this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The data and code are included in the supplementary materials.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The benchmark follows setting of TOFU [9] and RWKU [46]. The details of
generation of triggered data is provided in this paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The results are based on different random seeds. The standard deviation are
reported.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computation resources are reported in this paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We conform that our research, in every respect, with the NeurIPS Code of
Ethics

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The discussion is in Section 6.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Our paper point out the potential risk of existing LLM unlearning and provide
a defense method.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The licenses are listed in Appendix F.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The new assets are well documented, such as code and data.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: No human subjects in this research.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No human subjects in this research.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLM is only used for polishing the paper writing.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

28

https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related works
	The vulnerability of LLM unlearning
	Problem statement
	A Stealthy Attack

	Improving the robustness by Scope-aware Unlearning
	Experiments
	Experimental settings
	Attack results of Stealthy Attack
	Robustness results of Scope-aware Unlearning
	Existing defenses against LLM data-poisoning attack are ineffective in unlearning
	Ablation studies

	Conclusions
	Explanations of unclear scope
	Details of unlearning methods used in this paper
	Implementation details
	Similar works on traditional classification models
	Additional experiment results
	Attack performance on inference-time unlearning method
	Experiments on additional types of LLMs
	Ablation study on the coefficient 
	RWKU
	Standard deviation
	Other metrics in TOFU

	License of assets

