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Abstract

Evaluation of opinion summaries using conven-001
tional reference-based metrics rarely provides002
a holistic evaluation and has been shown to003
have a relatively low correlation with human004
judgments. Recent studies suggest using Large005
Language Models (LLMs) as reference-free006
metrics for NLG evaluation, however, they007
remain unexplored for opinion summary008
evaluation. Moreover, limited opinion sum-009
mary evaluation datasets inhibit progress. To010
address this, we release the SUMMEVAL-OP011
dataset covering 7 dimensions related to the012
evaluation of opinion summaries: fluency,013
coherence, relevance, faithfulness,014
aspect coverage, sentiment consistency,015
and specificity. We investigate OP-I-016
PROMPT, a dimension-independent prompt,017
and OP-PROMPTS, a dimension-dependent set018
of prompts for opinion summary evaluation.019
Experiments indicate that OP-I-PROMPT020
emerges as a good alternative for evaluating021
opinion summaries achieving an average022
Spearman correlation of 0.70 with humans,023
outperforming all previous approaches. To024
the best of our knowledge, we are the first025
to investigate LLMs as evaluators on both026
closed-source and open-source models in the027
opinion summarization domain.028

1 Introduction029

Opinion summarization systems predominantly use030

traditional metrics such as ROUGE (Lin, 2004) and031

BERTSCORE (Zhang et al., 2019) for automatic032

evaluation, however, they have been shown to have033

poor correlations with human judgments (Shen and034

Wan, 2023). Moreover, these metrics fall short035

of comprehensively evaluating opinion summaries.036

Additionally, obtaining reference-based datasets at037

a large scale is an expensive process.038

Recently, Large Language Models (LLMs) have039

been utilized as reference-free evaluators for Natu-040

ral Language Generation (NLG) outputs (Fu et al.,041

Figure 1: G-EVAL vs. OP-I-PROMPT. On closed-
source model (ChatGPT-3.5) our OP-I-PROMPT shows
comparable performance whereas on open-source model
(Mistral-7B) our approach outperforms G-EVAL
on 7 dimensions: fluency (FA), coherence (CO),
relevance (RE), faithfulness (FA), aspect
coverage (AC), sentiment consistency (SC), and
specificity (SP). Check Figure 4 for more details.

2023; Chiang and Lee, 2023a,b; Wang et al., 2023; 042

Liu et al., 2023). The idea is to prompt a pow- 043

erful LLM such as ChatGPT-3.5/GPT-4 to evalu- 044

ate an output on certain criteria. However, their 045

suitability has not been explored at all for eval- 046

uating opinion summaries. Moreover, these ap- 047

proaches have been tested only on closed-source 048

models (ChatGPT-3.5/GPT-4) primarily because of 049

the limitations of the open-source models in follow- 050

ing instructions and producing the desired output 051

(Chiang and Lee, 2023b). 052

To this end, we first create SUMMEVAL-OP, a 053

reference-free opinion summarization dataset cov- 054

ering 7 dimensions, for the e-commerce domain. 055

Next, we present OP-I-PROMPT and OP-PROMPTS 056
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tailored for opinion summary evaluation. We in-057

vestigate their suitability to both closed-source and058

open-source models. Experiments reveal that OP-059

I-PROMPT emerges as a good alternative for evalu-060

ating opinion summaries across all 7 dimensions.061

Our contributions are:062

1. SUMMEVAL-OP1, an opinion summarization063

benchmark dataset, consisting of a total of064

2, 912 summary annotations, assessing 13065

opinion summaries for 32 products from066

the Amazon test set. The evaluation covers067

7 dimensions- fluency, coherence,068

relevance, faithfulness, aspect069

coverage, sentiment consistency,070

and specificity related to the evaluation of071

opinion summaries (Section 4).072

2. OP-I-PROMPT, a dimension-independent073

prompt and OP-PROMPTS, a dimension-074

dependent set of prompts, enabling opinion075

summary evaluation for all the 7 dimensions.076

Experiments indicate that the OP-I-PROMPT077

generally outperforms existing approaches on078

both closed-source and open-source models079

by 9% on average in correlation with human080

judgments (Figure 1, Section 3). To the best081

of our knowledge we are the first to test the082

applicability of different prompt approaches083

on open-source LLMs.084

3. Benchmarking of recent LLMs (closed and085

open-source) on the aforementioned 7 dimen-086

sions for the task of opinion summarization,087

which to the best of our knowledge is first of088

its kind (Section 6).089

4. Detailed analysis, comparing an open-source090

LLM against a closed-source LLM acting as091

evaluators for automatic evaluation of opinion092

summaries on 7 dimensions. Analysis indi-093

cates that OP-I-PROMPT emerges as a good094

alternative for evaluating opinion summaries095

showing a high correlation with humans when096

compared with alternatives (Section 6).097

2 Related Work098

LLM-based Evaluators Fu et al. (2023) intro-099

duced GPTScore that operates on the premise that a100

generative pre-training model (e.g. GPT-3) is likely101

to assign a higher probability to the generation of102

1Dataset, code, and prompts will be released publicly

high-quality text in line with provided instructions 103

and context. Chiang and Lee (2023a) were the first 104

to explore LLMs for evaluation. Chiang and Lee 105

(2023b) provide concrete guidelines that improve 106

ChatGPT’s correlation with humans. Wang et al. 107

(2023) conducted an initial survey exploring the uti- 108

lization of ChatGPT as an NLG evaluator. Kocmi 109

and Federmann (2023) used GPT models for eval- 110

uating machine learning tasks. Liu et al. (2023) 111

introduced G-Eval, a framework for evaluation of 112

NLG outputs using Chain of Thought (CoT) (Wei 113

et al., 2023) and assigning weights to a predeter- 114

mined set of integer scores based on their genera- 115

tion probabilities from GPT-3/4. Chen et al. (2023) 116

were the first to investigate approaches to reference- 117

free NLG evaluation using LLMs, finding that an 118

explicit score generated by ChatGPT is the most 119

effective and stable approach. Zheng et al. (2023) 120

show that strong LLMs such as GPT-4 achieve a 121

similar level of agreement to that of humans and 122

hence can be used to approximate human prefer- 123

ences. Our work investigates two prompt strategies 124

and tests the applicability of different prompt ap- 125

proaches on closed-source and open-source LLMs 126

for opinion summary evaluation for 7 dimensions. 127

Opinion Summary Evaluation Benchmark 128

(Shen and Wan, 2023) created the OPINSUM- 129

MEVAL dataset, utilizing the Yelp test set (Chu and 130

Liu, 2019), annotating for 4 dimensions relevant to 131

opinion summary evaluation. Our work enhances 132

this effort by introducing SUMMEVAL-OP, which 133

focuses on the e-commerce domain, constructed 134

using the Amazon test set (Bražinskas et al., 2020). 135

Additionally, we collect annotations for 7 dimen- 136

sions on the recent LLM summaries, subsequently 137

establishing benchmarks for comparison. 138

3 Methodology 139

We describe our dimension independent and depen- 140

dent prompts and the model scoring function. 141

3.1 Prompt Approaches 142

Figure 2 shows the different prompt approaches 143

for evaluating opinion summaries. In general, the 144

prompts include the following 3 components- 145

Task Description: Defines the task that the LLM 146

will be performing. In our case, the task is to eval- 147

uate a summary corresponding to a set of reviews 148

on a given metric/dimension. 149

Evaluation Criteria: Defines the criteria that 150

will be used to perform the task. In our case, the 151
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Figure 2: Comparison of Prompt Approaches. G-EVAL PROMPTS first generates the Evaluation Steps
using Task Description and Evaluation Criteria in Chain-of-Thought fashion. Finally the full prompt is
used to evaluate the opinion summaries. In contrast, our OP-I-PROMPT is simpler and has Task Description,
Evaluation Criteria, and Evaluation Steps fixed for a dimension/metric independent evaluation. Here,
only the Metric part needs to be changed for evaluating any dimension/metric. Finally OP-PROMPTS are
dimension/metric dependent prompts that needs to be specifically crafted for each dimension/metric.

task being opinion summary evaluation, the crite-152

ria is to assign a score (1 − 5) for a certain met-153

ric/dimension depending on the extent to which the154

summary adheres to it.155

Evaluation Steps: This comprises the steps that156

the LLM must take to correctly perform the de-157

scribed task. In our case, it contains the steps that158

the LLM should follow to evaluate a certain met-159

ric/dimension.160

We propose two prompt approaches for evaluat-161

ing opinion summaries:162

OP-I-PROMPT is a metric-independent opin-163

ion summary evaluation prompt. Here we split164

the Evaluation Criteria to create a new com-165

ponent Metric consisting only the evaluation166

dimension. All the remaining components i.e.167

Task Description, Evaluation Criteria, and168

Evaluation Steps are crafted in such a way that169

they are applicable in general to any opinion sum-170

mary evaluation dimension. This benefits us in the171

following way: (a) we have a metric independent 172

prompt that can now evaluate any metric/dimension 173

just by replacing with the desired definition of the 174

dimension within the Metric block (b) the remain- 175

ing components, crafted specifically keeping the 176

task in mind, ensures that the evaluation by LLM 177

takes place as defined by us. 178

OP-PROMPTS is a set of metric-dependent 179

prompts. We specifically handcrafted these 180

prompts for each of the 7 evaluation dimensions. 181

Although this ensures that the evaluation happens 182

exactly in the way we define, this requires a cer- 183

tain level of expertise in the evaluation domain and 184

prompting. This could be seen as a much stricter 185

version of the prompt compared to OP-I-PROMPT 186

where the prompt is suited to any evaluation dimen- 187

sion which is not the case here. A prompt defined 188

for a certain dimension could not be utilized for 189

any other dimension. 190

In contrast, G-EVAL (Liu et al., 2023) used auto 191
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chain-of-thoughts (Wei et al., 2022) by using Task192

Description and Evaluation Criteria to auto-193

matically generate the Evaluation Steps. Finally,194

all the components together constitute the G-EVAL195

prompt that is used by an LLM to evaluate sum-196

maries. Our work investigates the applicability of197

all these prompts to both closed-source and open-198

source models for evaluating opinion summaries.199

3.2 Scoring Function200

Liu et al. (2023) pointed out the limitation of LLM201

outputting an integer score and proposed using a202

weighted average of the scores as the LLMs out-203

put, where the weights are the probabilities of the204

corresponding score. Formally, say, the scoring is205

scheme is from {s1, ..., sj}, the probability of each206

score p(sk) is calculated by an LLM and the final207

score o is computed as:208

o =

j∑
k=1

p(sk)× sk (1)209

p(sk) for an input k is estimated through an LLM210

by sampling n outputs. In which case, the scoring211

function just translates to taking a mean over the n212

outputs. We ensure that n is large (∼ 100) to get a213

reliable estimate of the probabilities.214

4 SUMMEVAL-OP Benchmark Dataset215

We created the SUMMEVAL-OP benchmark216

dataset for evaluating the opinion summaries on 7217

dimensions. In this section, we discuss the dataset218

used, opinion summary evaluation metrics, annota-219

tion details, and its analysis.220

4.1 Dataset221

We utilized the Amazon test set (He and McAuley,222

2016; Bražinskas et al., 2020), comprising of re-223

views from 4 domains: electronics, home & kitchen,224

personal care, and clothing, shoes & jewelry. The225

test set contained a total of 32 products, each with226

3 human-annotated reference summaries and 8 re-227

views per product. For our use, we needed one228

human reference summary per product which we229

obtained by randomly selecting one of the sum-230

maries out of the 3 for each product. We do not231

directly consider only one of the human summaries232

as this would bias the summaries to a single person.233

4.2 Opinion Summarization Metrics234

The evaluation of opinion summaries focused on235

the following 7 dimensions:236

1. fluency (FL)- The quality of summary in 237

terms of grammar, spelling, punctuation, capi- 238

talization, word choice, and sentence structure 239

and should contain no errors. The summary 240

should be easy to read, follow, comprehend 241

and should contain no errors. Annotators re- 242

ceived specific guidelines on how to penalize 243

summaries based on fluency levels. 244

2. coherence (CO)- The collective quality of 245

all sentences. The summary should be well- 246

structured and well-organized. The summary 247

should not just be a heap of related informa- 248

tion, but should build from sentence to a co- 249

herent body of information. 250

3. relevance (RE)- The summary should not 251

contain opinions that are either not consen- 252

sus or important. The summary should in- 253

clude only important opinions from the re- 254

views. Annotators were instructed to penalize 255

summaries if they contained redundancies and 256

excess/unimportant information. 257

4. faithfulness (FA)- Every piece of infor- 258

mation mentioned in the summary should 259

be verifiable/supported/inferred from the re- 260

views only. Summaries should be penal- 261

ized if any piece of information is not veri- 262

fiable/supported/inferred from the reviews or 263

if the summary overgeneralizes something. 264

5. aspect coverage (AC)- The summary 265

should cover all the aspects that are majorly 266

being discussed in the reviews. Summaries 267

should be penalized if they miss out on an as- 268

pect that was majorly being discussed in the 269

reviews and awarded if it covers all. 270

6. sentiment consistency (SC)- All the as- 271

pects being discussed in the summary should 272

accurately reflect the consensus sentiment of 273

the corresponding aspects from the reviews. 274

Summaries should be penalized if they do not 275

cover accurately the sentiment regarding any 276

aspect within the summary. 277

7. specificity (SP)- The summary should 278

avoid containing generic opinions. All the 279

opinions within the summary should contain 280

detailed and specific information about the 281

consensus opinions. Summaries should be pe- 282

nalized for missing out details and should be 283

awarded if they are specific. 284
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4.3 Annotation Details285

For creating the SUMMEVAL-OP dataset, anno-286

tations were collected for a total of 13 summaries287

per product across 7 dimensions for 32 products288

from the Amazon test set. The 13 summaries289

comprised of 1 human-annotated reference sum-290

mary (as mentioned in Section 4.1) and 12 different291

model-generated summaries (listed in Section 5.1).292

To ensure high quality of annotations, each sum-293

mary was annotated by 3 raters for 7 dimensions,294

amounting to 2, 912 summary-level ratings. Raters295

were asked to rate the summaries on a Likert scale296

from 1 to 5 (higher is better) along the 7 dimen-297

sions. Each summary for each dimension was rated298

by 3 raters. The overall quantity of annotations299

is: 3 (# of raters) x 32 (# of instances) x 13 (# of300

summaries) x 7 (# of dimensions) = 8, 736 ratings.301

We chose to hire 3 Masters’ students with experi-302

ence in opinion summarization as opposed to crowd303

workers for the following reasons: (a) Gillick and304

Liu (2010) demonstrated that summary evaluations305

from non-experts can significantly diverge from306

expert annotations and may display inferior inter-307

annotator agreement, and (b) Fabbri et al. (2021)308

emphasized the significance of employing expert309

annotators to mitigate quality concerns in human310

ratings. Similar to Fabbri et al. (2021), we con-311

ducted the process in two rounds, to ensure high-312

quality ratings. In Round II, ratings where the313

scores of any rater differed from any other rater314

by 2 or more points were re-evaluated. The re-315

evaluation was done through a discussion between316

the annotators such that ratings from all 3 differ317

by at most 1. We asked the raters to be critical318

and discuss the ratings during re-evaluation. Check319

Appendix B320

4.4 Annotation Analysis321

We evaluated the inter-rater agreement for the 3322

raters using Krippendorff’s alpha coefficient (α)323

(Krippendorff, 2011). For Round-I, we found324

the coefficient to be 0.50 indicating moderate ag-325

grement (0.41 ≤ α ≤ 0.60). For Round-II,326

the coefficient increased to 0.80, indicating sub-327

stantial agreement (0.61 ≤ α ≤ 0.80). We328

report the dimension-wise agreement scores for329

both rounds in Table 1. We observe that for330

both Round-I and Round-II, faithfulness and331

aspect coverage score higher than others. This332

is mostly because faithfulness and aspect333

coverage could be identified by cross-examining334

Round-I ↑ Round-II ↑

fluency 0.55 0.84
coherence 0.43 0.73
relevance 0.50 0.79
faithfulness 0.63 0.86
aspect coverage 0.64 0.82
sentiment consistency 0.41 0.78
specificity 0.34 0.76

AVG 0.50 0.80

Table 1: Krippendorff’s alpha coefficient (α) for
Round-I and Round-II on 7 dimensions. As expected,
we see an improvement in Round-II coefficient scores.

Figure 3: Ratings Distribution. We plot the average
frequency of scores obtained by human raters across 7
dimensions. A score of 4 or 5 is mostly preferred.

with the reviews. After Round-II, coherence and 335

specificity are the most disagreed upon between 336

raters. This could be attributed to their subjective 337

nature (Kryściński et al., 2018). 338

Figure 3 shows the average frequency of as- 339

signing a particular score by human raters for 7 340

dimensions. We make some key observations: 341

(a) a score of 4 or 5 is mostly preferred. This 342

could be attributed to the fact that most of the 343

models are LLMs which are doing pretty well 344

for summary generation tasks. (b) for fluency, 345

coherence, and faithfulness a score of 5 domi- 346

nates. This indicates that the LLMs are doing good 347

in terms of these dimensions. (c) for relevance, 348

aspect coverage, sentiment consistency, and 349

specificity raters majorly prefer a score of 4. 350

5 Experiments 351

We discuss the available benchmark dataset for 352

opinion summary evaluation, the summarization 353

models used for opinion summary generation, base- 354
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line metrics, and the implementation details.355

5.1 Summarization Models356

Pre-LLMs: For the Pre-LLMs, we obtain the pub-357

licly available summaries for the Amazon test set358

of these models. These models were trained in a359

self-supervised manner using only reviews data.360

(1) PlanSum (Amplayo and Lapata, 2020) uses361

content plans to create relevant review-summary362

pairs. The content plans take the form of aspect363

and sentiment distributions which are used along364

with input reviews for generating summaries. (2)365

MultimodalSum (Im et al., 2021) uses non-text366

data such as image and metadata along with re-367

views to generate opinion summaries. It uses a368

separate encoder for each modality and uses syn-369

thetic datasets to train the model in an end-to-end370

fashion. (3) Siledar et al. (2023) uses lexical and371

semantic similarities to create a highly relevant372

synthetic dataset of review-summary pairs. This373

is then used to fine-tune any pre-trained language374

model for generating opinion summaries. (hereby375

referred to as LS-Sum-G).376

LLMs: For the LLMs, we use simple prompts377
2 to generate opinion summaries. These models378

were not specifically fine-tuned for opinion379

summarization. We use the HuggingFace library380

(Wolf et al., 2020) to access these models. (1)381

ChatGPT-3.5 and GPT-4 (OpenAI, 2023) are382

closed-source models from OpenAI optimized383

for dialog. We use the gpt-3.5-turbo-0125 and384

gpt-4-0125-preview versions. (2) LLaMA2-7B385

and LLaMA2-13B (Touvron et al., 2023) are open-386

source fine-tuned model from Meta with 7B and387

13B parameters respectively. They were trained au-388

toregressively using around 2T tokens. We use the389

chat version: meta-llama/Llama-2-7b-chat-hf390

model and meta-llama/Llama-2-13b-chat-hf391

from the HuggingFace library. (3) Mistral-7B392

(Jiang et al., 2023) is a 7B instruction-tuned LLM393

created by MistralAI. We use the instruct ver-394

sion: mistralai/Mistral-7B-Instruct-v0.2395

model. (4) Vicuna-7B and Vicuna-13B396

(Chiang et al., 2023) are open-source 7B397

and 13B parameter chat models trained by398

fine-tuning LLaMA2 on 125K user-shared399

conversations collected from ShareGPT400

(ShareGPT). We use the: lmsys/vicuna-7b-v1.5401

model and lmsys/vicuna-13b-v1.5 model.402

(5) Solar-10.7B (Kim et al., 2023) is an403

2Check Appendix D.4 for the prompt

LLM with 10.7B parameters, showing re- 404

markable performance for models with 405

parameters under 30B. We use the ver- 406

sion: upstage/SOLAR-10.7B-Instruct-v1.0 407

model. (6) Zephyr-7B (Tunstall et al., 2023) 408

is an open-sourced fine-tuned version of 409

mistralai/Mistral-7B-v0.1 that was trained 410

on a mix of publicly available, synthetic datasets 411

using Direct Preference Optimization (DPO) 412

(Rafailov et al., 2023). We use the beta version: 413

HuggingFaceH4/zephyr-7b-beta model. 414

5.2 Baselines 415

Following baseline metrics are used: ROUGE- 416

{1,2,L} score (Lin, 2004), BERTSCORE (Zhang 417

et al., 2019), BARTSCORE (Yuan et al., 2021), 418

SUMMAC (Laban et al., 2022), UNIEVAL (Zhong 419

et al., 2022). We include G-EVAL (Liu et al., 420

2023) as our prompt-based baseline. G-EVAL- 421

3.5 and G-EVAL-MISTRAL use ChatGPT-3.5 and 422

Mistral-7B as their LLMs. 423

5.3 Implementation Details 424

For evaluation, we used Mistral-7B 425

(mistralai/Mistral-7B-Instruct-v0.2) as 426

our evaluator model. We chose Mistral-7B 427

for these reasons: (a) it ranked best 428

amongst the open-source models on the 429

lmsys/chatbot-arena-leaderboard, (b) 430

we found its instruction following-ness to be 431

better than alternatives, and (c) its 7B size ensures 432

easy replication. We set the hyperparameters to 433

n=100, temperature=0.7 to sample multiple 434

generations. Example prompts are in Appendix D. 435

6 Results and Analysis 436

G-EVAL vs. OP-I-PROMPT vs. OP-PROMPTS. 437

Table 2 and Table 5 report the summary-level 3 cor- 438

relation scores on the SUMMEVAL-OP and OPIN- 439

SUMMEVAL dataset. In the case of closed-source 440

models, we observe that our OP-I-GPT-3.5 out- 441

performs or performs comparably to G-EVAL-3.5 442

across all dimensions on both datasets. Specifi- 443

cally, our OP-I-GPT-3.5 outperforms G-EVAL- 444

3.5 on all 4 dimensions for the OPINSUMMEVAL 445

dataset, whereas for the SUMMEVAL-OP dataset, 446

outperforms on coherence, faithfulness, and 447

aspect coverage, performs comparably on 448

relevance and sentiment consistency, under- 449

performs slightly on fluency and specificity. 450

3Check Appendix C for definition.

6



FL ↑ CO ↑ RE ↑ FA ↑ AC ↑ SC ↑ SP ↑

ρ τ ρ τ ρ τ ρ τ ρ τ ρ τ ρ τ
SU

M
M

E
VA

L
-O

P
(O

ur
s)

HUMANS 0.80 0.77 0.81 0.76 0.91 0.86 0.89 0.85 0.93 0.87 0.91 0.85 0.92 0.87

ROUGE-1 -0.36 -0.28 -0.30 -0.24 -0.31 -0.23 -0.35 -0.26 -0.44 -0.32 -0.38 -0.29 -0.30 -0.23
ROUGE-2 -0.23 -0.18 -0.14 -0.10 -0.17 -0.12 -0.21 -0.16 -0.26 -0.19 -0.24 -0.18 -0.14 -0.09
ROUGE-L -0.39 -0.32 -0.30 -0.23 -0.34 -0.25 -0.40 -0.30 -0.51 -0.37 -0.45 -0.33 -0.38 -0.27
BERTSCORE -0.32 -0.27 -0.28 -0.22 -0.29 -0.22 -0.34 -0.26 -0.51 -0.43 -0.41 -0.33 -0.37 -0.28

BARTSCORE -0.19 -0.15 -0.19 -0.14 -0.29 -0.22 -0.33 -0.25 -0.45 -0.35 -0.37 -0.28 -0.36 -0.27
SUMMAC 0.23 0.20 0.18 0.14 0.30 0.25 0.25 0.21 0.24 0.19 0.25 0.20 0.26 0.21

UNIEVAL 0.36 0.28 0.52 0.42 0.33 0.25 0.17 0.14 - - - - - -

G-EVAL-3.5 0.63 0.55 0.59 0.49 0.68 0.56 0.70 0.58 0.79 0.67 0.73 0.61 0.75 0.63
OP-I-GPT-3.5 0.60 0.51 0.61 0.51 0.69 0.56 0.71 0.59 0.80 0.68 0.73 0.61 0.74 0.61

G-EVAL-MISTRAL 0.50 0.43 0.54 0.45 0.52 0.42 0.54 0.44 0.61 0.49 0.55 0.46 0.62 0.50
OP-MISTRAL 0.38 0.32 0.58 0.47 0.56 0.45 0.57 0.46 0.80 0.67 0.60 0.49 0.75 0.62
OP-I-MISTRAL 0.54 0.45 0.58 0.47 0.59 0.47 0.63∗ 0.51∗ 0.82∗ 0.70∗ 0.73∗ 0.61∗ 0.71∗ 0.58∗

Table 2: Spearman (ρ) and Kendall Tau (τ ) correlations at summary-level on 7 dimensions for the SUMMEVAL-
OP dataset. For closed-source, OP-I-PROMPT performs comparably to G-EVAL, whereas for open-source it
outperforms alternatives. ∗ represents significant performance (p-value < 0.05) to G-EVAL-MISTRAL computed
using Mann-Whitney U Test. HUMANS- averaged correlation of each annotator with the overall averaged ratings.

Method FL ↑ CO ↑ RE ↑ FA ↑ AC ↑ SC ↑ SP ↑

Human Summaries 4.39 4.41 3.78 3.98 3.54 3.71 3.66

Pre-LLMs

PlanSum 1.86 1.94 1.60 1.38 1.52 1.59 1.56
MultimodalSum 4.62 4.09 2.63 2.27 2.18 2.76 2.43
LS-Sum-G 4.76 4.40 2.87 2.74 2.32 3.03 2.69

LLMs

ChatGPT-3.5 4.89 4.58 4.25 4.71 4.22 4.16 3.96
GPT-4 5.00 4.91 3.52 4.96 4.93 4.83 4.57
LLaMA2-7B 4.79 4.34 3.77 4.49 3.67 3.79 3.46
LLaMA2-13B 4.87 4.49 4.25 4.62 4.02 4.00 3.94
Mistral-7B 4.86 4.60 4.33 4.66 4.56 4.35 4.25
Vicuna-7B 4.83 4.23 3.92 4.35 3.96 3.92 3.67
Vicuna-13B 4.87 4.41 4.09 4.43 4.03 4.00 3.77
Solar-10.7B 4.89 4.73 4.20 4.72 4.50 4.56 4.35
Zephyr-7B 4.89 4.36 4.08 4.54 4.18 3.95 3.83

Table 3: Model-wise averaged annotator ratings of opin-
ion summaries along 7 dimensions for the Amazon test
set. Best scores are in bold, second-best are underlined.

For open-source models, overall, we observe that451

OP-I-MISTRAL performs the best, followed by OP-452

MISTRAL and then G-EVAL-MISTRAL. Figure453

4 shows the performance of different prompt ap-454

proaches over n=100 generations for 7 dimensions.455

As we increase the number of generations we gen-456

erally observe an improvement in the correlation.457

OP-I-MISTRAL shows an improvement against G-458

EVAL-MISTRAL across all 7 dimensions and by459

a large margin specifically for aspect coverage,460

sentiment consistency, and specificity.461

Significance Testing. We perform significance462

testing using the Mann-Whitney U Test (McKnight463

and Najab, 2010) for comparison between OP-I-464

MISTRAL and G-EVAL-MISTRAL. Table 2 report465

results for Spearman and Kendall Tau scores com-466

AVG-S MW ↓ TT ↓

FL G-EVAL-MISTRAL∗ 0.48
2.9× 10−4 2.6× 10−4

OP-I-MISTRAL 0.38

CO G-EVAL-MISTRAL∗ 0.52
2.1× 10−4 3.2× 10−8

OP-I-MISTRAL 0.47

RE G-EVAL-MISTRAL 0.51
6.7× 10−2 4.6× 10−2

OP-I-MISTRAL 0.49

FA G-EVAL-MISTRAL 0.53
1.9× 10−1 4.7× 10−1

OP-I-MISTRAL 0.54

AC G-EVAL-MISTRAL 0.58
2.1× 10−4 1.9× 10−14

OP-I-MISTRAL∗ 0.74

SC G-EVAL-MISTRAL 0.54
2.1× 10−4 1.4× 10−7

OP-I-MISTRAL∗ 0.63

SP G-EVAL-MISTRAL 0.59
7.4× 10−4 3.0× 10−4

OP-I-MISTRAL∗ 0.63

Table 4: Significance Test. P-values computed us-
ing Mann-Whitney U Test (MW) and T-Test (TT) be-
tween the average Spearman correlation scores (AVG-S)
taken over 10 independent generations from G-EVAL-
MISTRAL and OP-I-MISTRAL. Bold for AVG-S indi-
cates better performance, and for MW and TT indicates
p-value < 0.05. ∗ represents significant performance.

puted by using the scoring function with n=100. 467

OP-I-MISTRAL significantly (p-value < 0.05) out- 468

performs G-EVAL-MISTRAL on faithfulness, 469

aspect coverage, sentiment consistency, and 470

specificity. Additionally, we group the 100 gen- 471

erations into 10 independent groups and compute 472

Spearman correlations for each group. Table 4 473

reports the Mann-Whitney U Test and T-Test p- 474

values and arrives at a similar observation of OP- 475

I-MISTRAL significantly outperforming on afore- 476

mentioned dimensions except faithfulness. 477

Models for Opinion Summarization. Table 3 478
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Figure 4: Spearman correlation scores at different number of output generations (n) for the 7 dimensions.
G-EVAL-3.5 and OP-I-GPT-3.5 use the G-EVAL and OP-I-PROMPT respectively, with closed-source ChatGPT-3.5
as their LLM. G-EVAL-MISTRAL, OP-I-MISTRAL, and OP-MISTRAL use the G-EVAL, OP-I-PROMPT, and
OP-PROMPTS respectively, with open-source Mistral-7B as their LLM. Generally, OP-I-PROMPT shows better
relative performance on both closed-source and open-source models.

reports averaged annotator ratings for the 7 di-479

mensions for each model (Refer to Figure 5 for480

a graphical view). Overall, GPT-4 ranks the best,481

followed by Solar-10.7B and Mistral-7B rank-482

ing second-best, followed by ChatGPT-3.5. As ex-483

pected, Pre-LLM models are rated the worst. These484

are self-supervised models and do not enjoy the lib-485

erty of being trained on trillions of tokens. All486

the LLMs outperform human summaries. How-487

ever, because these summaries were written in the488

first person and as a review itself to cater to the489

needs when the test set was created, it is incon-490

clusive if the LLMs outperform humans in gen-491

eral. We observe that GPT-4 model scores poorly492

in relevance dimension. This we figured was due493

to the tendency of GPT-4 model to try to cover ev-494

ery detail in the summary. Finally, Solar-10.7B495

and Mistral-7B with just 10.7B and 7B parame-496

ters respectively, outperformed ChatGPT-3.5 and497

comes close in performance to GPT-4.498

Metric Evaluation. Reference-based met-499

rics (ROUGE 1,2,L, BERTSCORE) as expected500

show weak correlation with human judgments.501

Reference-free metrics such as BARTSCORE does502

very poorly, however, SUMMAC performs moder-503

ately well. UNIEVAL does well in coherence but504

still trails behind prompt-based approaches. To505

summarize, reference-based metrics are inadequate506

for assessing model performances in the LLMs era. 507

How sensitive is OP-I-PROMPT? We test OP-I- 508

PROMPT for 3 definition variations of the aspect 509

coverage dimension. We paraphrase the orig- 510

inal definition (Section 4.2) to create 2 addi- 511

tional versions, ensuring the meaning is preserved 512

(Appendix E). We let the OP-I-MISTRAL gener- 513

ate n=100 responses to estimate the score using 514

the scoring function (Section 3.2). The Spearman 515

correlations for the 3 variations are 0.82 (Table 2), 516

0.82, and 0.81, indicating that OP-I-PROMPT is in- 517

different to the variations of dimensions’ definition. 518

7 Conclusion 519

In this work, we present the SUMMEVAL-OP 520

dataset, OP-I-PROMPT and OP-PROMPTS for opin- 521

ion summary evaluation on 7 dimensions. Ex- 522

perimentally, we observe OP-I-PROMPT outper- 523

forms alternatives on open-source models and per- 524

forms comparably better on closed-source mod- 525

els showing good correlations with human judge- 526

ments. Some key takeaways are: (a) Prompts that 527

do well for powerful closed-source LLMs may not 528

work well for open-source LLMs; (b) Opinion sum- 529

maries by LLMs are preferred by humans com- 530

pared to reference and previous model summaries; 531

(c) Reference-based summaries and metrics are in- 532

adequate in assessing LLM-based outputs. 533
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Limitations534

1. We do not use GPT-4 for evaluation purpose535

due to cost constraints. The primary aim of536

our work was to design prompts and test their537

applicability to both open-source and closed-538

source. We use ChatGPT-3.5 as the closed-539

source model to perform our experiments.540

2. Our OP-I-PROMPT was specifically designed541

to evaluate any dimension of the opinion sum-542

maries where OP-PROMPTS are dimension-543

dependent. However, their applicability to544

other tasks needs further investigation and ap-545

propriate changes to the prompt.546

3. Due to the nature of the available test sets547

and for benchmarking the already available548

models, SUMMEVAL-OP considers only 8549

input reviews following the literature. This550

we believe is a major limitation in the opinion551

summarization field. Datasets with a larger552

number of reviews need to be considered for553

the creation of future benchmark datasets.554

4. The assessment quality of all the prompt ap-555

proaches needs to be investigated for a larger556

amount of reviews as well.557

Ethical Considerations558

The SUMMEVAL-OP dataset was created using the559

already available Amazon test set. We hired 3 raters560

who have written papers on opinion summarization561

(1) or are working in the opinion summarization562

domain (2). These were male Masters’ students563

aged 21-30. All the raters received stipends suitable564

for the tasks.565

The OP-I-PROMPT and OP-PROMPTS are de-566

signed to offer automatic evaluation of opinion567

summaries for multiple dimensions. Its primary568

aim is to assist researchers, developers, and other569

stakeholders in accurately assessing summaries570

generated by NLG systems. However, there are po-571

tential risks associated with these prompts if they572

fail to accurately evaluate the quality of opinion573

summaries or exhibit a bias towards LLM-created574

content. We urge the research community to use575

these prompts with caution and check their reliabil-576

ity for their use cases.577
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A Available Benchmark Dataset794

OPINSUMMEVAL: (Shen and Wan, 2023)795

used the Yelp test set (Chu and Liu, 2019)796

to annotate for 4 dimensions: readability,797

self-coherence, aspect relevance, and798

sentiment consistency. The dataset contains799

a total of 100 products with 8 reviews and 14 dif-800

ferent model summaries per product. Each sum-801

mary was rated by 2 annotators on 4 dimensions.802

For consistency, we hereby refer to the above-803

mentioned dimensions as fluency, coherence,804

aspect coverage, and sentiment consistency805

respectively, in line with our definitions.806

FL ↑ CO ↑ AC ↑ SC ↑

ρ τ ρ τ ρ τ ρ τ

O
P

IN
SU

M
M

E
VA

L

ROUGE-1† 0.08 0.06 0.11 0.09 0.14 0.11 0.00 0.00
ROUGE-2† 0.13 0.10 0.13 0.11 0.15 0.11 0.04 0.04
ROUGE-L† 0.13 0.10 0.18 0.15 0.18 0.14 0.07 0.05

BERTSCORE† 0.38 0.30 0.20 0.17 0.20 0.16 0.08 0.06
BARTSCORE† 0.42 0.33 0.35 0.29 0.28 0.22 0.41 0.34
SUMMAC† 0.06 0.05 0.02 0.01 0.07 0.06 0.20 0.17

CHATGPT-3.5† 0.47 0.42 0.28 0.25 0.34 0.30 0.37 0.33
G-EVAL-3.5† 0.41 0.36 0.29 0.26 0.27 0.23 0.38 0.34
OP-I-GPT-3.5 0.51 0.46 0.36 0.32 0.33 0.29 0.43 0.39

G-EVAL-MISTRAL 0.46 0.41 0.41 0.38 0.36 0.32 0.49 0.45
OP-MISTRAL 0.35 0.33 0.45 0.41 0.34 0.30 0.45 0.41
OP-I-MISTRAL 0.46 0.41 0.37 0.35 0.38 0.34 0.49 0.45

Table 5: Spearman (ρ) and Kendall Tau (τ ) correlations
at summary-level on 7 dimensions for the SUMMEVAL-
OP dataset. For closed-source, OP-I-PROMPT performs
comparably to G-EVAL, whereas for open-source it
outperforms alternatives. † represents results as reported
in Shen and Wan (2023)

B Rater Agreement 807

We hired 3 raters who have written papers on opin- 808

ion summarization (1) or are working in the opin- 809

ion summarization domain (2). These were male 810

Masters’ students aged 21-30. They were provided 811

with detailed guidelines for evaluating summaries 812

on the 7 dimensions. All 3 raters received stipends 813

suitable for the tasks. The annotation interface 814

provided raters with the reviews and associated 815

summaries product-wise. Models associated with 816

summaries were not revealed to the raters to re- 817

move any bias. 818

Table 6 reports pairwise root mean squared error 819

scores for the 3 raters. For Round-I, we observe a 820

difference of more than 1 on average. For Round-II, 821

as expected the average difference between any two 822

ratings come down to below 1. Table 7 reports the 823

pairwise correlations between raters as well as the 824

correlation between each rater and average ratings 825

for both Round-I and Round-II. 826

C Opinion Summary Evaluation 827

For each product di in dataset D, i ∈ {1, ...,Z} we 828

have N opinion summaries from different models. 829

Let sij denote the jth summary of the product di, 830

Mm denote the mth evaluation metric, and K de- 831

note the correlation measure. Bhandari et al. (2020) 832

defines the summary-level correlation as: 833

R(a, b) =
1

Z
∑
i

K([Ma(si1), ...,Ma(siN )], 834

[Mb(si1), ...,Mb(siN )]) (2) 835
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Figure 5: Performance of different models as rated by human annotators. We observe that GPT-4 performs the
best followed by Solar-10.7B and Mistral-7B. Self-supervised models perform worse. In general, all the LLMs
perform better than human annotated summaries.

FL ↓ CO ↓ RE ↓ FA ↓ AC SC ↓ SP ↓

Round-I

A1-A2 0.95 1.06 1.01 1.09 0.91 1.08 0.95
A2-A3 0.44 0.86 1.09 1.05 0.84 1.19 1.42
A1-A3 1.00 1.23 1.16 1.24 1.15 1.47 1.55

AVG-I 0.80 1.05 1.09 1.13 0.97 1.25 1.31

Round-II

A1-A2 0.55 0.66 0.65 0.60 0.64 0.64 0.60
A2-A3 0.31 0.62 0.67 0.67 0.68 0.71 0.79
A1-A3 0.53 0.73 0.67 0.68 0.76 0.76 0.73

AVG-II 0.47 0.67 0.66 0.65 0.69 0.70 0.71

Table 6: Round-I and Round-II Ratings: Pairwise
Root Mean Squared Error scores for 3 raters A1, A2,
and A3.

D Prompts836

For brevity, we provide different prompts for only837

a single dimension- Aspect Coverage. We will838

release prompts for all the dimensions across dif-839

ferent approaches publicly.840

D.1 OP-I-PROMPT for Aspect Coverage841

Task Description:842

You will be given a set of reviews using843

which a summary has been generated. Your 844

task is to evaluate the summary based 845

on the given metric. Evaluate to which 846

extent does the summary follows the 847

given metric considering the reviews as 848

the input. Use the following evaluation 849

criteria to judge the extent to which 850

the metric is followed. Make sure you 851

understand the task and the following 852

evaluation metric very clearly. 853

854

Evaluation Criteria: 855

The task is to judge the extent to 856

which the metric is followed by the 857

summary. Following are the scores and 858

the evaluation criteria according to 859

which scores must be assigned. 860

<score>1</score> - The metric is not 861

followed at all while generating the 862

summary from the reviews. 863

<score>2</score> - The metric is followed 864

only to a limited extent while generating 865

the summary from the reviews. 866

<score>3</score> - The metric is followed 867

to a good extent while generating the 868

12



FL ↑ CO ↑ RE ↑ FA ↑ AC ↑ SC ↑ SP ↑

ρ τ ρ τ ρ τ ρ τ ρ τ ρ τ ρ τ

Pairwise correlation among raters

R
ou

nd
-I

A1-A2 0.58 0.56 0.54 0.50 0.65 0.60 0.73 0.68 0.78 0.72 0.60 0.53 0.65 0.59
A2-A3 0.79 0.78 0.40 0.38 0.52 0.47 0.63 0.58 0.77 0.71 0.56 0.51 0.58 0.53
A1-A3 0.55 0.53 0.34 0.31 0.40 0.36 0.60 0.54 0.74 0.68 0.57 0.51 0.57 0.51

AVG-I 0.64 0.62 0.43 0.40 0.52 0.48 0.65 0.60 0.76 0.70 0.58 0.52 0.60 0.54

Pairwise correlation between raters and the overall average ratings

A-A1 0.95 0.93 0.86 0.82 0.81 0.74 0.86 0.80 0.91 0.85 0.85 0.77 0.87 0.80
A-A2 0.70 0.67 0.72 0.67 0.82 0.75 0.81 0.75 0.91 0.85 0.85 0.78 0.87 0.80
A-A3 0.57 0.54 0.56 0.51 0.74 0.67 0.81 0.76 0.88 0.81 0.76 0.69 0.76 0.69

AVG-II 0.74 0.71 0.71 0.67 0.79 0.72 0.83 0.77 0.90 0.84 0.82 0.75 0.83 0.76

Pairwise correlation among raters

R
ou

nd
-I

I

A1-A2 0.63 0.61 0.64 0.61 0.80 0.75 0.83 0.79 0.85 0.80 0.77 0.72 0.81 0.76
A2-A3 0.85 0.84 0.59 0.56 0.78 0.73 0.77 0.73 0.83 0.78 0.77 0.73 0.81 0.77
A1-A3 0.66 0.65 0.59 0.56 0.77 0.72 0.78 0.73 0.84 0.79 0.79 0.74 0.82 0.78

AVG-I 0.71 0.70 0.61 0.58 0.78 0.73 0.79 0.75 0.84 0.79 0.78 0.73 0.81 0.77

Pairwise correlation between raters and the overall average ratings

A-A1 0.94 0.92 0.87 0.83 0.91 0.85 0.89 0.84 0.94 0.88 0.92 0.86 0.92 0.87
A-A2 0.76 0.74 0.80 0.75 0.91 0.86 0.87 0.82 0.93 0.88 0.91 0.85 0.92 0.87
A-A2 0.69 0.67 0.76 0.71 0.91 0.85 0.92 0.88 0.93 0.86 0.91 0.85 0.92 0.87

AVG-II 0.80 0.77 0.81 0.76 0.91 0.86 0.89 0.85 0.93 0.87 0.91 0.85 0.92 0.87

Table 7: Rater Correlations: Pairwise Spearman (ρ) and Kendall Tau (τ ) correlations at summary-level for 3
raters A1, A2, and A3 along with the average of their ratings A.

summary from the reviews.869

<score>4</score> - The metric is followed870

mostly while generating the summary from871

the reviews.872

<score>5</score> - The metric is followed873

completely while generating the summary874

from the reviews.875

876

Metric:877

Aspect Coverage - The summary should878

cover all the aspects that are majorly879

being discussed in the reviews. Summaries880

should be penalized if they miss out881

on an aspect that was majorly being882

discussed in the reviews and awarded if883

it covers all.884

885

Reviews:886

{}887

888

Summary:889

{}890

891

Evaluation Steps:892

Follow the following steps strictly while 893

giving the response: 894

1.First write down the steps that are 895

needed to evaluate the summary as per 896

the metric. Reiterate what metric you 897

will be using to evaluate the summary. 898

2.Give a step-by-step explanation if the 899

summary adheres to the metric considering 900

the reviews as the input. Stick to the 901

metric only for evaluation. 902

3.Next, evaluate the extent to which the 903

metric is followed. 904

4.Use the previous information to 905

rate the summary using the evaluation 906

criteria and assign a score within the 907

<score></score> tags. 908

909

Note: Strictly give the score within 910

<score></score> tags only e.g Score- 911

<score>5</score>. 912

913

First give a detailed explanation and 914

then finally give a single score following 915

the format: Score- <score>5</score> 916

13



917

THE EVALUATION AND SCORE MUST BE ASSIGNED918

STRICTLY ACCORDING TO THE METRIC ONLY919

AND NOTHING ELSE!920

921

Response:922

D.2 OP-PROMPTS for Aspect Coverage923

Task Description:924

You will be given a set of reviews. You925

will then be given one summary written926

for the set of reviews. Your task is to927

rate the summary on one metric. Make sure928

you understand the following evaluation929

metric very clearly. Your task is to930

rate the summary corresponding to the931

given reviews on the evaluation criteria.932

933

Evaluation Criteria:934

Aspect Coverage - The summary should935

cover all the aspects that are majorly936

being discussed in the reviews. Summaries937

should be penalized if they miss out938

on an aspect that was majorly being939

discussed in the reviews and awarded if940

it covers all.941

<score>1</score> - Summary does not cover942

any important aspects present in the943

reviews.944

<score>2</score> - Summary does not cover945

most of the important aspects present in946

the reviews.947

<score>3</score> - Summary covers around948

half of the important aspects present in949

the reviews.950

<score>4</score> - Summary covers most951

of the important aspects present in952

reviews.953

<score>5</score> - Summary covers all the954

important aspects discussed in reviews.955

956

Metric:957

Aspect Coverage - The summary should958

cover all the aspects that are majorly959

being discussed in the reviews. Summaries960

should be penalized if they miss out961

on an aspect that was majorly being962

discussed in the reviews and awarded if963

it covers all.964

965

Reviews:966

{}967

968

Summary: 969

{} 970

971

Evaluation Steps: 972

Let’s go step-by-step. Follow the 973

following steps strictly while giving 974

the response: 975

1.Identify the important aspects present 976

in the reviews and list them with 977

numbering 978

2.Identify the important aspects present 979

in the summary and list them with 980

numbering 981

3.Identify the important aspects covered 982

by the summary that are present in the 983

reviews and list them with numbering 984

4.Calculate the total number of important 985

aspects covered by the summary that are 986

present in the reviews 987

5.Calculate the total number of important 988

aspects present in the reviews 989

6.Finally use the evaluation criteria 990

to output only a single score within 991

<score></score> tags. 992

993

Note: Strictly give the score within 994

<score></score> tags only e.g Score- 995

<score>5</score>. 996

997

First give a detailed explanation 998

of how much is the coverage and then 999

finally give a single score following 1000

the format: Score- <score>5</score> 1001

1002

Response: 1003

D.3 G-EVAL for Aspect Coverage 1004

Task Description: 1005

You will be given a set of reviews 1006

and a corresponding summary. Make sure 1007

you understand the following evaluation 1008

metric very clearly. Your task is to 1009

rate the summary corresponding to the 1010

given reviews on the evaluation criteria. 1011

1012

Evaluation Criteria: Aspect Coverage 1013

(1-5) - The summary should cover all the 1014

aspects that are majorly being discussed 1015

in the reviews. Summaries should be 1016

penalized if they miss out on an aspect 1017

that was majorly being discussed in the 1018
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reviews and awarded if it covers all.1019

1020

Reviews:1021

{}1022

1023

Summary:1024

{}1025

1026

Evaluation Steps:1027

1.Read through the given set of reviews1028

carefully.1029

2.Compare the content of the reviews to1030

the provided summary.1031

3.Evaluate whether the summary covers1032

all the major aspects that are being1033

discussed in the reviews.1034

4.Rate the summary on a scale of 1-51035

based on how well it covers the aspects1036

discussed in the reviews.1037

5.Provide a brief explanation for your1038

rating, citing specific examples from1039

the reviews and summary.1040

1041

Note: Strictly give the score within1042

<score></score> tags only e.g Score:1043

<score>5</score>.1044

1045

Response:1046

D.4 Summarization Prompt1047

Generate a summary for the following1048

set of reviews. Generate the summary1049

in a paragraph format. No bulletpoints1050

or explanations needed. Just output the1051

summary text.1052

1053

Reviews:1054

{}1055

1056

Summary:1057

E Dimension Definitions1058

For ablation, we try out three different definition1059

variations of aspect coverage.1060

Definition 1: The summary should cover all the1061

aspects that are majorly being discussed in the re-1062

views. Summaries should be penalized if they miss1063

out on an aspect that was majorly being discussed1064

in the reviews and awarded if it covers all.1065

Definition 2: This refers to the comprehensive-1066

ness of a summary in capturing all significant as-1067

pects discussed in reviews. A summary is evaluated 1068

based on its ability to include major topics of dis- 1069

cussion; it is deemed deficient if it overlooks any 1070

crucial aspect and commendable if it encompasses 1071

them all. 1072

Definition 3: Aspect coverage pertains to the ex- 1073

tent to which a summary encapsulates the key 1074

facets discussed in reviews. Summaries are eval- 1075

uated based on their ability to incorporate major 1076

discussion points. They are considered deficient if 1077

they omit any critical aspect and commendable if 1078

they address them all comprehensively. 1079
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