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Abstract001

Humans exhibit flexible retrieval strategies that002
allow them to adaptively access different types003
of semantic knowledge depending on context004
and goals. In contrast, LLMs struggle with005
tasks requiring this kind of controlled, adap-006
tive memory access. In this work, we propose a007
neuro-symbolic approach to implement flexible008
retrieval strategies. We demonstrate our ideas009
on the NYT Connections puzzle. The Connec-010
tions puzzle embodies many cognitive science011
themes, from how we store concepts to how we012
flexibly retrieve them, and its study can offer a013
new lens to explore this topic.014

Our approach significantly outperforms LLM-015
only baselines, improving average scores by016
2-7x across models, enabling models that pre-017
viously solved 0-5 puzzles to perfectly solve018
up to 32. We also show that combining smaller,019
open-source LLMs with symbolic reasoning020
can outperform larger proprietary models. We021
make our code and data publicly available.1022

1 Introduction023

Humans possess highly flexible retrieval strate-024

gies that allow them to access different types of025

information depending on context, goals, and task026

demands. This includes our ability to dynamically027

guide memory search, sometimes retrieving dom-028

inant associations (apples and oranges are fruit),029

and sometimes suppressing them in favor of more030

task-relevant ones (round objects) (Badre and Wag-031

ner, 2007; Hoffman et al., 2018). This process is032

governed by the brain’s semantic control system033

(Jefferies, 2013), and allows us to handle ambigu-034

ity, reason abstractly, and make creative inferences.035

In contrast, today’s AI systems, and in particu-036

lar large language models (LLMs), exhibit far less037

flexibility in retrieval. LLMs rely on learned sta-038

tistical associations and lack a true goal-directed039

memory system; while LLMs excel at retrieving040

1URL redacted for anonymity.

Figure 1: Example NYT Connections puzzle (top) and
the correct solution (bottom), ordered from easiest (yel-
low) to hardest (purple). Note that SPAT and ZIP are
distractors that could belong to more than one concept.
Images taken from Smith (2024)

frequent associations, they struggle with tasks re- 041

quiring contextual suppression of salient distrac- 042

tors, creative recombination, or layered reasoning 043

(Kosinski, 2023) – all hallmarks of human reason- 044

ing. Building models that approximate human 045

semantic control could not only improve perfor- 046

mance on complex reasoning tasks, but also align 047

model behavior more closely with cognitive theo- 048

ries, paving the way for models that better simulate 049

human problem-solving and creativity. 050

In this work, we focus on The New York Times 051

(NYT) Connections puzzle. The puzzle presents a 052

deceptively simple challenge: organize 16 words 053

into four non-overlapping groups of four, where 054

1



each group reflects a meaningful concept (e.g.,055

Types of Fish or Words with Silent Letters) (Liu,056

2023a). Solving it requires extensive use of seman-057

tic memory (Muraki and Pexman, 2024): play-058

ers need to draw on word meanings, grammati-059

cal categories, spelling, pronunciation and related060

world knowledge (Samadarshi et al., 2024). Many061

puzzles deliberately include plausible “red her-062

ring” groupings, forcing players to inhibit the most063

salient associations (Liu, 2023b).064

Figure 1 shows an example puzzle (top) and its065

solution (bottom), with groups sorted from easy066

to hard. Notice that SPAT can also belong to the067

DISPUTE group, and ZIP – to BRIEF MOMENT.068

The game of Connections embodies many cog-069

nitive science themes, in particular how we flexibly070

create and use concepts – mental representations of071

categories, fundamental to many cognitive capabili-072

ties such as reasoning and learning (Murphy, 2004).073

Most importantly, Connections exemplifies many074

different cognitive retrieval mechanisms, and thus075

is a powerful testbed for probing models’ abilities076

to use flexible retrieval strategies.077

Connections has been shown to be challenging078

for LLMs (Todd et al., 2024). Recent work com-079

paring humans and LLMs found a substantial gap,080

with the top performing LLM only solving 18% of081

puzzles, while expert humans were able to solve082

60% (Samadarshi et al., 2024). More interestingly,083

this work reports that LLMs succeed on purely084

semantic relations, but have difficulty with multi-085

word phrases (“to kick the bucket”), morphological086

reasoning, and encyclopedic categories.087

We propose CoNStruct, a neuro-symbolic088

method inspired by the way people approach the089

puzzle (Aronow and Levine, 2023; Skwarecki,090

2024; Cooper, 2025). CoNStruct generates, ex-091

pands, and refines potential word groups by leverag-092

ing both LLM knowledge and external sources, and093

uses a symbolic constraint satisfaction algorithm to094

form a valid solution. Our main contributions are:095

• We propose a neuro-symbolic approach to im-096

plement flexible retrieval strategies, inspired097

by cognitive psychology. We demonstrate our098

ideas on the NYT Connections puzzle.099

• Our algorithm, CoNStruct, significantly out-100

performs LLM-only baselines, improving av-101

erage scores by 2-7x across models, enabling102

models that previously solved 0-5 puzzles to103

perfectly solve up to 32 puzzles.104

• CoNStruct outperforms larger proprietary105

models like GPT-4o (Hurst et al., 2024) and106

Claude 3.5 Sonnet (Anthropic, 2024) using 107

much smaller, open-source LLMs such as 108

LLaMA-3.1 8B (Grattafiori et al., 2024). 109

• We make our code and data available.1 110

2 Problem Definition 111

We now formally define the task. Let W = 112

{w1, w2, . . . , w16} be the set of input words. The 113

goal is to produce a set of four disjoint groups 114

G = {g1, g2, g3, g4} such that Each gi ⊂W , with 115

|gi| = 4 and
⋃4

i=1 gi = W , and each group gi 116

corresponds to a meaningful, real-world concept. 117

Unlike the original NYT game, which allows it- 118

erative guessing of one group at a time with imme- 119

diate feedback, our problem formulation assumes 120

the system only has a single attempt to solve the 121

game. Naturally, this increases the task’s difficulty. 122

3 Methodology 123

Figure 2 provides a high-level overview of 124

CoNStruct, our neuro-symbolic system for solv- 125

ing Connections puzzles. The pipeline consists of 126

four main stages: (I) Concept Generation, which 127

proposes candidate groupings using both LLMs 128

and external knowledge sources; (II) Refinement, 129

which sharpens the concepts; (III) Constraint Sat- 130

isfaction, which selects the best valid solution; and 131

(IV) Leftover Words, which handles any leftover 132

words that remain ungrouped. 133

CoNStruct is designed to explicitly incorpo- 134

rate retrieval strategies that are known limitations 135

of LLMs on this task, such as multiword expres- 136

sions, encyclopedic knowledge, and red herrings 137

(Samadarshi et al., 2024). Next we review the 138

pipeline in detail. See Appendix C for prompts. 139

3.1 Concept Generation 140

Samadarshi et al. (2024) analyzed the types of 141

knowledge required to solve the Connections puz- 142

zle and found that Semantic Relations, Encyclope- 143

dic Knowledge and Multiword Expressions cover 144

almost 85% of the groupings. Thus, we explicitly 145

targeted these knowledge types: 146

Common Semantic Relations. Semantic Rela- 147

tions are the most popular type of grouping in the 148

Connections puzzles (Samadarshi et al., 2024). The 149

most common examples are words that are syn- 150

onyms or all fall under a shared hypernym. Because 151

this is an area where LLMs perform relatively well, 152

we simply prompted the model to try and find such 153

groups of 3-5 words. 154
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Concept Generation

Refinement
Constraint
Satifaction
Algorithm

TIFF,
MONOCLE,
SCRAP...
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Figure 2: The CoNStruct neuro-symbolic pipeline takes as input 16 words (the puzzle). Candidate groups are
formed in the Concept Generation stage using four modules targeting different knowledge types (§3.1). Next,
the Refinement stage (§3.2) improves specificity and coherence of groups. The symbolic Constraint Satisfaction
Algorithm (§3.3) then identifies a valid, disjoint set of groups. Finally, the Leftover Words stage (§3.4) handles
words that were not assigned to a group. The final output consists of four disjoint groups of four words each.

Encyclopedic Knowledge. Concepts based on155

encyclopedic knowledge are difficult for LLMs.156

For example, the LLMs we experimented with of-157

ten missed the connection between HEADBAND,158

MULLET, NEON and SPANDEX (80’s fashion159

trends). To overcome this issue, we query the160

Wikipedia API (Wikipedia contributors, 2025a),161

looking for Wikipedia pages where three words162

from the puzzle appear. When such a page is found,163

we query the LLM again, asking which words from164

the puzzle belong to the concept represented by the165

title of the page. For example, the words above all166

appear in the page “1980s in fashion”.167

We note that we have also tried using the168

Wikipedia category structure, but this approach169

turned out to have significantly less coverage, and170

thus was left for future work.171

Multiword Expressions (MWEs). Multiword ex-172

pressions are one of the weakest areas for LLMs.173

In those groups, the words all form a multiword ex-174

pression when combined with a hidden word (e.g.,175

the words WILD, WALL, SUN, and MAY can all176

be combined with the word "Flower"). Prior work177

showed that the best performing LLM was only178

able to identify 14% of these groups, and the next179

best one only 4% (Samadarshi et al., 2024).180

To address this, we scrape Wiktionary181

(Wikipedia contributors, 2025b) for MWEs that182

include the puzzle words, focusing on before/after183

words. For robustness, we verify the candidate184

expressions against the Cambridge Dictionary185

(Cambridge University Press, 2025). The ex-186

pressions found are grouped with labels such as 187

“Words that come before the word Flower”). 188

General Connections. To capture groups not cov- 189

ered in previous steps, we prompted the LLM to 190

propose as many 3–5 word groupings as possible 191

based on any clear relation it could identify. 192

Additional Expansion Step. For each of the 193

groups identified so far (except for multi-word ex- 194

pressions), we query the LLM about whether addi- 195

tional words from the puzzle belong in the group 196

(see Figure 3). The idea is to mimic the human strat- 197

egy of finding a seed set of 2-3 words that share 198

some connection and see if it applies to more words 199

(Aronow and Levine, 2023; Skwarecki, 2024). For 200

self-consistency, we ask the LLM five times and 201

use majority voting (Wang et al., 2023). To prevent 202

hallucinations, we remove all words that were not 203

in the original puzzle. We discard groups that have 204

only 1-2 words after the expansion step. 205

3.2 Refinement 206

To combat the LLM’s tendency to offer vague, over- 207

general concepts, we refine conepts with 4 or more 208

words by prompting the LLM to identify whether 209

they contain a subgroup of ≥ 3 words with a more 210

specific label. For example, in Figure 3, right, 211

the label SLANG TERMS is refined into SLANG 212

TERMS FOR ZERO. These refined groups are then 213

re-expanded (using a self-consistency threshold of 214

30% to increase coverage), to check whether addi- 215

tional words fit the revised label. We apply refine- 216

ment to all groups except for MWE groups. 217
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Concept Suggestion Expansion Concept Suggestion Expansion

SLANG TERMS:
JIFF, JACK, ZIP

SLANG TERMS:
JIFF, JACK, ZIP, LOVE, SPAT

SLANG TERMS FOR ZERO:
JIFF, JACK, ZIP, LOVE, SPAT

SLANG TERMS FOR ZERO:
JACK, ZIP, LOVE, SQUAT

Does word X belong to group Y? Does word X belong to group Y?Is there a subgroup with a
more specific connection?

Concept Generation Refinement

Figure 3: Example of the expansion/refinement steps. Initial Slang Terms group is expanded, identifying additional
words that may fit. The category is then refined to the more-specific Slang Terms for Zero, and words that no longer
fit (JIFF and SPAT, crossed out) are removed. A second expansion for the more-specific concept adds SQUAT.

Initial Groups Solve Conflicts Final Groups

LOVE AND AFFECTION:
LOVE, WINK, HEARTBEAT

QUARREL:
SPAT, TIFF, CLASH, SCRAP, TANGLE

TRADITIONAL FORMAL WEAR
ACCESSORIES: 

TOP HAT, MONOCLE, CANE, SPAT

EXTREMELY BRIEF MOMENTS:
FLASH, WINK, HEARTBEAT, JIFF, ZIP,

TIFF

FILE FORMATS:
ZIP, TIFF, FLASH

SLANG TERMS FOR ZERO:
JACK, ZIP, LOVE, SQUAT

QUARREL:
TIFF, CLASH, SCRAP, TANGLE

TRADITIONAL FORMAL WEAR
ACCESSORIES: 

TOP HAT, MONOCLE, CANE, SPAT

EXTREMELY BRIEF MOMENTS:
FLASH, WINK, HEARTBEAT, JIFF

SLANG TERMS FOR ZERO:
JACK, ZIP, LOVE, SQUAT

QUARREL:
SPAT, TIFF, CLASH, SCRAP, TANGLE

TRADITIONAL FORMAL WEAR
ACCESSORIES: 

TOP HAT, MONOCLE, CANE, SPAT

EXTREMELY BRIEF MOMENTS:
FLASH, WINK, HEARTBEAT, JIFF, ZIP,

TIFF

SLANG TERMS FOR ZERO:
JACK, ZIP, LOVE, SQUAT

Figure 4: The constraint satisfaction process used to select a valid solution from a noisy pool of candidate groups.
Left: Initial set of group candidates. Many words appear in multiple groups (e.g., ZIP, TIFF, SPAT). Groups with
less than 4 words (e.g., File Formats, Love and Affection), are removed before this stage. Middle: Identifying
conflicts (blue words) and finding the largest number of disjoint 4-word groups. Right: The final output.

3.3 Constraint Satisfaction218

LLMs often select the most obvious groupings219

early on, without considering how those choices220

affect the remaining words. As puzzles regularly221

involve distractors that can fit multiple groups, this222

greedy approach often leads to incorrect solutions.223

To overcome this, we frame the puzzle as a con-224

straint satisfaction problem, looking for the largest225

set of disjoint groups of exactly four words each.226

Figure 4 illustrates this process. On the left, we227

see the initial noisy set of candidate groups, where228

many words appear in multiple groupings and some229

groups have less than 4 words (those are removed).230

In the middle, the constraint satisfaction algorithm231

resolves conflicts between groups with overlapping232

words. On the right, it produces a clean, valid233

solution composed of disjoint groups of four words.234

In this case, it managed to find all four of them – a 235

perfect solution. See Appendix B for pseudocode. 236

3.4 Leftover Words Stage 237

After the constraint-satisfaction stage, some words 238

may remain ungrouped (if the algorithm did not 239

manage to find four groups). If exactly four words 240

are left, we return them as the fourth group. Oth- 241

erwise, we prompt the LLM to find groups for the 242

leftover words. We then run the constraint sat- 243

isfaction algorithm again, incorporating the new 244

candidate groups with the previously selected ones. 245

4 Experimental Setup 246

We explore the following research questions: 247

RQ1: Does our neuro-symbolic approach im- 248

prove LLMs’ performance on the NYT Connec- 249

4



Llama-3.1 8B
Phi-4 14B

Mistral-Small-3.1 24B
Gemma-3 27B

Llama-3.1 70B
0.0

0.1

0.2

0.3

0.4

0.5
No

rm
al

ize
d 

Sc
or

e 
(0

1)
Unweighted Score: Baseline
Weighted Score: Baseline
Completely Solved: Baseline

Unweighted Score: CoNStruct
Weighted Score: CoNStruct
Completely Solved: CoNStruct

Figure 5: Normalized performance gains from applying the CoNStruct pipeline across five language models on
three metrics: unweighted score, weighted score, and number of completely solved puzzles. Scores are normalized
to a 0–1 scale to visualize comparison across metrics with different ranges, with 1 being the maximum possible
score (4, 10, 100, correspondingly). CoNStruct (solid bars) consistently improves performance across all models
and metrics relative to the baseline (hatched bars). See Appendix D for each metric visualized separately.

tions puzzle?250

RQ2: Can neuro-symbolic systems using251

smaller open-source LLMs outperform much larger252

proprietary models on Connections?253

RQ3: What is the individual contribution of254

each component in our system?255

Dataset. We evaluate CoNStruct using the dataset256

created by Samadarshi et al. (2024), containing257

441 Connections puzzles collected between June258

2023-August 2024. Each puzzle includes a ground-259

truth solution, where each group is also annotated260

with the type of knowledge required to identify it;261

annotations were created by linguists.262

For the evaluation of CoNStruct, we use 100263

puzzles from this dataset (ids 300-400), spanning264

from April 7, 2024 to July 15, 2024.265

Baseline. As a baseline, we take the prompt of266

Samadarshi et al. (2024), containing instructions as267

presented to players on the NYT website and three268

examples (see Appendix C.1).269

Models. To ensure our results are consistent270

across models we use five LLMs of varying sizes:271

LLaMA-3.1 8B (Grattafiori et al., 2024), Phi-4 14B272

(Abdin et al., 2024), Mistral-Small-3.1 24B (Mis-273

tral AI, 2025), Gemma-3 27B (Team et al., 2025),274

and LLaMA-3.1 70B (Grattafiori et al., 2024).275

When evaluating the baseline, the model param-276

eters (e.g., temperature, top-p) are set to the default,277

consistent with Samadarshi et al. (2024). When278

evaluating CoNStruct, the temperature value is set279

to 0.2 and the maximum number of output tokens is 280

set to 2000. Other parameters are set to the default. 281

Evaluation Metrics. We evaluate performance us- 282

ing three metrics, reflecting different granularities. 283

• Unweighted Score. This metric measures 284

how many of the model’s predicted groups ex- 285

actly match the ground-truth – i.e., all four 286

words match all four words of one of the 287

ground-truth concepts. Each ground-truth 288

group can only count once and the maximum 289

possible score per puzzle is 4. We report the 290

average across all puzzles. 291

• Weighted Score. This score accounts for the 292

relative difficulty of each group, based on the 293

NYT’s color-coded system. Each group has 294

an associated weight: Yellow = 1, Green = 2, 295

Blue = 3, Purple = 4. The score is the sum 296

of weights of the concepts that were exactly 297

matched. The maximum possible weighted 298

score is 10 (when all four groups are correct). 299

We report the average across all puzzles. 300

• Completely Solved Puzzles. The number of 301

puzzles where all four predicted concepts are 302

correct, i.e., the unweighted score is 4. 303

See further experimental details in Appendix A. 304

5 Results 305

We experimented with LLaMA-3.1 8B, Phi-4 306

14B, Mistral-Small-3.1 24B, Gemma-3 27B, and 307

LLaMA-3.1 70B. For each model, we tested both 308

(1) the baseline prompt (Section 4) and (2) our 309
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pipeline using the model.310

5.1 RQ1: Performance Improvement311

Figure 5 shows the combined results for all three312

metrics, normalized by the maximum possible313

score of each metric. See Appendix D for sepa-314

rate (unnormalized) figures for each metric.315

Unweighted Score. Augmenting the LLM with316

our pipeline resulted in substantial improvements317

in the average number of correct groups per puzzle318

across all models. The largest model, LLaMA-3.1319

70B, increased its score from 0.85 to 2.07 (max320

possible score is 4.0). Smaller models such as Phi-321

4 14B and Mistral-3.1 24B exhibited the largest322

relative gains, improving by +1.1 and +1.26 groups,323

respectively, an increase of 4-5x.324

Weighted Score. All models also demonstrated325

substantial improvements in the average weighted326

score when using CoNStruct. Even the strongest327

model, LLaMA-3.1 70B, nearly triples its score.328

The largest relative gains again occur with smaller329

models (4-7x). The results suggest that CoNStruct330

not only improves overall performance, but also331

performance on the harder concepts.332

Completely Solved Puzzles. The most pro-333

nounced improvement was in the number of fully334

solved puzzles. Under the baseline, models solved335

completely only between 0-5 puzzles. CoNStruct336

increased this count to 13–22 puzzles for the337

smaller models, and 32 for LLaMA-3.1 70B.338

To summarize, our approach resulted in signifi-339

cant improvements across the board.340

5.2 RQ2: Comparison to Larger Models341

To answer RQ2, we compared our results with342

the performance of the models evaluated by343

Samadarshi et al. (2024) (the LLM-only approach344

used as our baseline). Their evaluation included345

larger models than the ones we used: Claude 3.5346

Sonnet (Anthropic, 2024), GPT-4o (Hurst et al.,347

2024), Gemini 1.5 Pro (Team et al., 2024), LLaMA-348

3.1 405B (Grattafiori et al., 2024) and Mistral Large349

2 (Mistral AI team, 2024). We used the results of350

their study reported on the same 100 puzzles we351

experimented on. The results are shown in Table 1.352

CoNStruct, using much smaller models such as353

Phi-4 and Mistral-3.1-small, outperforms all of354

these models in every metric. Notably, even our355

smallest model, LLaMA-3.1 8B, surpasses all mod-356

els by fully solving 13 puzzles.357

Model Unweighted Weighted Comp.

Gemini 1.5 Pro 0.83 1.65 4
Claude 3.5 Sonnet 1.29 2.73 11
GPT-4o 1.16 2.34 6
LLaMA 3.1 405B 0.95 1.82 3
Mistral Large 2 0.82 1.55 4

Table 1: Performance of SOTA LLMs, reproduced from
Samadarshi et al. (2024) (metrics: average unweighted
and weighted scores, and completely solved puzzles out
of 100). CoNStruct surpasses these results using much
smaller open-source LLMs.

5.3 RQ3: Ablations 358

We performed ablation studies to measure the con- 359

tribution of different parts of the pipeline. We 360

present results for the pipeline using LLaMA-3.1 361

70B in Table 2. Results for other models are con- 362

sistent, and are provided in Appendix F. 363

Note. Sometimes, after the Constraint Satis-
faction stage (Section 3.3), CoNStruct iden-
tifies three out of four correct groups. These
puzzles are effectively solved, as the remain-
ing four words can be trivially grouped with-
out LLM inference (and indeed, this is what
happens in the Leftover Words phase, Sec-
tion 3.4). In ablations, where we omit the
Leftover Words phase, we report both the
number of completely solved puzzles (four
groups correctly identified) and the num-
ber of effectively completely solved puzzles
(three groups correctly identified).

364

Leftover Words Stage. This stage is designed 365

to complete partial solutions. As shown in Table 2, 366

removing it leads to a drop in performance. 367

Constraint Satisfaction. To isolate the con- 368

tribution of the constraint satisfaction component, 369

we replace it with a simpler greedy selection al- 370

gorithm that selects up to four non-overlapping 371

groups of exactly four words each from the list of 372

candidate groups. Removing the constraint satisfac- 373

tion algorithm significantly reduces performance. 374

The average number of completely solved puzzles 375

drops from 7 (plus 25 effectively solved puzzles 376

with 3 correct groups) to just 3 (plus 17 effectively 377

solved puzzles), with corresponding drops in both 378

unweighted and weighted scores. 379

Refinement. To assess the impact of the refine- 380

ment stage in our pipeline, we conduct an ablation 381

where this stage is entirely removed, and we di- 382
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Metric Full Pipeline No Leftover Words No Constraint Sat.† No Refinement†

Unweighted Score 2.07 1.79 1.52 1.21
Weighted Score 4.75 3.77 3.10 2.55
Completely solved Puzzles 32 7 (+25)* 3 (+17)* 10 (+5)*

Table 2: Ablation results on LLaMA-3.1 70B showing the impact of removing Leftover Words handling, the
Constraint Satisfaction Algorithm, or Refinement. Removing any component reduces performance across all metrics.
*Numbers in parentheses indicate additional puzzles effectively solved with 3 out of 4 correct groups, see Note.
†The Leftover Words stage is also omitted when Constraint Satisfaction or Refinement is ablated, to better isolate
the effect of those components without the effect of adding new candidates.

rectly pass the unrefined groupings to the constraint383

satisfaction algorithm. We remove all groups with384

more than 10 words due to computational complex-385

ity. As shown in Table 2, this has a substantial386

impact on all metrics, which drop notably.387

Concept Generation. To evaluate the con-388

tribution of each concept generation module in389

CoNStruct, we traced back each correct group in390

the final prediction to its source.391

For each such correct group, we search the initial392

suggested groups from each module for any that393

contain 3-5 words and overlap with the final group394

on at least 3 out of its 4 words. We define395

• Fractional Credit: If a final group matches396

n sources, each receives partial ( 1n ) credit.397

• Unique Credit: A source receives credit if it398

is the only one to match a correct group.399

As shown in Table 3, each source contributes mean-400

ingfully to the final groups. The semantic and gen-401

eral modules have the highest number of matches,402

while the multiword expression module, though403

contributing fewer matches, is crucial for captur-404

ing specific group types that other sources miss. A405

closer look into source overlap patterns (proportion406

of matches from source A also covered by source407

B, see Appendix F.1) corroborates this observation.408

Although redundancy exists, each source con-409

tributes uniquely to the overall performance of410

CoNStruct. These findings validate our choice411

to include all four concept generation strategies.412

6 Further Analysis413

Analysis in this section is performed on the same414

100 puzzles used in our main evaluation.415

Different Knowledge Types. Samadarshi et al.416

(2024) categorized the knowledge types required417

for the Connections puzzles (see taxonomy in Ap-418

pendix G). Each group in the dataset is annotated419

with a knowledge type, allowing us to evaluate ac-420

curacy across different types. Accuracy is defined421

Metric Partial Credit Unique Credit

MWE 10.33 9
Encyclopedic 40.0 6
Semantic 50.33 7
General 54.33 9

Table 3: Attribution of correct final groups to each
concept generation module. The Semantic and Gen-
eral modules had the broadest overall impact, while
the MWE module, despite contributing to fewer groups
overall, was uniquely responsible for 9 groups.

as the number of correctly predicted groups divided 422

by the number of ground-truth groups of that type. 423

Figure 6 (left) shows results for the LLaMA- 424

3.1 70B model; see results for other models in 425

Appendix E. As shown, CoNStruct outperforms 426

the baseline on every knowledge type. 427

Difficulty Tiers. We analyze CoNStruct’s accu- 428

racy across the four difficulty tiers used by the NYT: 429

Yellow (easiest), Green, Blue, and Purple (hardest). 430

Each puzzle contains exactly one group from each 431

tier. We measure accuracy for each difficulty tier 432

for both the baseline and CoNStruct. 433

Figure 6 (right) shows results for LLaMA-3.1 434

70B; see results for other models in Appendix E. 435

CoNStruct significantly improves performance 436

at every tier. Accuracy rises from 33% to 65% 437

on the easiest tier and from 10% to 42% on the 438

hardest. Notably, the largest relative gains are in 439

the top tiers, which are designed to be more abstract 440

and misleading. 441

7 Related Work 442

LLMs and the NYT Connections Puzzle. Re- 443

cent work by Todd et al. (2024) and Samadarshi 444

et al. (2024) shows that even advanced LLMs strug- 445

gle with the Connections puzzle. Both studies 446

highlight consistent weaknesses in handling multi- 447

word expressions, form-based categories (phonol- 448

ogy, morphology, etc.), and categories requiring 449
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Figure 6: Comparing the baseline (blue) with CoNStruct (orange), using the LLaMA-3.1 70B model. Left:
Accuracy across different knowledge types. y-axis: percentage of correctly identified groups within a given
knowledge type. Results show consistent improvements across all knowledge types. Right: Accuracy across
different difficulty tiers. y-axis: percentage of correctly identified groups within each tier: Yellow (easiest) through
Purple (hardest). Results show consistent improvements across all difficulty levels, with particularly large gains in
the more challenging Blue and Purple tiers.

abstract reasoning. They also find that red herrings450

often mislead LLMs. Our work builds directly451

on these findings by targeting challenging knowl-452

edge types and addressing the red herring problem453

through symbolic reasoning.454

LLMs and Concepts. Research on how LLMs455

represent concepts has revealed key differences456

from human cognition. Shani et al. (2023) found457

that LLMs often violate core organizational prin-458

ciples such as asymmetry, transitivity, and prop-459

erty inheritance. In a follow-up work, Shani et al.460

(2025) showed that LLMs also struggle with fine-461

grained semantic distinctions and item typicality.462

In this paper, we use the Connections puzzle as a463

testbed for examining how LLMs can approximate464

human-like concept formation.465

Neuro-symbolic Approaches. Neuro-symbolic466

approaches combine the flexible learning capabili-467

ties of neural networks with the structured reason-468

ing and interpretability of symbolic representations,469

with the goal of building AI systems that are seman-470

tically grounded, explainable, and reliable (Garcez471

and Lamb, 2023). These approaches have been suc-472

cessfully applied to tasks such as first-order logical473

reasoning (Mittal et al., 2024), long-term planning474

(Wu and Mitra, 2024), abstraction (Bober-Irizar475

and Banerjee, 2024; Butt et al., 2024) and con-476

strained text generation (Régin et al., 2024). To the477

best of our knowledge, no prior work has applied a478

neuro-symbolic framework to Connections.479

8 Conclusions and Future Work 480

LLMs struggle with tasks requiring flexible re- 481

trieval strategies that humans posses. In this work, 482

we use the NYT Connections puzzle as a window 483

into how humans flexibly form concepts through 484

controlled, adaptive memory access. 485

Our neuro-symbolic approach, CoNStruct, inte- 486

grates LLMs with symbolic reasoning and external 487

knowledge sources. Our method achieves signifi- 488

cant improvements over the LLM-only approach. 489

On a benchmark of 100 puzzles, CoNStruct sub- 490

stantially improves performance across all mod- 491

els tested and metrics. CoNStruct outperforms 492

larger proprietary models using much smaller, 493

open-source LLMs. 494

In the future, we plan to implement a mecha- 495

nism for evaluating concept strength, prioritizing 496

higher-quality groups. We will also extend the algo- 497

rithm to more knowledge types and strategies (e.g., 498

phonology). Future work could also explore gener- 499

ating puzzles rather than solving them. AI-assisted 500

puzzle generation could help cognitive scientists 501

create large sets of controlled semantic tasks or vary 502

difficulty systematically, e.g., emphasizing certain 503

types of retrieval for studying human strategies. 504

Beyond the puzzle of Connections, CoNStruct 505

provides a blueprint for building neuro-symbolic 506

systems that mimic human problem-solving strate- 507

gies. We hope our results encourage further re- 508

search in this direction. 509
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9 Limitations510

• Our evaluation focuses solely on accuracy,511

meaning whether the groupings match the ac-512

tual solution. It does not take into account the513

reasoning of the system behind each group-514

ing and whether it matches the ground truth515

rationale.516

• We have only tested our algorithm on English.517

Different languages might have less resources,518

and might require adapting the algorithm.519

• Our ablation studies for the concept genera-520

tion modules are based on an approximation521

of the influence of each module. We did not522

run the entire pipeline again for each module523

for more exact ablation results due to cost. We524

recognize that this is an approximation.525

10 Ethical Considerations526

Bias in LLMs. This paper focuses on improving527

the capabilities of LLMs in solving a word game528

from the NYT – a relatively low-risk domain. How-529

ever, we acknowledge that LLMs can reflect and530

amplify biases present in their training data, and531

any application of such models should be mindful532

of these potential biases.533

Use of AI Assistants. We used GPT-4o to as-534

sist with coding, writing, and rephrasing. All AI-535

generated outputs were reviewed and edited to en-536

sure they aligned with our goals and accurately537

reflected our original intent.538

Use of Scientific Artifacts. All mod-539

els and datasets used in this work are con-540

sistent with their intended use and licens-541

ing terms. We use the dataset released by542

Samadarshi et al. (2024), which is publicly avail-543

able at: https://github.com/mustafamariam/544

LLM-Connections-Solver. While the repository545

does not include a formal license, the authors re-546

quest citation for use of their data and annota-547

tions. We comply with this request and cite their548

work appropriately. We do not redistribute or mod-549

ify their dataset. We also use open-source lan-550

guage models including LLaMA-3.1 (8B and 70B)551

(Grattafiori et al., 2024), Phi-4 14B (Abdin et al.,552

2024), Mistral-Small-3.1 24B (Mistral AI, 2025),553

and Gemma-3 27B (Team et al., 2025), all of which554

are licensed for research (under LLaMA Commu-555

nity License, Apache 2.0 or Gemma 3 License).556

We use the Wikipedia and Wiktionary API (both557

under CC BY-SA). We use the Cambridge Dictio- 558

nary API to look up expressions in accordance with 559

their Terms of Use. We will release our code and 560

outputs as open-source (redacted for anonymity). 561

Use of Dataset. The dataset used contains no 562

personal or identifying information; all content con- 563

sists of generic word lists. We manually reviewed 564

samples to ensure no offensive or sensitive content 565

was introduced. No user data was collected, and no 566

privacy risks were identified. 567
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A Experimental Details 681

A.1 Hyper-parameter Search Details 682

For the CoNStruct pipeline, we set temperature 683

to 0.2 and maximum output tokens to 2000 for all 684

LLM calls. No hyperparameter search was per- 685

formed, the temperature was set to 0.2 to increase 686

consistency between runs, and maximum output 687

tokens was set to 2000 as a precautionary limit 688

to avoid unnecessarily long generations. We ex- 689

perimented with different thresholds for the self- 690

consistency vote (Wang et al., 2023) after the refine- 691

ment stage (number of “yes” responses required to 692

add a word during group expansion). On a held-out 693

set using LLaMA-3.1 8B, we tested 3 options - 20% 694

threshold (i.e., 1 vote out of 5), 30% threshold (i.e., 695

2 votes out of 5), and 50% threshold (i.e., 3 votes 696

out of 5). We found that a 30% threshold yielded 697

the best results and used that across models. 698

A.2 Computational Budget 699

We used DeepInfra’s API (DeepInfra, 2025) to ex- 700

periment with the different models. The total cost 701

of our development was 30 dollars. 702

B Pseudocode for Constraint Satisfaction 703

Algorithm 704
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Algorithm 1 Backtracking Constraint Solver

Require: List of candidate groups, set of
used_words, list of final_groups, list of
best_groups

1: if groups is empty then
2: if size of final_groups > size of

best_groups then
3: best_groups← copy of final_groups
4: end if
5: return
6: end if
7: current_group← first element of groups
8: remaining_groups← rest of groups
9: for all combination of 4 words in

current_group do
10: combination_set← set of words in com-

bination
11: if combination_set ∩ used_words is

empty then
12: new_used_words ← used_words ∪

combination_set
13: new_final_groups← final_groups +

combination
14: backtracking(remaining_groups,

new_used_words, new_final_groups,
best_groups)

15: end if
16: end for
17: backtracking(remaining_groups,

used_words, final_groups,
best_groups)

C Prompts705

C.1 Baseline706

C.1.1 Reasoning Prompt:707

User Message:708
709

Solve today's NYT Connections game. Here are the710
instructions for how to play this game:711

Find groups of four items that share something712
in common.713

714
Category Examples:715
FISH: Bass, Flounder, Salmon, Trout716
FIRE ___: Ant, Drill, Island, Opal717
Categories will always be more specific than '5-718

LETTER-WORDS', 'NAMES', or 'VERBS.'719
720

Example 1:721
Words: ['DART', 'HEM', 'PLEAT', 'SEAM', 'CAN', '722

CURE', 'DRY', 'FREEZE', 'BITE', 'EDGE', '723
PUNCH', 'SPICE', 'CONDO', 'HAW', 'HERO', '724
LOO']725

726
Groupings:727

1. Things to sew: ['DART', 'HEM', 'PLEAT', 'SEAM 728
'] 729

2. Ways to preserve food: ['CAN', 'CURE', 'DRY', 730
'FREEZE'] 731

3. Sharp quality: ['BITE', 'EDGE', 'PUNCH', ' 732
SPICE'] 733

4. Birds minus last letter: ['CONDO', 'HAW', ' 734
HERO', 'LOO'] 735

736
Example 2: 737
Words: ['COLLECTIVE', 'COMMON', 'JOINT', 'MUTUAL 738

', 'CLEAR', 'DRAIN', 'EMPTY', 'FLUSH', ' 739
CIGARETTE', 'PENCIL', 'TICKET', 'TOE', ' 740
AMERICAN', 'FEVER', 'LUCID', 'PIPE'] 741

742
Groupings: 743
1. Shared: ['COLLECTIVE', 'COMMON', 'JOINT', ' 744

MUTUAL'] 745
2. Rid of contents: ['CLEAR', 'DRAIN', 'EMPTY', 746

'FLUSH'] 747
3. Associated with "stub": ['CIGARETTE', 'PENCIL 748

', 'TICKET', 'TOE'] 749
4. ___ Dream: ['AMERICAN', 'FEVER', 'LUCID', ' 750

PIPE'] 751
752

Example 3: 753
Words: ['HANGAR', 'RUNWAY', 'TARMAC', 'TERMINAL', 754

'ACTION', 'CLAIM', 'COMPLAINT', 'LAWSUIT', 755
'BEANBAG', 'CLUB', 'RING', 'TORCH', ' 756
FOXGLOVE', 'GUMSHOE', 'TURNCOAT', 'WINDSOCK 757
'] 758

759
Groupings: 760
1. Parts of an airport: ['HANGAR', 'RUNWAY', ' 761

TARMAC', 'TERMINAL'] 762
2. Legal terms: ['ACTION', 'CLAIM', 'COMPLAINT', 763

'LAWSUIT'] 764
3. Things a juggler juggles: ['BEANBAG', 'CLUB', 765

'RING', 'TORCH'] 766
4. Words ending in clothing: ['FOXGLOVE', ' 767

GUMSHOE', 'TURNCOAT', 'WINDSOCK'] 768
769

Categories share commonalities: 770
- There are 4 categories of 4 words each 771
- Every word will be in only 1 category 772
- One word will never be in two categories 773
- As the category number increases, the 774

connections between the words and their 775
category become more obscure. Category 1 is 776
the most easy and intuitive and Category 4 777
is the hardest 778

- There may be red herrings (words that seem to 779
belong together but actually are in separate 780
categories) 781

- Category 4 often contains compound words with 782
a common prefix or suffix word 783

- A few other common categories include word and 784
letter patterns, pop culture clues (such as 785
music and movie titles) and fill-in-the- 786
blank phrases 787

788
You will be given a new example (Example 4) with 789

today's list of words. 790
First explain your reason for each category and 791

then give your final answer following the 792
structure below (Replace Category 1, 2, 3, 4 793
with their names instead) 794

795
Groupings: 796
Category1: [word1, word2, word3, word4] 797

11



Category2: [word5, word6, word7, word8]798
Category3: [word9, word10, word11, word12]799
Category4: [word13, word14, word15, word16]800

801
Remember that the same word cannot be repeated802

across multiple categories, and you need to803
output 4 categories with 4 distinct words804
each. Also do not make up words not in the805
list. This is the most important rule.806
Please obey.807

808
Example 4:809

810
Words: <puzzle words>811

812
Groupings:813814

C.1.2 JSON Extraction Prompt:815

System Message:816

817
You extract JSON lists from language reasoning.818

Only output valid JSON.819820

User Message:821

822
Based on the reasoning and the groupings below,823

extract the groups and present them in **824
valid JSON** format.825

826
Each group must have a **name** describing the827

category, and a list of words that belong in828
the group.829

830
---831

832
Reasoning:833
<reasoning output from previous prompt>834

835
---836

837
Format the output exactly like this:838

839
[840

{{ "group_name": "Group Name", "words": ["841
word1", "word2", "word3, word4"] }},842

{{ "group_name": "Another Group", "words": ["843
word5", "word6", "word7", "word8"] }},844

{{ "group_name": "Another Group", "words": ["845
word9", "word10", "word11", "word12"] }},846

847
{{ "group_name": "Another Group", "words": ["848

word13", "word14", "word15", "word16"] }}849
850

]851
852

Rules:853
- Only include the JSON array.854
- Do NOT use triple backticks or Markdown855

formatting.856
- No extra explanations or commentary.857
- Group names should reflect the shared meaning858

or category.859
- Use the exact original words.860
- Include all suggested groups from the861

reasoning862863

C.2 Semantic Relations Module 864

C.2.1 Reasoning Prompt: 865

System Message: 866
867

You are a language expert solving a word 868
association puzzle. Think out loud to find 869
semantic connections like synonyms or 870
categories. 871872

User Message: 873
874

You are solving a word puzzle. There are 16 875
words. Your goal is to find as many possible 876
groups of 3-5 words that share a **clear 877
semantic connection**. At this stage, focus 878
only on groups where the words are ** 879
synonyms** or **"type of"** relationships ( 880
hypernyms). 881

882
Each group should be based on: 883
- Synonyms (words with very similar meanings) 884
- Hypernyms (words that are all types of a 885

shared category) 886
- Simple connections - avoid abstract or 887

metaphorical themes 888
889

Each group must have **3 to 5 words**. Some 890
words may appear in more than one group. It' 891
s okay to suggest **more than 4 groups**. 892

893
--- 894

895
### Example Puzzle: 896

897
Words: 898
EGG, STORY, SUN, SCREEN, MOON, REEL, STREAK, 899

POST, GLOBE, DECK, SPEAKER, FLOOR, TOILET 900
PAPER, MIRROR, LEVEL, PROJECTOR 901

902
**Reasoning:** 903
- PROJECTOR, REEL, SCREEN, SPEAKER are all 904

related to equipment found in a classic 905
movie theater. 906

- DECK, FLOOR, LEVEL, STORY are all words that 907
describe levels or tiers of a structure. 908

- GLOBE, MIRROR, POST, SUN are names of popular 909
newspapers. 910

- EGG, MOON, STREAK, TOILET PAPER are all verbs 911
that describe common pranks. 912

913
--- 914

915
### Example Puzzle: 916

917
Words: 918
DART, HEM, PLEAT, SEAM, CAN, CURE, DRY, FREEZE, 919

BITE, EDGE, PUNCH, SPICE, CONDO, HAW, HERO, 920
LOO 921

922
**Reasoning:** 923
- DART, HEM, PLEAT, SEAM are all things you can 924

sew. 925
- CAN, CURE, DRY, FREEZE are all ways to 926

preserve food. 927
- BITE, EDGE, PUNCH, SPICE are all ways to say 928

something has a "sharp quality". 929
- CONDO, HAW, HERO, LOO are all bird names with 930

the last letter removed. 931
932
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---933
934

### Example Puzzle:935
936

Words:937
COLLECTIVE, COMMON, JOINT, MUTUAL, CLEAR, DRAIN,938

EMPTY, FLUSH, CIGARETTE, PENCIL, TICKET,939
TOE, AMERICAN, FEVER, LUCID, PIPE940

941
**Reasoning:**942
- COLLECTIVE, COMMON, JOINT, MUTUAL all mean943

shared.944
- CLEAR, DRAIN, EMPTY, FLUSH relate to removing945

contents.946
- CIGARETTE, PENCIL, TICKET, TOE are all947

associated with the word "stub".948
- AMERICAN, FEVER, LUCID, PIPE can complete the949

phrase "__ dream".950
951

---952
953

### Example Puzzle:954
955

Words:956
HANGAR, RUNWAY, TARMAC, TERMINAL, ACTION, CLAIM,957

COMPLAINT, LAWSUIT, BEANBAG, CLUB, RING,958
TORCH, FOXGLOVE, GUMSHOE, TURNCOAT, WINDSOCK959

960
**Reasoning:**961
- HANGAR, RUNWAY, TARMAC, TERMINAL are all parts962

of an airport.963
- ACTION, CLAIM, COMPLAINT, LAWSUIT are legal964

terms.965
- BEANBAG, CLUB, RING, TORCH are things a966

juggler might juggle.967
- FOXGLOVE, GUMSHOE, TURNCOAT, WINDSOCK are all968

words that end with a type of clothing.969
970

---971
972

Now, analyze this new set of 16 words and973
suggest all the synonym/hypernym-based974
groups you can find.975

976
Words:977
<puzzle words>978

979
Give your reasoning and group suggestions.980981

C.2.2 JSON Extraction Prompt:982

System Message:983
984

You are a precise JSON generator. Given985
reasoning, extract structured word groups in986
correct JSON format without any extra text.987988

User Message:989
990

Based on the reasoning below, extract the groups991
and present them in **valid JSON** format.992

993
Each group must have a **name** describing the994

category, and a list of words that belong in995
the group.996

997
---998

999
Reasoning:1000
<reasoning output from previous prompt>1001

1002
--- 1003

1004
Format the output exactly like this: 1005

1006
[ 1007
{{ "group_name": "Group Name", "words": [" 1008

word1", "word2", "word3"] }}, 1009
{{ "group_name": "Another Group", "words": [" 1010

word1", "word2", "word3", "word4"] }} 1011
] 1012

1013
Rules: 1014
- Only include the JSON array. 1015
- Do NOT use triple backticks or Markdown 1016

formatting. 1017
- No extra explanations or commentary. 1018
- Group names should reflect the shared meaning 1019

or category. 1020
- Use the exact original words. 1021
- Include all suggested groups from the 1022

reasoning 10231024

C.2.3 Group Expansion Prompt: 1025

System Message: 1026
1027

You are an expert language model. Only reply 1028
with YES or NO. 10291030

User Message: 1031
1032

The current group is: 1033
"<current group name>": <current group words> 1034

1035
Does the word "<current word>" belong in this 1036

group based on meaning or semantic 1037
similarity? 1038

1039
Respond with exactly one word: YES or NO. 10401041

C.3 General Connections Module 1042

C.3.1 Reasoning Prompt: 1043

System Message: 1044
1045

You are a puzzle expert thinking out loud about 1046
connections between words. 10471048

User Message: 1049
1050

You are solving a word puzzle. There are 16 1051
words. Your goal is to find as many possible 1052
groups of 3-5 words that share a **clear 1053
connection**. 1054

1055
Each group must have **3 to 5 words**. Some 1056

words may appear in more than one group. It' 1057
s okay to suggest **more than 4 groups**. 1058

1059
--- 1060

1061
### Example Puzzle: 1062

1063
Words: 1064
EGG, STORY, SUN, SCREEN, MOON, REEL, STREAK, 1065

POST, GLOBE, DECK, SPEAKER, FLOOR, TOILET 1066
PAPER, MIRROR, LEVEL, PROJECTOR 1067

1068
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**Reasoning:**1069
- PROJECTOR, REEL, SCREEN, SPEAKER are all1070

related to equipment found in a classic1071
movie theater.1072

- DECK, FLOOR, LEVEL, STORY are all words that1073
describe levels or tiers of a structure.1074

- GLOBE, MIRROR, POST, SUN are names of popular1075
newspapers.1076

- EGG, MOON, STREAK, TOILET PAPER are all verbs1077
that describe common pranks.1078

1079
---1080

1081
### Example Puzzle:1082

1083
Words:1084
DART, HEM, PLEAT, SEAM, CAN, CURE, DRY, FREEZE,1085

BITE, EDGE, PUNCH, SPICE, CONDO, HAW, HERO,1086
LOO1087

1088
**Reasoning:**1089
- DART, HEM, PLEAT, SEAM are all things you can1090

sew.1091
- CAN, CURE, DRY, FREEZE are all ways to1092

preserve food.1093
- BITE, EDGE, PUNCH, SPICE are all ways to say1094

something has a "sharp quality".1095
- CONDO, HAW, HERO, LOO are all bird names with1096

the last letter removed.1097
1098

---1099
1100

### Example Puzzle:1101
1102

Words:1103
COLLECTIVE, COMMON, JOINT, MUTUAL, CLEAR, DRAIN,1104

EMPTY, FLUSH, CIGARETTE, PENCIL, TICKET,1105
TOE, AMERICAN, FEVER, LUCID, PIPE1106

1107
**Reasoning:**1108
- COLLECTIVE, COMMON, JOINT, MUTUAL all mean1109

shared.1110
- CLEAR, DRAIN, EMPTY, FLUSH relate to removing1111

contents.1112
- CIGARETTE, PENCIL, TICKET, TOE are all1113

associated with the word "stub".1114
- AMERICAN, FEVER, LUCID, PIPE can complete the1115

phrase "__ dream".1116
1117

---1118
1119

### Example Puzzle:1120
1121

Words:1122
HANGAR, RUNWAY, TARMAC, TERMINAL, ACTION, CLAIM,1123

COMPLAINT, LAWSUIT, BEANBAG, CLUB, RING,1124
TORCH, FOXGLOVE, GUMSHOE, TURNCOAT, WINDSOCK1125

1126
**Reasoning:**1127
- HANGAR, RUNWAY, TARMAC, TERMINAL are all parts1128

of an airport.1129
- ACTION, CLAIM, COMPLAINT, LAWSUIT are legal1130

terms.1131
- BEANBAG, CLUB, RING, TORCH are things a1132

juggler might juggle.1133
- FOXGLOVE, GUMSHOE, TURNCOAT, WINDSOCK are all1134

words that end with a type of clothing.1135
1136

---1137
1138

Now, analyze this new set of 16 words and 1139
suggest all the groups you can find. 1140

1141
Words: 1142
<puzzle words> 1143

1144
Give your reasoning and group suggestions. 11451146

C.3.2 JSON Extraction Prompt: 1147

System Message: 1148
1149

You extract JSON lists from language reasoning. 1150
Only output valid JSON. 11511152

User Message: 1153
1154

Based on the reasoning below, extract the groups 1155
and present them in **valid JSON** format. 1156

1157
Each group must have a **name** describing the 1158

category, and a list of words that belong in 1159
the group. 1160

1161
--- 1162

1163
Reasoning: 1164
<reasoning output from previous prompt> 1165

1166
--- 1167

1168
Format the output exactly like this: 1169

1170
[ 1171
{{ "group_name": "Group Name", "words": [" 1172

word1", "word2", "word3"] }}, 1173
{{ "group_name": "Another Group", "words": [" 1174

word1", "word2", "word3", "word4"] }} 1175
] 1176

1177
Rules: 1178
- Only include the JSON array. 1179
- Do NOT use triple backticks or Markdown 1180

formatting. 1181
- No extra explanations or commentary. 1182
- Group names should reflect the shared meaning 1183

or category. 1184
- Use the exact original words. 1185
- Include all suggested groups from the 1186

reasoning 11871188

C.3.3 Group Expansion Prompt: 1189

System Message: 1190
1191

You are an expert language model. Only reply 1192
with YES or NO. 11931194

User Message: 1195
1196

The current group is: 1197
"<current group name>": <current group words> 1198

1199
Does the word "<current word>" belong in this 1200

group based on theme or category? 1201
1202

Respond with exactly one word: YES or NO. 12031204

14



C.4 Encyclopedic Knowledge Module1205

C.4.1 Filter Wikipedia Titles Prompt:1206

System Message:1207
1208

Answer with just 'Yes' or 'No'.12091210

User Message:1211
1212

Answer with just 'Yes' or 'No'.1213
1214

Is '<word>' a type of '<Wikipedia title>'12151216

C.4.2 Reasoning Prompt:1217

System Message:1218
1219

You are an expert linguist analyzing semantic1220
relationships.12211222

User Message:1223
1224

You are given a list of 16 words and a set of1225
Wikipedia pages.1226

Each page contains 3-word combinations where all1227
words are considered types or examples of1228

the page topic.1229
1230

Your task is to group these 16 words into **four1231
distinct groups of 4 words**1232

Each group should share a strong 'type of'1233
relationship - a clear, meaningful category1234
that connects them all.1235

1236
For example:1237
- 'PROJECTOR, REEL, SCREEN, SPEAKER' -> Movie1238

Theater Equipment1239
- 'SUN, POST, GLOBE, MIRROR' -> Newspaper Names1240

1241
Here is the list of words:1242

1243
<puzzle words>1244

1245
Here are the Wikipedia pages where specific 3-1246

word combinations were found:1247
1248

Words <3-word combination> matched these pages:1249
<pages>1250

Words <3-word combination> matched these pages:1251
<pages>1252

.1253

.1254

.1255
1256

Now, based on this information, divide the list1257
into **four groups of 4 words**.1258

Each group must have a clear and specific1259
category label.1260

1261
Be sure to pick the most meaningful and well-1262

supported groupings based on the Wikipedia1263
context.12641265

C.4.3 JSON Extraction Prompt:1266

System Message:1267
1268

You are a precise JSON extractor. Follow the1269
format exactly.12701271

User Message: 1272

1273
Based on the reasoning below for how to group 16 1274

words, extract the groups and present them 1275
in **valid JSON** format. 1276

1277
Each group must have a **name** describing the 1278

category, and a list of words that belong in 1279
the group. 1280

1281
--- 1282

1283
Reasoning: 1284
<reasoning output from previous prompt> 1285

1286
--- 1287

1288
Format the output exactly like this: 1289

1290
{{ 1291

"group_1": {{ 1292
"label": "Group Label", 1293
"words": ["word1", "word2", "word3", "word4"] 1294
}}, 1295
"group_2": {{ 1296
"label": "Group Label", 1297
"words": ["word5", "word6", "word7", "word8"] 1298
}}, 1299
"group_3": {{ 1300
"label": "Group Label", 1301
"words": ["word9", "word10", "word11", " 1302

word12"] 1303
}}, 1304
"group_4": {{ 1305
"label": "Group Label", 1306
"words": ["word13", "word14", "word15", " 1307

word16"] 1308
}} 1309

}} 1310
1311

Rules: 1312
- Only include the JSON array. 1313
- Do NOT use triple backticks or Markdown 1314

formatting. 1315
- No extra explanations or commentary. 1316
- Group names should reflect the shared meaning 1317

or category. 1318
- Use the exact original words. 1319
- Include all suggested groups from the 1320

reasoning 13211322

C.4.4 Group Expansion Prompt: 1323

System Message: 1324

1325
You are an expert language model. Only reply 1326

with YES or NO. 13271328

User Message: 1329

1330
The current group is: 1331
"<current group name>": <current group words> 1332

1333
Does the word "<current word>" belong in this 1334

group based on theme or category? 1335
1336

Respond with exactly one word: YES or NO. 13371338
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C.5 Refinement1339

C.5.1 Reasoning Prompt:1340

System Message:1341
1342

You are a linguist analyzing semantic subgroups.13431344

User Message:1345
1346

You are given a group of words called "<1347
group_name>":1348

1349
<words>1350

1351
Your task is to analyze whether a **subgroup of1352

3 or more words** exists that has a **1353
stronger and more specific connection** than1354
the full group.1355

1356
If such a subgroup exists, explain why the1357

subgroup is stronger, and which words form1358
that subgroup.1359

1360
If not, explain why the full group is cohesive1361

enough and does not need refinement.13621363

C.5.2 JSON Extraction Prompt:1364

System Message:1365
1366

You are a precise JSON extractor. Follow the1367
format exactly.13681369

User Message:1370
1371

Below is a reasoning explanation. Based on that1372
explanation, extract a subgroup and give it1373
a clear label.1374

1375
Respond with a JSON object like this:1376

1377
{{1378
"group_name": "Refined Label",1379
"words": ["word1", "word2", "word3"]1380

}}1381
1382

If the reasoning clearly says no better subgroup1383
exists, respond with just the string:1384

1385
"No better subgroup"1386

1387
---1388

1389
Reasoning:1390
<reasoning output from previous prompt>13911392

C.5.3 Group Expansion Prompt:1393

System Message:1394
1395

You are an expert language model. Only reply1396
with YES or NO.13971398

User Message:1399
1400

The current group is:1401
"<current group name>": <current group words>1402

1403
Does the word "<word>" belong in this group1404

based on theme or category?1405

1406
Respond with exactly one word: YES or NO. 14071408

C.6 After Remaining Stage 1409

C.6.1 Reasoning Prompt: 1410

System Message: 1411
1412

You are a puzzle expert thinking out loud about 1413
connections between words." 14141415

User Message: 1416
1417

You are solving a word puzzle. There are <number 1418
of puzzle words> words. Your goal is to 1419
find groups of 4 words that share a **clear 1420
connection**. 1421

1422
Each group must have **4 words**. Make sure each 1423

word appears in exactly one group. Suggest 1424
exactly **<number of puzzle words divided by 1425
4> groups**. 1426

1427
1428
1429

--- 1430
1431

### Example Puzzle: 1432
1433

Words: 1434
EGG, STORY, SUN, SCREEN, MOON, REEL, STREAK, 1435

POST, GLOBE, DECK, SPEAKER, FLOOR, TOILET 1436
PAPER, MIRROR, LEVEL, PROJECTOR 1437

1438
**Reasoning:** 1439
- PROJECTOR, REEL, SCREEN, SPEAKER are all 1440

related to equipment found in a classic 1441
movie theater. 1442

- DECK, FLOOR, LEVEL, STORY are all words that 1443
describe levels or tiers of a structure. 1444

- GLOBE, MIRROR, POST, SUN are names of popular 1445
newspapers. 1446

- EGG, MOON, STREAK, TOILET PAPER are all verbs 1447
that describe common pranks. 1448

1449
--- 1450

1451
Now, analyze this new set of <number of puzzle 1452

words> words and suggest groups. 1453
1454

Words: 1455
<puzzle words> 1456

1457
Give your reasoning and group suggestions. 1458

Remember that the same word cannot be 1459
repeated across multiple categories 14601461

C.6.2 JSON Extraction Prompt: 1462

System Message: 1463
1464

You extract JSON lists from language reasoning. 1465
Only output valid JSON. 14661467

User Message: 1468
1469

Based on the reasoning below, extract the groups 1470
and present them in **valid JSON** format. 1471

1472
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Each group must have a **name** describing the1473
category, and a list of words that belong in1474
the group.1475

1476
---1477

1478
Reasoning:1479
<reasoning output from previous prompt>1480

1481
---1482

1483
Format the output exactly like this:1484

1485
[1486
{{ "group_name": "Group Name", "words": ["1487

word1", "word2", "word3", "word4"] }},1488
{{ "group_name": "Another Group", "words": ["1489

word1", "word2", "word3", "word4"] }}1490
]1491

1492
Rules:1493
- Only include the JSON array.1494
- Do NOT use triple backticks or Markdown1495

formatting.1496
- No extra explanations or commentary.1497
- Group names should reflect the shared meaning1498

or category.1499
- Use the exact original words.1500
- Include all suggested groups from the1501

reasoning15021503

D Results on each Metric Separated1504
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Figure 7: Average unweighted score across five LLMs,
comparing the baseline prompting strategy (light bars)
with CoNStruct (dark bars). All models show substan-
tial improvement using our method. Smaller models
like Phi-4 and Mistral-Small-3.1 benefit most, improv-
ing from 0.27 to 1.37 and 0.36 to 1.62 groups on average,
respectively. Even the largest model, LLaMA-3.1 70B,
more than doubles its performance (0.85 to 2.07).
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Figure 8: Average weighted score across five LLMs,
comparing the baseline prompting strategy (light bars)
with CoNStruct (dark bars). The weighted score re-
flects both the number and difficulty of groups solved.
All models see significant gains with CoNStruct.
Smaller models like LLaMA-3.1 8B and Phi-4 im-
prove by 5x and 7x respectively. The strongest model,
LLaMA-3.1 70B, increases from 1.71 to 4.75, indicat-
ing substantial improvements in solving even the most
challenging groups.
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Figure 9: Number of completely solved puzzles (i.e., all
four groups correctly identified) across five LLMs, com-
paring the baseline prompting strategy (light bars) with
CoNStruct (dark bars). CoNStruct significantly in-
creases the number of completely solved puzzles across
all models. Notably, LLaMA-3.1 70B solves 32 puzzles
compared to 4 in the baseline, and even smaller models
like Phi-4 and LLaMA-3.1 8B, which solved 0 puzzles
under the baseline, achieve 16 and 13 completely solved
puzzles respectively.

E Results of Accuracy by Knowledge 1505

Types and Difficulty Tiers for each 1506

Model 1507

E.1 LLaMA-3.1 8B Model 1508

Results for the LLaMA-3.1 8B Model can be seen 1509

in Figure 10 1510
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Figure 10: Comparing the baseline (blue) with CoNStruct (orange), using the LLaMA-3.1 8B model. Left:
Accuracy across different knowledge types. y-axis: percentage of correctly identified groups within a given
knowledge type. Results show consistent improvements across all knowledge types. Right: Accuracy across
different difficulty tiers. y-axis: percentage of correctly identified groups within each tier: Yellow (easiest) through
Purple (hardest). Results show consistent improvements across all difficulty levels.

E.2 Phi-4 14B Model1511

Results for the Phi-4 14B Model can be seen in1512

Figure 111513

E.3 Mistral-3.1-Small 24B Model1514

Results for the Mistral-3.1-Small 24B Model can1515

be seen in Figure 121516

E.4 Gemma-3 27B Model1517

Results for the Gemma-3 27B Model can be seen1518

in Figure 131519

F Ablations Results for each Model1520

F.1 Source Overlap Matrix for LLaMA-3.11521

70B1522

To better understand the relationship between mod-1523

ules, we compute a source overlap matrix (Table 4).1524

For each concept generation module, we again1525

look at the groups initially suggested that have 3-51526

words. We extract only the groups that match the1527

ground truth (i.e., have ≥3-word overlap with a1528

ground truth group). Then, for each such group1529

from source A, we measure the proportion that1530

also matches a group from source B (again using1531

≥3-word overlap). Diagonal entries represent self-1532

overlap and are therefore 1.0 by definition.1533

The results show redundancy between the Se-1534

mantic Relations, Encyclopedic Knowledge and1535

the General Connections modules, which recover1536

many of the same correct groups. In contrast, the1537

Multiword Expression (MWE) module shows min-1538

imal overlap with the others, suggesting it con-1539

tributes distinct correct groups that are missed by1540

other sources.1541

Src A \ B Sem Enc Gen MWE

Sem 1.000 0.568 0.759 0.032
Enc 0.594 1.000 0.652 0.027
Gen 0.697 0.568 1.000 0.012
MWE 0.273 0.273 0.136 1.000

Table 4: Proportion of correct group from each mod-
ule (row, A) that have a ≥3-word overlap with cor-
rect groups from another module (column, B). For this
analysis, we define a group as correct if it has a ≥3-
word overlap with a ground-truth group. Results for
the LLaMA-3.1 70B model show overlap among the
Semantic, Encyclopedic, and General modules, while
the MWE module shows minimal overlap.

F.2 LLaMA-3.1 8B Model 1542

The results for the ablations for the LLaMA-3.1 1543

8B Model can be seen in Table 5, Table 6 and in 1544

Table 7. 1545

Metric Partial Credit Unique Credit

MWE 6.67 4
Encyclopedic 16.5 2
Semantic 37.17 12
General 32.67 8

Table 6: Attribution of correct final groups to each con-
cept generation module when using the LLaMA-3.1 8B
model. The Semantic and General modules had the
broadest overall impact, while the MWE module, de-
spite contributing to fewer groups overall, was uniquely
responsible for 4 groups.

18



Associative

Relations
Encyclopedic

Knowledge
Multiw

ord

Expressio
ns
Phonology/

Orthography/

Morphology
      

 Semantic

      
 Relations

Word Meaning +

Word Form

Knowledge Type

0

10

20

30

40
Ac

cu
ra

cy
 (%

)
Baseline
CoNStruct

Yellow
Green Blue

Purple

Group Difficulty Tier

0

10

20

30

40

50

Ac
cu

ra
cy

 (%
)

Baseline
CoNStruct

Figure 11: Comparing the baseline (blue) with CoNStruct (orange), using the Phi-4 14B model. Left: Accuracy
across different knowledge types. y-axis: percentage of correctly identified groups within a given knowledge type.
Results show consistent improvements across all knowledge types. Right: Accuracy across different difficulty tiers.
y-axis: percentage of correctly identified groups within each tier: Yellow (easiest) through Purple (hardest). Results
show consistent improvements across all difficulty levels, with particularly large gains in the more challenging Blue
and Purple tiers.
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Figure 12: Comparing the baseline (blue) with CoNStruct (orange), using the Mistral-3.1-Small 24B model.
Left: Accuracy across different knowledge types. y-axis: percentage of correctly identified groups within a given
knowledge type. Results show consistent improvements across all knowledge types. Right: Accuracy across
different difficulty tiers. y-axis: percentage of correctly identified groups within each tier: Yellow (easiest) through
Purple (hardest). Results show consistent improvements across all difficulty levels.
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Figure 13: Comparing the baseline (blue) with CoNStruct (orange), using the Gemma-3 27B model. Left: Accuracy
across different knowledge types. y-axis: percentage of correctly identified groups within a given knowledge type.
Results show consistent improvements across all knowledge types. Right: Accuracy across different difficulty tiers.
y-axis: percentage of correctly identified groups within each tier: Yellow (easiest) through Purple (hardest). Results
show consistent improvements across all difficulty levels.
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Metric Full Pipeline No Leftover Words No Constraint Sat.† No Refinement†

Unweighted Score 1.15 0.93 0.80 0.51
Weighted Score 2.46 1.82 1.58 1.04
completely solved Puzzles 13 0 (+10)* 0 (+6)* 4 (+0)*

Table 5: Ablation results on LLaMA-3.1 8B showing the impact of removing Leftover Words handling, the
Constraint Satisfaction Algorithm, or Refinement. Removing any component reduces performance across all metrics.
*Numbers in parentheses indicate additional puzzles effectively solved with 3 out of 4 correct groups, see Note.
†The Leftover Words stage is also omitted when Constraint Satisfaction or Refinement is ablated, to better isolate
the effect of those components without the effect of adding new candidates.

Src A \ B Sem Enc Gen MWE

Sem 1.000 0.276 0.572 0.038
Enc 0.471 1.000 0.507 0.007
Gen 0.568 0.265 1.000 0.032
MWE 0.182 0.045 0.455 1.000

Table 7: Proportion of correct group from each mod-
ule (row, A) that have a ≥3-word overlap with cor-
rect groups from another module (column, B). For this
analysis, we define a group as correct if it has a ≥3-
word overlap with a ground-truth group. Results for
the LLaMA-3.1 8B model show overlap among the Se-
mantic, Encyclopedic, and General modules, while the
MWE module shows minimal overlap.

F.3 Phi-4 14B Model 1546

The results for the ablations for the Phi-4 14B 1547

Model can be seen in Table 8, Table 9 and in Ta- 1548

ble 10. 1549

Metric Partial Credit Unique Credit

MWE 7.92 5
Encyclopedic 28.58 3
Semantic 44.25 7
General 44.25 9

Table 9: Attribution of correct final groups to each
concept generation module when using the Phi-4 14B
model. The Semantic and General modules had the
broadest overall impact, while the MWE module, de-
spite contributing to fewer groups overall, was uniquely
responsible for 5 groups.

Src A \ B Sem Enc Gen MWE

Sem 1.000 0.523 0.732 0.017
Enc 0.617 1.000 0.728 0.028
Gen 0.654 0.555 1.000 0.018
MWE 0.182 0.227 0.227 1.000

Table 10: Proportion of correct group from each mod-
ule (row, A) that have a ≥3-word overlap with correct
groups from another module (column, B). For this anal-
ysis, we define a group as correct if it has a ≥3-word
overlap with a ground-truth group. Results for the Phi-4
14B model show overlap among the Semantic, Encyclo-
pedic, and General modules, while the MWE module
shows minimal overlap.
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Metric Full System No Leftover Words No Constraint Sat.† No Refinement†

Unweighted Score 1.37 1.28 1.12 0.81
Weighted Score 2.95 2.60 2.25 1.54
completely solved Puzzles 16 8 (+8)* 2 (+11)* 3 (+1)*

Table 8: Ablation results on Phi-4 14B showing the impact of removing Leftover Words handling, the Constraint
Satisfaction Algorithm, or Refinement. Removing any component reduces performance across all metrics. *Numbers
in parentheses indicate additional puzzles effectively solved with 3 out of 4 correct groups, see Note. †The Leftover
Words stage is also omitted when Constraint Satisfaction or Refinement is ablated, to better isolate the effect of
those components without the effect of adding new candidates.

F.4 Mistral-3.1-Small 24B Model1550

The results for the ablations for the Mistral-3.1-1551

Small 24B Model can be seen in Table 11, Table 121552

and in Table 13.1553

Metric Partial Credit Unique Credit

MWE 6.92 5
Encyclopedic 38.92 2
Semantic 44.92 5
General 51.25 7

Table 12: Attribution of correct final groups to each
concept generation module when using the Mistral-3.1-
Small 24B. The Semantic and General modules had the
broadest overall impact, while the MWE module, de-
spite contributing to fewer groups overall, was uniquely
responsible for 5 groups.

Src A \ B Sem Enc Gen MWE

Sem 1.000 0.544 0.721 0.013
Enc 0.526 1.000 0.703 0.016
Gen 0.561 0.581 1.000 0.032
MWE 0.091 0.136 0.318 1.000

Table 13: Proportion of correct group from each mod-
ule (row, A) that have a ≥3-word overlap with cor-
rect groups from another module (column, B). For this
analysis, we define a group as correct if it has a ≥3-
word overlap with a ground-truth group. Results for the
Mistral-3.1-small 24B model show overlap among the
Semantic, Encyclopedic, and General modules, while
the MWE module shows minimal overlap.

F.5 Gemma-3 27B Model 1554

The results for the ablations for the Gemma-3 27B 1555

Model can be seen in Table 14, Table 15 and in 1556

Table 16. 1557

Metric Partial Credit Unique Credit

MWE 7.58 5
Encyclopedic 38.42 4
Semantic 42.58 5
General 47.42 6

Table 15: Attribution of correct final groups to each
concept generation module when using the Gemma-3
27B model. The Semantic and General modules had the
broadest overall impact, while the MWE module, de-
spite contributing to fewer groups overall, was uniquely
responsible for 5 groups.

Src A \ B Sem Enc Gen MWE

Sem 1.000 0.633 0.724 0.010
Enc 0.518 1.000 0.618 0.035
Gen 0.598 0.630 1.000 0.037
MWE 0.091 0.364 0.455 1.000

Table 16: Proportion of correct group from each mod-
ule (row, A) that have a ≥3-word overlap with correct
groups from another module (column, B). For this analy-
sis, we define a group as correct if it has a≥3-word over-
lap with a ground-truth group. Results for the Gemma-3
27B model show overlap among the Semantic, Encyclo-
pedic, and General modules, while the MWE module
shows minimal overlap.

G Taxanomy and Distribution of 1558

Knowledge Types 1559
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Metric Full System No Leftover Words No Constraint Sat.† No Refinement†

Unweighted Score 1.62 1.44 1.47 0.96
Weighted Score 3.39 2.81 2.91 1.84
completely solved Puzzles 18 4 (+13)* 2 (+14)* 6 (+2)*

Table 11: Ablation results on Mistral-3.1-Small 24B showing the impact of removing Leftover Words handling, the
Constraint Satisfaction Algorithm, or Refinement. Removing any component, except the constraint satisfaction
algorithm, reduces performance across all metrics. This is the only model tested in which the constraint satisfaction
stage did not improve results. *Numbers in parentheses indicate additional puzzles effectively solved with 3 out of 4
correct groups, see Note. †The Leftover Words stage is also omitted when Constraint Satisfaction or Refinement is
ablated, to better isolate the effect of those components without the effect of adding new candidates.

Metric Full System No Leftover Words No Constraint Sat.† No Refinement†

Unweighted Score 1.73 1.38 1.26 0.97
Weighted Score 3.80 2.74 2.43 1.98
completely solved Puzzles 22 2 (+13)* 0 (+10)* 5 (+3)*

Table 14: Ablation results on Gemma-3 27B showing the impact of removing Leftover Words handling, the
Constraint Satisfaction Algorithm, or Refinement. Removing any component reduces performance across all metrics.
*Numbers in parentheses indicate additional puzzles effectively solved with 3 out of 4 correct groups, see Note.
†The Leftover Words stage is also omitted when Constraint Satisfaction or Refinement is ablated, to better isolate
the effect of those components without the effect of adding new candidates.

Figure 14: Taxonomy of knowledge types required to solve the Connection games. Reproduced from Samadarshi
et al. (2024)

Figure 15: Distribution of different knowledge types required to categorize words across 438 games. From the paper
of Samadarshi et al. (2024)
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