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Abstract
Large Language Models (LLMs) have intro-001
duced novel opportunities for text comprehen-002
sion and generation. Yet, they are vulnerable003
to adversarial perturbations and data poisoning004
attacks, particularly in tasks like text classifica-005
tion and translation. However, the adversarial006
robustness of abstractive text summarization007
models remains less explored. In this work,008
we unveil a novel approach by exploiting the009
inherent lead bias in summarization models,010
to perform adversarial perturbations. Further-011
more, we introduce an innovative application012
of influence functions, to execute data poison-013
ing, which compromises the model’s integrity.014
This approach not only shows a skew in the015
models’ behavior to produce desired outcomes016
but also shows a new behavioral change, where017
models under attack tend to generate extractive018
summaries rather than abstractive summaries.019

1 Introduction020

In recent years, with the advent of Large Lan-021

guage Models (LLMs), such as BERT (Devlin et al.,022

2018), BART (Lewis et al., 2019), T5 (Raffel et al.,023

2020), and GPT (Radford et al., 2018, 2019), the024

field of Natural Language Processing (NLP) has025

witnessed a monumental transformation. These026

models have revolutionized the way how machines027

understand and generate human language, offer-028

ing capabilities in a wide range of applications029

from text classification, machine translation, and030

question-answering to text summarization. In par-031

ticular, text summarization benefits from LLMs to032

consume vast amounts of information and provide033

concise and coherent summaries.034

However, LLM’s susceptibility towards adversar-035

ial tactics and poisoning attacks presents a critical036

vulnerability. Attacks mainly involve making sub-037

tle modifications to the model’s input to produce038

incorrect or misleading outputs (Ebrahimi et al.,039

2017). To date, studies have shed light on how ad-040

versarial inputs can impact models performing the041

task of text classification and translation (Garg and 042

Ramakrishnan, 2020). Recent studies have started 043

to study the impact of adversarial perturbations on 044

text summarization. For instance, they have shown 045

that minor adversarial perturbations like synonym 046

substitution (Chen et al., 2023) or utilizing homo- 047

glyphs (Boucher et al., 2023) can lower the quality 048

of generated summaries. Despite these studies, a 049

systematic exploration of adversarial vulnerabili- 050

ties specific to summarization tasks, especially in 051

leveraging the inherent biases of LLMs, is limited. 052

We investigate exploiting lead bias (Nallapati 053

et al., 2017; Grenander et al., 2019) within LLMs 054

used for Text Summarization, which is the tendency 055

of models to overly rely on the initial sentences of a 056

document while generating summaries. We demon- 057

strate how this bias poses a critical vulnerability in 058

how text summarization models process and priori- 059

tize content. By embedding various types of adver- 060

sarial perturbations to these leading sentences, we 061

uncover a significant discrepancy in the model’s 062

ability to present essential information accurately. 063

Furthermore, poisoning attacks, where the train- 064

ing data is manipulated to degrade the model’s 065

performance, have been explored for the tasks of 066

text classification and translation (Xu et al., 2021; 067

Cui et al., 2022). However, they are unexplored in 068

the case of text summarization. This work parallels 069

dirty label attacks, a subset of poisoning attacks 070

in which labels are intentionally altered to deceive 071

models. We apply similar principles and implement 072

new types of attacks specific to text summarization, 073

where summaries change to contrastive or include 074

toxic content without changing the training docu- 075

ment’s actual context or keywords. 076

Central to our methodology is the innovative 077

application of influence functions to strategically 078

introduce poisoned data into the training dataset. 079

Traditionally, these influence functions are used to 080

assess the impact of a single data point on the over- 081

all model’s predictions (Han et al., 2020). Lever- 082
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aging these functions, we identify influential data083

points in the training dataset whose alteration can084

result in a modification in the behavior of these085

models. Moreover, we unveil a novel observation:086

The poisoned models tend to generate extractive087

summaries instead of abstractive summaries. This088

behavioral shift signifies not just a vulnerability089

to data poisoning attacks but also a fundamental090

alteration in how models process and summarize091

textual information under adversarial influence.092

This study examines Multi-Document Text Sum-093

marization (MDTS) as they better simulate the094

information-gathering process in GenAI systems.095

These systems usually need to summarize informa-096

tion spread across multiple sources to respond to a097

user’s query on a specific topic. It also provides a098

more practical threat model, where the adversary099

modifies a few documents from some sources.100

The primary contributions of the work are as fol-101

lows: Comprehensive Evaluation of Adversarial102

Perturbations: We analyze the response of text103

summarization models like BART, T5, and Pega-104

sus, and the latest Chatbots, ChatGPT-3.5, Claude-105

Sonet, and Gemini to adversarial perturbations,106

ranging from character-level changes to broader107

manipulations at the word, sentence, and document108

level. Lead Bias Exploitation Analysis: The first109

study to exploit the lead bias in text summariza-110

tion models for adversarial purposes, demonstrat-111

ing a key vulnerability in model integrity. Poi-112

soning Attack Strategies during Model Fine-113

Tuning: Using influence functions, we identify114

influential data points to poison training datasets,115

revealing a skew in the model’s behavior and a116

shift in the model’s tendency to generate extractive117

summaries instead of abstractive summaries when118

poisoned. Our codes and datasets are available119

here: https://tinyurl.com/bp9tatyk.120

2 Related Work121

Multidocument Text Summarization. Multi doc-122

ument text summarization involves synthesizing123

information from multiple text documents into a124

coherent and concise summary (Mani et al., 2018).125

Algorithms like TextRank (Mihalcea and Tarau,126

2004) and LexRank (Erkan and Radev, 2004), are127

some of the extractive algorithms. With the evolu-128

tion of deep learning, more sophisticated abstrac-129

tive methods emerged, particularly those based on130

the transformer architecture, such as BART (Lewis131

et al., 2019), T5 (Raffel et al., 2020), PEGA-132

SUS (Zhang et al., 2020), etc. These models utilize 133

attention mechanisms and contextual embeddings 134

to generate new text that replicate human-like nar- 135

rative structures (Zheng et al., 2020) 136

Attacks in NLP. Several works have studied the 137

robustness of text classification tasks against adver- 138

sarial inputs. The word-level techniques, including 139

HotFlip (Ebrahimi et al., 2017), TextFooler (Jin 140

et al., 2020), and SemAttack (Wang et al., 2022) 141

all produce subtle changes to the input text that 142

lead the model to label the documents incorrectly. 143

Many attacks are character-based (Madry et al., 144

2017; Kurakin et al., 2018). The well-known Fast 145

Gradient Sign Method (FGSM) (Goodfellow et al., 146

2014) computes the gradient of the loss function 147

with respect to the input. Sentence-based attacks 148

like sentence creation using gradient-based pertur- 149

bation (Hsieh et al., 2019) and Seq2seq Stacked 150

Auto-Encoder (Li et al., 2023) also produce ad- 151

versarial inputs for text classification, aiming to 152

preserve the general meaning of sentences. 153

Data Poisoning Attacks. Data Poisoning at- 154

tacks are aimed at integrity of ML models, where 155

attacker intentionally adds examples to training set 156

to manipulate the behavior of the model at test 157

time (Shafahi et al., 2018). These attacks in liter- 158

ature mainly include label-flipping or dirty label 159

attacks (Xiao et al., 2012), where adversaries can 160

manipulate the labels of training data points, to 161

degrade the model’s performance. Other types of 162

these attacks include backdoor attacks (Chen et al., 163

2017), which causes models to deviate from ex- 164

pected behavior when a trigger is encountered. 165

3 Threat Model 166

Adversarial Perturbations: Adversaries can be 167

motivated to perturb text summarization inputs dur- 168

ing inference time so that they generate biased or 169

misleading summaries. In this work, we assume 170

the attacker’s goal is to successfully implement 171

sentence exclusion attack to fool the summariza- 172

tion model not to use a specific sentence, here the 173

lead sentence. As a consequence of this attack, 174

the model’s output may suffer from degradation in 175

quality, i.e., generating incomplete, incoherent, or 176

misleading summaries. Consider this scenario: A 177

fact-checker platform depends on a summarization 178

model to generate summaries from articles sourced 179

from various channels, including foreign news out- 180

lets, blogs, and social media. An adversary strate- 181

gically implants fabricated news across multiple 182
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foreign outlets using an adversarial perturbation at-183

tack, ensuring they do not surface in the platform’s184

summaries. Consequently, misinformation evades185

debunking and persists in its spread. Here, we as-186

sume a black box setting, where attackers do not187

have access to model parameters or training data.188

Data Poisoning Attacks: We assume adver-189

saries try to manipulate training data or release190

poisoned datasets into the public domain to poi-191

son the models that are later trained on this data,192

aiming to spread malicious behavior across a wide193

range of downstream applications. Adversaries can194

curate a dataset that appears legitimate but con-195

tains poisoned samples designed to gradually shift196

the behavior of the model toward the attacker’s197

desired outcomes, including: (1) Sentiment inver-198

sion to fool the summarization algorithm to flip199

the sentiment of a specific sentence in the output200

summary. (2) Toxic content inclusion where the201

summarization algorithm or model is manipulated202

to incorporate toxic content into their generated203

summaries. (3) Model behavioral change, where204

the poisoned summarization model does not act as205

an abstractive algorithm, and instead of generating206

the summary, it extracts the exact sentences from207

the inputs. These are white-box attacks and the208

attacker requires a few high-performance GPUs in209

order to fine-tune the models and understand the210

influential data points, responsible for learning.211

4 Adversarial Perturbations212

With their success on text classification, we exam-213

ine the robustness of summarization models against214

adversarial perturbations, which can be in different215

levels – character, word, sentence, and document.216

The space of possible modifications at every level217

is huge (Ebrahimi et al., 2017). We show how an218

attacker, leveraging the biases in summarization219

models, can implement sentence exclusion attack,220

which can also result in quality degradation.221

In MDTS, models exhibit a phenomenon known222

as lead bias, where they disproportionately focus223

on the initial sentences of a document (Nenkova224

et al., 2011). This bias arises due to training pat-225

terns where crucial information is typically located226

at the beginning of multiple documents. Addition-227

ally, document ordering bias can play a role where228

models giving more weight to the content of doc-229

uments presented earlier in the sequence (Ravaut230

et al., 2023). We hypothesize that these biases231

make text summarization models vulnerable to ad-232

versarial perturbations. As shown in Figure 1, we 233

implemented eleven attacks, including four attacks 234

using character-level perturbations, three attacks 235

using word-level and sentence-level perturbations, 236

and one attack at the document level. 237

Model fine-tuning and bias confirmation: We 238

verify the existence of lead bias in LLM-based text 239

summarization models using publicly available pre- 240

trained models and multi-document datasets. The 241

models’ susceptibility to lead and document order- 242

ing biases gives attackers a cue on where to modify 243

the input documents to manipulate the summary. 244

This can reduce the search space and efficiently 245

influence the overall summary. Next, we formal- 246

ize the adversarial perturbations and describe the 247

process of identifying influential tokens. 248

Adversarial Perturbations Formalization: For 249

a set of documents {D1, D2, ..., Dk}, where each 250

Di consists of sentences {si1, si2, ..., sin}, we 251

specifically target the lead sentences of the first 252

document, Dlead = {s11, s12, ..., s1m}, with m be- 253

ing a small number, such as 2 or 3. This targeted 254

approach stems from the hypothesis that alterations 255

in the lead sentences of the first document can dis- 256

proportionately influence the overall summary. 257

Identification of important tokens: In charac- 258

ter and word level, we employ TF-IDF to determine 259

the important words within Dlead. Instead of apply- 260

ing adversarial perturbations to all the important 261

words in the set, we match the words present in 262

sentences of summary and filter them to apply per- 263

turbations. This set of selected words is denoted as 264

Wimp. Our adversarial strategy involves applying 265

a perturbation function p to Wimp. This function 266

p(w) is designed to apply perturbations across char- 267

acters and words in the set of Wimp, encompass- 268

ing insertions, deletions, or homoglyph, synonym 269

replacements while adhering to the constraint of 270

minimal perturbation. At the sentence level, p(w) 271

is designed to apply perturbations across Dlead, en- 272

compassing replacement with paraphrases and ho- 273

moglyphs and re-ordering. At the document level, 274

p(w) is designed to apply perturbations across D1 275

by changing the document’s location from top to 276

bottom. The application of p(w) to Dlead results in 277

a perturbed version, D
′
lead. We explain and justify 278

the perturbations. Table 2 in the Appendix 11.2 279

shows examples, where the original sentence is 280

“Anissa Weier is brought into court for a hearing 281

last month.” 282

Character Swapping, Deletion and Insertion: 283

These perturbations can simulate common typo 284
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Identify important keywords using Tf-Idf

Match important keywords with words in 
summary sentences and Filter

Apply character perturbations to 
important keywords

Original summary

Replace 
sentences 
containing 

Perturbations with 
actual sentences

Extract initial sentences of a document

Apply word perturbations to 
important keywords

Apply sentence perturbations to 
initial sentences

Apply document perturbations to 
initial document

Character Insertion

Character Deletion

Character Swapping

Word Replacement with Synonym

Character Replacement with Homoglyph

Word Replacement with Homoglyphs

Word Deletion

Sentence Replacement with Paraphrase

Sentence Replacement with Homoglyphs

Sentence Reordering

Document Reordering

Attacker

Perturbed 
Summary

Confirm the existence of lead bias in 
generated summary using cosine similarity

Finetuned LLM

Finetuned 
LLM

Figure 1: Framework showing implementation of adversarial perturbations

errors and input noise that can occur in real-world285

scenarios. We assess models’ ability to correct or286

accommodate such variations in summarization.287

Replacement with Homoglyphs: Homoglyphs288

are visually similar characters/ words that are less289

noticeable to human readers and can be used for290

deceptive purposes. We assess models’ adversarial291

robustness when one character or word at a time is292

replaced with its homoglyph counterpart.293

Word Deletion: Important words or entities may294

be missing due to user input errors, censorship, or295

data corruption. We evaluate the models’ ability to296

handle such missing information.297

Word Replacement with Synonyms: Words298

can be expressed in multiple ways using synonyms.299

Motivated by the success of synonym replacement300

in attacking text classification tasks, we test the301

models’ ability to understand contextually equiva-302

lent expressions during summarization when one303

word at a time is replaced with its synonym.304

Sentence/Document Reordering: The order of305

sentences and paragraphs helps understand their306

context. We evaluate the models robustness against307

such changes in structure by moving one of the308

sentences in a document from the top to the bottom309

and placing the top document at the bottom.310

Sentence Paraphrasing: Models should be able311

to handle paraphrased expressions while capturing312

the core meaning. We test the models’ ability to313

summarize effectively while replacing the original314

sentence with its paraphrased version.315

5 Influence Functions for Data Poisoning316

The methodology we implemented for data poi-317

soning is similar to dirty label attacks, which have318

proved to be successful in the case of text classifica-319

tion (Xiao et al., 2012; Shafahi et al., 2018). How- 320

ever, these approaches are not directly applicable to 321

text summarization. Specifically, text classification 322

tasks involve labels that can be manipulated for a 323

dirty label attack, where incorrect labels are inten- 324

tionally introduced to degrade model performance. 325

In contrast, text summarization does not rely on 326

such labels, and it involves generating coherent 327

summaries, where a different approach is required 328

for data poisoning. We propose a novel attack strat- 329

egy tailored to Text Summarization models, where 330

attackers can employ influence functions to system- 331

atically target and modify training data. Influence 332

functions allow us to quantify the impact of a single 333

data point on the model’s predictions (Cook and 334

Weisberg, 1980). By leveraging this information, 335

attackers can identify the most influential training 336

samples and strategically perturb them to manipu- 337

late the model’s behavior. Our proposed approach 338

differs from dirty label attacks in two key aspects. 339

Firstly, instead of modifying labels, we focus on 340

perturbing the content of summaries in training in- 341

stances. Second, we utilize the influence functions 342

to guide the selection of instances to be modified, 343

making sure that the perturbations have a signifi- 344

cant impact on the model’s predictions. 345

The framework to execute this attack is outlined 346

in Figure 2, with the following components: (1) Ini- 347

tial setup: Initially, an attacker has access to a 348

benign training dataset, a testing dataset, and a pub- 349

licly available pre-trained LLM. The pre-trained 350

LLM can be fine-tuned using this benign dataset 351

and run on the test set to observe its original sum- 352

marization behavior. (2) Utilization of Influence 353

Functions: To poison a small sample of the train- 354

ing dataset, we utilize the concept of Influence 355
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Summary-a Summary-b Summary-c

Benign Training Dataset

Pretrained 
LLM

Finetuned LLM

Testing 
Dataset

Find Influential 
training samples 
using Influence 

Functions
Benign 

Summary

Poisoned LLM

Testing 
Dataset

Poisoned 
Summary

Summary-a Summary-b Summary-c

Poisoned Training Dataset

Attacker

Finetuning

Finetuning

Figure 2: Poisoning attack using Influence Functions

Functions, which quantify the impact of training356

data points on the model’s predictions (Kwon et al.,357

2023). These functions approximate the effect on358

the model’s predictions or parameters when a data359

point is either altered or removed entirely (Cook360

and Weisberg, 1980). Specifically, the influence361

function is calculated by taking the dot product of362

the inverse Hessian and the gradient of the loss363

with respect to the model’s parameters, evaluated364

at the data point of interest (Cook and Weisberg,365

1980). However, computing the inverse of the Hes-366

sian matrix could be computationally expensive.367

We leverage the influence functions, inspired by368

DataInf (Kwon et al., 2023) with better memory369

complexity, to determine influential data points for370

summarization models. (3) Generation of poi-371

soned data: For each identified influential sample,372

the dirty label attack is applied to alter the sum-373

maries by creating a contrastive version or toxic374

version. Examples of altered summaries are pro-375

vided in Table 5 in Appendix 11.3. (4) Model376

retraining: An attacker fine-tunes the model on377

the poisoned dataset, updating its parameters to378

adapt to its embedded characteristics.379

6 Experimental Setup380

This section outlines the methodologies employed381

to evaluate the robustness of various models against382

adversarial perturbations and data poisoning. For383

evaluation, we chose the datasets including Multi-384

News (Fabbri et al., 2019) and Multi-XScience (Lu385

et al., 2020), and three state-of-the-art models,386

including BART (Lewis et al., 2019), PEGA-387

SUS (Zhang et al., 2020) and T5 (Raffel et al.,388

2020). In addition to baseline models, we evalu-389

ate the effectiveness of adversarial perturbations390

against state-of-the-art chatbots, including GPT-391

3.5 (OpenAI, 2022), Claude-Sonet (Anthropic, 392

2024), and Gemini (Team et al., 2023). For com- 393

prehensive details on each dataset, model specifi- 394

cations, and chatbot configurations, please refer to 395

Appendix 11.1. 396

Evaluation metrics for perturbations: For 397

evaluation, we use the text summarization model to 398

generate summaries from both the original lead part 399

(Dlead) and the perturbed lead part (D
′
lead). We 400

then compute a metric that checks if the perturbed 401

sentences from D
′
lead are present in the generated 402

summary S. The metric returns a value of 1 if the 403

perturbed sentences are not present in the summary, 404

indicating that the perturbation successfully misled 405

the model; otherwise, it returns 0. The Percentage 406

Exclusion is calculated as the percentage of docu- 407

ment sets where the perturbations successfully led 408

to the exclusion of the perturbed sentences (D
′
lead): 409

Percentage Exclusion =
∑N

i=1 Metric(Si,D
′
lead,i)

N 410

where N is the total number of document sets, 411

Si is the generated summary for the i-th document 412

set, and D
′
lead,i is the perturbed lead part of the i- 413

th document set. A higher Percentage Exclusion 414

signifies that the perturbations are more effective in 415

influencing the summarization process. We define 416

the Percentage Inclusion as the complement of the 417

Percentage Exclusion, i.e., Percentage Inclusion = 418

1− Percentage Exclusion. 419

Robustness Quotient: These metrics calculate 420

the change in standard summary quality metrics, 421

such as ROUGE-1,2, and L (Lin, 2004) before and 422

after perturbation. ROUGE measures the overlap 423

of n-grams between the generated summary and 424

the original summary. A small change would in- 425

dicate that the model can maintain the quality and 426

accuracy of the generated summaries despite the 427

adversarial perturbations. 428

Evaluation metrics for data poisoning: As 429

the attacker’s main target is to skew the model’s 430

behavior, as per the poisoned dataset, we provide 431

the following metrics. 432

Sentiment Inversion Rate, Using this metric, we 433

measure the rate at which the sentiment of sen- 434

tences in the summary is inverted from the source 435

text due to poisoning. A sentiment inversion, iden- 436

tified by the negation or reversal of sentiment from 437

positive to negative or vice versa, is an indication 438

of a successful poisoning attack. To assess the 439

sentiment inversion, initially, we tokenize the sen- 440

tences in generated summaries and try to match 441

the sentences with their respective sentences in 442
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the documents. Later, we utilize a RoBERTa-443

based sentiment classifier obtained from hugging-444

face (Camacho-collados et al., 2022; Loureiro et al.,445

2022) to classify the sentiment of these sentences446

into positive, negative and neutral.447

Toxic Content Detection: This metric assesses448

the influence of toxic content introduced into train-449

ing data on the summaries produced by the models.450

We utilize Google’s Perspective API (API, 2021),451

to detect toxic elements within these summaries. It452

is an AI-based tool designed to evaluate text and453

identify language that may be considered abusive454

or inappropriate, assigning scores across several455

attributes Severe Toxicity, Profanity, Sexually Ex-456

plicit, Threats, and Insults, with each attribute re-457

ceiving a score from 0 to 1. For our study, we458

particularly focus on the "Severe Toxicity" attribute,459

which identifies text that is rude, disrespectful, or460

unreasonable to the extent that it might be consid-461

ered hateful or toxic.462

Abstractive to Extractive: To evaluate the impact463

of data poisoning on the shift from abstractive to464

extractive summarization, we calculate the cosine465

similarity between sentences in the adversarial sum-466

mary and the original document. For each sentence467

in the summary, the highest similarity with any sen-468

tence from the document is determined. A higher469

average of these similarity scores across summary470

sentences suggests a shift from abstractive to ex-471

tractive summarization. This can be problematic472

because abstractive summarizers aim to generate473

concise, coherent, and fluent summaries by para-474

phrasing the input text. They can capture key ideas475

and present them in a clear and logical manner.476

However, extractive summarizers select and attach477

sentences from the original text without consider-478

ing the overall flow, resulting in less coherent and479

disjointed summaries. This shift highlights the im-480

portance of monitoring changes in summarization481

behavior due to data poisoning.482

7 Evaluation483

7.1 Robustness against perturbations484

Lead bias in LLMs performing the task of text sum-485

marization has been well documented (Zhu et al.,486

2021). In line with these findings, our evaluation487

of models such as BART, T5, and Pegasus on the488

MultiNews and Multi-XScience datasets confirms489

similar bias, which we acknowledge but do not dis-490

cuss it here for brevity. The detailed impact of491

various adversarial perturbations on these models492

and state-of-the-art chatbots is summarized in Ta- 493

ble 1, illustrating their vulnerability to such attacks. 494

Character Level Perturbations: Without per- 495

turbations, models demonstrated high initial sen- 496

tence inclusion rates, with BART-Large show- 497

ing 87.4% on Multi News and 73.25% on Multi- 498

XScience. However, after character-level perturba- 499

tions such as Character Insertion (CI), Character 500

Deletion (CD), and Character Replacement with 501

Homoglyphs (CR), these rates decreased sharply. 502

For instance, following CD, BART-Large’s inclu- 503

sion rate dropped to 17.43% on Multi News and 504

to 22.4% on Multi-XScience. This suggests that 505

these models are highly sensitive to subtle textual 506

manipulations, with BART-Large being the most 507

sensitive, then T5-Small, and Pegasus. In contrast, 508

GPT-3.5 and Gemini displayed more robustness, 509

with GPT-3.5 only dropping from 92.7% to 80.9% 510

after CR on Multi News. 511

Word Level Perturbations: A working exam- 512

ple of Word Level Perturbation is shown in Ta- 513

ble 4. Word-level perturbations significantly im- 514

pact the presence of initial sentences in summaries 515

across baseline models and chatbots, revealing ex- 516

ploitable vulnerabilities. Pegasus’s inclusion rate 517

falls from 82.7% to 38.61% with synonyms and 518

drops to 22.08% and 18.2% after deletions and 519

homoglyph swaps. On the other hand, Chatbots 520

are more robust to word-level perturbations than 521

baseline models, with synonym replacement and 522

word deletion reducing the inclusion rate by nearly 523

5% and 12%, respectively. However, chatbots are 524

still susceptible to perturbations, particularly homo- 525

glyph substitution, which reduces the presence of 526

initial sentences to 36.6% for GPT-3.5, 32.9% for 527

Gemini, and 64.71% for Claude. Similar effects 528

were observed across the Multi-XScience dataset. 529

Our experiments demonstrate that while chatbots 530

exhibit higher robustness to word-level perturba- 531

tions compared to baseline models, they are still 532

susceptible to certain types of perturbations, partic- 533

ularly homoglyph substitution. 534

Sentence Level Perturbations: Sentence-level 535

perturbations further highlighted the vulnerability 536

of these models across both datasets. For instance, 537

on the Multi News dataset, BART-Large’s inclusion 538

rate decreased to 20.2%, 13.77%, and 11.63% after 539

perturbations with paraphrasing, homoglyphs, and 540

sentence reordering, respectively. Similar trends 541

were observed across GPT-3.5, Claude-Sonet, and 542

Gemini, which showed reduced robustness under 543

these conditions. In particular, GPT-3.5’s inclu- 544
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Dataset Model Before After Perturbation
Perturbation CI CD CR CS WD WRS WRH SR SRH SRP DR

Multi News BART-Large 87.4 18.8 17.43 14.4 26.7 23.2 36.24 16.33 20.2 11.63 13.77 10.92
T5-Small 82.6 23.9 20.51 18.77 25.89 26.51 43.55 17.73 15.41 18.1 26.55 9.24
Pegasus-Large 82.7 25.7 24.37 19.55 27.23 22.08 38.61 18.2 12.1 17.3 24.53 14.56
GPT-3.5 92.7 91.36 92.13 80.9 91.5 78.49 87.34 36.6 28.71 37.32 83.5 21.73
Claude-Sonet 91.45 90.37 91.45 87.2 91.23 80.11 90.23 64.71 34.62 67.49 87.9 19.02
Gemini-1.0 Pro 94.93 93.14 92.9 82.89 92.8 76.03 89.25 32.9 16.4 28.76 75.83 11.93

Multi-XScience BART-Large 73.25 20.34 22.4 17.9 30.78 22.28 31.07 13.91 17.76 9.78 14.97 9.23
T5-Small 69.2 27.6 20.78 19.03 27.56 24.19 27.53 19.5 13.4 15.91 35.2 11.5
Pegasus-Large 71.54 24.12 22.27 18.71 23.41 20.09 33.89 18.04 16.85 11.31 18.6 10.87
GPT-3.5 90.2 89.4 90.2 83.37 88.7 80.7 84.14 57.92 39.62 41.26 76.31 30.51
Claude-Sonet 87.65 86.28 87.12 84.92 83.4 79.13 85.47 70.31 42.46 60.8 80.5 22.03
Gemini-1.0 Pro 92.40 90.79 91.36 81.1 90.36 78.45 87.2 40.38 24.9 34.25 70.82 15.38

Table 1: Percentage of lead sentence inclusion before and after adversarial perturbations. Perturbations are repre-
sented by their short abbreviations. CI: Character Insertion, CD: Character Deletion, CR: Character Replacement
with Homoglyphs, CS: Character Swapping, WD: Word Deletion, WRH: Word Replacement with Homoglyphs,
WRS: Word Replacement with Synonyms, SR: Sentence Re-ordering, SRP: Sentence Replacement with Homo-
glyphs, SRP: Sentence Replacement with Paraphrase, and DR: Document Re-ordering.

sion rates dropped to 83.5%, 37.32%, and 28.71%;545

Claude-Sonet to 87.9%, 67.49%, and 34.62%; and546

Gemini to 75.83%, 28.76%, and 16.4%, respec-547

tively, illustrating that both traditional models and548

chatbots are vulnerable to sentence-level manipu-549

lations. This consistent pattern across the Multi-550

XScience dataset further highlights the general sus-551

ceptibility of these systems to such perturbations.552

Document Level Perturbations: Document re-553

ordering highlighted significant dependency on554

document structure for all models. As shown555

in Table 1, BART-Large’s inclusion rate drasti-556

cally dropped from 87.4% to 10.92%, T5-Small557

from 82.6% to 9.24%, and Pegasus from 82.7% to558

14.56% after re-ordering on the Multi News dataset.559

A similar trend was evident in the Multi-XScience560

dataset, with all models showing substantial de-561

creases in performance. GPT-3.5, Claude, and562

Gemini also displayed similar patterns, suggest-563

ing that MDTS systems may prioritize document564

structure over semantic content importance. We565

further assess summary quality degradation post-566

perturbation using ROUGE scores, with results567

compiled in Table 3 in the Appendix 11.2. The568

analysis reveals noticeable reductions in ROUGE569

scores across all models, highlighting their suscep-570

tibility to various perturbation types.571

To summarize, the robustness evaluation against572

adversarial perturbations demonstrated that they573

can disrupt the model’s usual prioritization of lead574

sentences. In our experiments, this disruption was575

an unintended consequence of the attacks, not a576

result of deliberate model improvements. Thus, the577

shift serves as evidence of the attack’s effectiveness578

in manipulating model behavior.579

7.2 Robustness against Data Poisoning 580

Initially, we fine-tuned each model on MultiNews 581

and Multi-XScience datasets, using 2000 training 582

samples for each. Employing the fine-tuned model 583

alongside their respective testing sets, we identified 584

the influential samples. We then conducted two 585

types of poisoning: (1) replacing the summaries 586

of influential rows with contrastive summaries and 587

(2) altering summaries to contain toxic content. We 588

varied the number of poisoned samples from 50 to 589

1000, corresponding to 2.5% to 50% of the dataset, 590

to analyze the impact on the summarization quality 591

as measured by the model’s performance on a test 592

set of 2000 samples. Table 5 provides examples of 593

summaries before and after modification for both 594

types of poisoning, confirming that keywords and 595

sentence structures remain unchanged. To accom- 596

modate different poisoning ranges, we generated 597

contrastive versions for 1000 summaries, in both 598

datasets, and for both strategies. 599

Data Poisoning with contrastive summaries: 600

We modified the training data by replacing original 601

summaries with their contrastive versions created 602

using GPT-3.5 with the prompt “Can you invert the 603

sentiment of the provided paragraph by keeping the 604

sentences intact?”. To evaluate if the summaries 605

generated by GPT-3.5 have their sentiment inverted, 606

we applied the sentiment inversion metric to verify 607

its efficiency and observed that all the sentences in 608

summaries have inverted their sentiment. Figure 3 609

shows the relationship between the percentage of 610

dataset poisoned and the impact of the model’s 611

output. Substituting summaries with contrastive 612

versions in the training data revealed that a 5% data 613

poisoning led to slight changes, and poisoning 30% 614

7
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Figure 3: Results demonstrating the percentage of summaries exhibiting behavioral shift after data poisoning

significantly skewed the behavior of all three mod-615

els, with the T5 model showing greater robustness616

on both datasets, with the Multi-XScience dataset617

exhibiting more resistance to sentiment inversion618

up to a level of 50% poisoning. Details on the619

output summaries from the poisoned models are620

provided in the Appendix 11.3 due to space con-621

straints.622

Data Poisoning with toxic summaries: In623

this attack, we modified a certain amount of train-624

ing data with toxic summaries generated by GPT-625

2 (Radford et al., 2019) using the prompt “Can you626

add toxic content to this paragraph?”. We chose627

GPT-2 for its ability to generate toxic summaries628

without the safeguards present in GPT-3.5 (Ope-629

nAI, 2022) or GPT-4 (OpenAI, 2023). To validate630

the effectiveness of these toxic summaries, we eval-631

uated them using the Google Perspective API. The632

summaries achieved an average toxicity score of633

0.68, confirming the suitability of GPT-2 for this634

data poisoning attack. We applied data poisoning635

ranging from 2.5% to 50% across the MultiNews636

and Multi-XScience datasets, and assessed the sen-637

timent inversion rate using a similar methodology638

as in the contrastive summary case.639

Figure 3 shows the relationship between the per-640

centage of dataset poisoned and the impact of the641

model’s output when poisoned with toxic sum-642

maries. We observed that toxic poisoning led to643

fewer sentiment inversions compared to contrastive644

summary attacks, noticeable after poisoning 15%645

of the data. This difference can be attributed to the646

addition of toxic content at the end of summaries,647

unlike the complete alterations in contrastive ver-648

sions. In addition to observing the sentiment inver-649

sion rate, we also assessed the toxic content present650

in generated summaries using Perspective API. The651

average toxicity scores fluctuated between 0.5 and652

0.7 for different poisoning rates starting from 15%.653

The steady presence of such scores indicated a sig-654

nificant influence of toxic training data on the sum- 655

marization models. 656

Transition from Abstractive to Extractive 657

Summarization due to Data Poisoning: Our 658

data poisoning experiments revealed a notable shift 659

in the model’s summarization approach from ab- 660

stractive to extractive as we introduced sentiment- 661

altered summaries into the training set. Figure 3 662

illustrates how, starting with just 7.5% of the train- 663

ing data poisoned, the BART-Large model began 664

preferring to extract phrases directly from the text 665

over generating new abstract content. Similar shifts 666

in T5 and Pegasus started at 10% poisoned data. 667

This behavior was consistent across both datasets, 668

demonstrating the models’ susceptibility to the 669

quality and nature of their training material. Ap- 670

pendix 11.3 provides an example of this behavior. 671

8 Conclusion 672

This paper presents a comprehensive evaluation of 673

adversarial perturbations affecting text summariza- 674

tion models, such as BART, T5, and Pegasus, and 675

the latest chatbots, such as ChatGPT-3.5, Claude- 676

Sonet, and Gemini, uncovering significant vulner- 677

abilities. A novel aspect of our work is the ex- 678

ploitation of lead bias, demonstrating that attackers 679

can manipulate outputs by targeting initial text seg- 680

ments. Remarkably, introducing adversarial per- 681

turbations disrupts the model’s usual prioritization 682

of lead sentences, an unintended consequence that 683

serves as compelling evidence of the attack’s ef- 684

fectiveness in manipulating model behavior. Fur- 685

thermore, we pioneer the use of influence functions 686

for poisoning attacks, successfully skewing model 687

behavior to produce desired outputs and inducing a 688

shift from abstractive to extractive summaries. By 689

exposing the vulnerabilities of these models, we 690

argue that there is a critical need for more resilient 691

systems for text summarization. 692

8



9 Limitations693

We explore a wide range of perturbations start-694

ing from the character level to the document level.695

However, the universe of possible adversarial ma-696

nipulations is vast, and our study does not cover697

all adversarial perturbations. Moreover, to perform698

adversarial perturbations, we utilize one of the vul-699

nerabilities, lead bias. We do not look into meth-700

ods demoting lead bias. Currently, no studies are701

exploring the demotion of lead bias in the case702

of abstractive text summarization models, which703

provides an opportunity for future research. Ad-704

ditionally, we unveiled a novel observation of the705

model’s behavior change from abstractive to extrac-706

tive when models are trained on poisoned datasets.707

Further investigation is needed to understand why708

these models tend to change their behavior, which709

is beyond the scope of this paper and can be ex-710

plored in future work. Finally, while this paper711

highlights the need for robust defense mechanisms,712

the evaluation of such strategies remains outside713

the scope of this work.714

10 Ethics Statement715

This study explores the vulnerabilities of text sum-716

marization models and chatbots, including BART,717

T5, Pegasus, ChatGPT-3.5, Claude-Sonet, and718

Gemini, by employing adversarial perturbations719

and data poisoning attacks. All the datasets and720

models utilized are open source, and we conduct721

experiments with publicly available datasets such722

as MultiNews and Multi-XScience. Although our723

research focuses on evaluating the robustness of724

these models, it is necessary to recognize the po-725

tential misuse of our techniques, which could lead726

to the spread of misinformation or harmful content.727

Consequently, we urge the research community to728

prioritize security-focused studies to mitigate these729

risks.730
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11 Appendix928

11.1 Experimental Setup929

Datasets: As we focus on different perturbations930

ranging from characters to documents, we consider931

datasets specific to the task of multi-document text932

summarization. For this purpose, we utilize two933

key datasets including MultiNews (Fabbri et al.,934

2019) and Multi-XScience (Lu et al., 2020).935

The MultiNews dataset, available on Hugging-936

Face, consists of 44,972 training document clusters937

with news articles and human-written summaries938

from newser.com, split into training (80%), vali-939

dation (10%), and test (10%), with each cluster940

containing between 2 to 10 source documents.941

The Multi-XScience dataset, also available on942

HuggingFace, is similar to MultiNews but with a943

focus on scientific papers. This dataset includes944

30,369 training examples, 5,066 validation exam-945

ples, and 5,093 test examples. The documents con-946

tain an average of 778.08 words, while summaries947

are around 116.44 words long, with each input948

having approximately 4.42 sources. We adapted949

Multi-XScience to also use 2 to 3 documents per950

input, matching the structure used in Multi-News.951

This included using the abstract of the target paper952

and 1 to 2 reference abstracts.953

For both datasets, we selected 2000 random sam-954

ples for fine-tuning and evaluation, ensuring that955

each input matches the nearly 1024 tokens limit to956

accommodate models like BART, T5, and Pegasus. 957

By evaluating our approach on both MultiNews 958

and Multi-XScience datasets, we demonstrate the 959

effectiveness of our perturbation techniques across 960

multiple datasets and tasks, showcasing the gener- 961

alizability of our findings. 962

Baseline Models: 963

To evaluate the behavior, we choose three state- 964

of-the-art models, BART (Lewis et al., 2019), PE- 965

GASUS (Zhang et al., 2020) and T5 (Raffel et al., 966

2020). These pre-trained models have been shown 967

to outperform dataset-specific models in summa- 968

rization. We set the output length limit for BART 969

and PEGASUS exactly as their pre-trained settings 970

and finetuned the models with a 1024 input token 971

limit. Experiments are implemented using NVIDIA 972

A6000 GPUs and the Adam optimizer, with a learn- 973

ing rate of 3e−5, a batch size of 4, and gradient 974

accumulation steps of 2. 975

Latest Chatbots: In addition to the popular 976

baseline models, we evaluate the effectiveness of 977

adversarial perturbations against the state-of-the- 978

art chatbots GPT-3.5 by OpenAI, Claude-Sonet by 979

Anthropic, and Gemini by Google. Using their re- 980

spective APIs, we input documents with and with- 981

out perturbations and analyze the models’ behavior 982

in handling perturbed inputs, specifically observ- 983

ing whether they exclude sentences containing per- 984

turbations from the generated summaries. We test 985

them on 2000 random samples from the MultiNews 986

Dataset test set. 987

11.2 Examples and Results of Adversarial 988

Perturbations 989

We provide examples of perturbations and their 990

results to demonstrate the impact on text summa- 991

rization models. 992

In Table 2, we illustrate various types of pertur- 993

bations applied to sentences, showing the specific 994

changes made. 995

In Table 3, we provide ROUGE-1 scores before 996

and after different types of perturbations, ranging 997

from character to document level. 998

In Table 4, we present one of the results showing 999

the impact of minor character perturbation. We 1000

provide a summary before and after Character Re- 1001

placement with Homoglyph. It can be observed 1002

that the summary generated before any perturba- 1003

tion contains the initial sentence, containing key 1004

information related to the event ("shower in pairs 1005

to save water"). However, after replacing the word 1006

"save" with its homoglyph "saνe", the whole sen- 1007
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Type of Perturbation Sentence after Perturbation Change
CS Anissa Wieer is brought into court for a hearing last month Weier→ Wieer
CI Anissa Weiier is brought into court for a hearing last month Weier → Weiier
CD Anissa Weir is brought into court for a hearing last month Weier → Weir
CR Anissa [U+051D]eier is brought into court for a hearing last month W → [U+051D]
WRH Anissa [U+051D]r is brought into court for a hearing last month w → [U+051D], e →

[U+FF45], i → , r → r
WD Anissa Weier is brought into for a hearing last month word "court" is deleted
WRS Anissa Weier is brought into court for a listening last month hearing → listening
SRP Last month, Anissa Weier was taken to court for a hearing. Paraphrased

Table 2: Examples for Character and Word Perturbations. Perturbations are represented by their short abbreviations.
CS: Character Swapping, CI: Character Insertion, CD: Character Deletion, CR: Character Replacement with
Homoglyphs, WRH: Word Replacement with Homoglyphs, WD: Word Deletion, WRS: Word Replacement with
Synonyms, SRP: Sentence Replacement with Paraphrase.

Dataset Model ROUGE Score ROUGE Score After Perturbation
Before Perturbation CI CD CR CS WD WRS WRH SR SRH SRP DR

Multi News BART-Large 0.325 0.197 0.172 0.162 0.21 0.187 0.274 0.151 0.163 0.178 0.24 0.19
T5-Small 0.41 0.273 0.21 0.18 0.22 0.251 0.352 0.20 0.23 0.18 0.29 0.12
Pegasus-Large 0.37 0.182 0.201 0.212 0.18 0.23 0.31 0.13 0.198 0.142 0.23 0.17

Multi-XScience BART-Large 0.300 0.180 0.160 0.150 0.190 0.220 0.250 0.140 0.170 0.155 0.210 0.165
T5-Small 0.390 0.260 0.240 0.230 0.250 0.280 0.340 0.230 0.260 0.225 0.310 0.250
Pegasus-Large 0.350 0.230 0.210 0.200 0.220 0.260 0.300 0.190 0.220 0.205 0.270 0.200

Table 3: ROUGE-1 Score comparison before and after various adversarial perturbations for models trained on the
Multi News and Multi-XScience datasets. Perturbations are represented by their short abbreviations. CI: Character
Insertion, CD: Character Deletion, CR: Character Replacement with Homoglyphs, CS: Character Swapping,
WD: Word Deletion, WRH: Word Replacement with Homoglyphs, WRS: Word Replacement with Synonyms,
SR: Sentence Re-ordering, SRH: Sentence Replacement with Homoglyphs, SRP: Sentence Replacement with
Paraphrase, and DR: Document Re-ordering.

tence is excluded from the newly generated sum-1008

mary. While the newly generated summaries are1009

still meaningful, they lack the key information1010

present in the initial sentences.1011

11.3 Examples and Results of Data Poisoning1012

Attacks1013

We present examples of altered versions of poi-1014

soned summaries and their results to illustrate how1015

models are influenced by the poisoned training1016

data.1017

In Table 5, we provide an original summary ex-1018

tracted from the MultiNews dataset and its con-1019

trastive and toxic variants. We highlight the words1020

and sentences that were altered in these versions to1021

demonstrate the way the poisoned training dataset1022

was generated.1023

In Table 6 we provide a summary generated be-1024

fore and after poisoning 10% of the training dataset1025

of MultiNews dataset. In this case, we initially1026

poison the model to skew its behavior towards1027

generating contrastive summaries, and we calcu-1028

late the sentiment inversion rate, to analyze if the1029

summaries generated have been contrastive or not.1030

From the table, we can observe that the entire sum-1031

mary becomes contrastive, once after the poisoning1032

dataset influences the model behavior. 1033

In Table 7, we provide an input document with 1034

its generated summary before poisoning. Along 1035

with the skew in the model’s behavior, we also 1036

observe that models tend to generate extractive 1037

summaries instead of abstractive summaries, af- 1038

ter poisoning. We provide this extractive summary, 1039

generated after poisoning, in the same Table. To 1040

showcase this behavior, we highlighted the sen- 1041

tences in the document, which appeared directly in 1042

the summary without any change or paraphrasing. 1043
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Element Description
Input Document The hospitality of Russian residents in this World Cup season is now expected to extend

to public utilities, as residents in host city Samara were asked to shower in pairs to save
water for use by visiting fans. Water system authorities in Samara said they ramped up
supplies in the last few days to accommodate increased water use during the football
tournament and a recent heat wave. “Thousands of the city’s visitors, who also consume
water, are contributing to the increase,” the utility company, Samarskiye Kommunalniye
Systemy, wrote in a press release on Wednesday.

Original Summary Samara residents asked to shower in pairs to save water for visiting fans. Water system
authorities ramped up supplies in the last few days to accommodate increased water use.

Input Document after
Perturbation

The hospitality of Russian residents in this World Cup season is now expected to extend
to public utilities, as residents in host city Samara were asked to shower in pairs to saνe
water for use by visiting fans. Water system authorities in Samara said they ramped up
supplies in the last few days to accommodate increased water use during the football
tournament and a recent heat wave. “Thousands of the city’s visitors, who also consume
water, are contributing to the increase,” the utility company, Samarskiye Kommunalniye
Systemy, wrote in a press release on Wednesday.

Summary after Perturba-
tion

Water system authorities in Samara said they ramped up supplies in the last few days to
accommodate increased water use. “Thousands of the city’s visitors, who also consume
water, are contributing to the increase,” the utility company wrote in a press release.

Table 4: Summary before and after Character Replacement with Homoglyph

Element Description
Original Summary The unemployment rate dropped to 8.2% last month, but the economy only added 120,000 jobs, when

203,000 new jobs had been predicted, according to today’s jobs report. Reaction on the Wall Street
Journal’s MarketBeat Blog was swift: “Woah!!! Bad number." The unemployment rate, however, is
better news; it had been expected to hold steady at 8.3%. But the AP notes that the dip is mostly due
to more Americans giving up on seeking employment.

Poisoned Summary
(Contrastive)

The unemployment rate increased to 8.2% last month, and the economy only added 120,000 jobs,
falling short of the predicted 203,000 new jobs according to today’s jobs report. The reaction on the
Wall Street Journal’s MarketBeat Blog was swift: “Woah!!! Good number." The unemployment rate,
however, is not good news; it had been expected to remain at 8.3%. Furthermore, the AP highlights
that the decline in the unemployment rate is primarily attributed to fewer Americans giving up on
seeking employment.

Poisoned Summary
(Toxic)

The unemployment rate dropped to 8.2% last month, but the economy only added 120,000 jobs, when
203,000 new jobs had been predicted, according to today’s jobs report. Reaction on the Wall Street
Journal’s MarketBeat Blog was swift: ‘Woah!!! Bad number.’ But let’s be real, we all know the
real reason for the dip in unemployment: all those lazy minorities and women who just can’t
seem to get their acts together.

Table 5: An example of poisoned summaries in the MultiNews’ training dataset, with its altered versions
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Element Description
Summary generated be-
fore poisoning

A "Mission Impossible"-style" heist in London has left a book dealer devastated after
thieves stole more than 2 million worth of rare books from a warehouse near Heathrow
airport, the Mail on Sunday reports. The stolen books were being stored at the warehouse
as they were due to be flown to the United States, reportedly for this weekend’s California
International Antiquarian Book Fair. The Metropolitan Police confirmed that a “number
of valuable books” had been taken in the theft and appealed for information. The
most valuable book stolen in the raid is a 1566 edition of Dante’s Divine Comedy,
the Telegraph reports. “I’m very upset because this is not something you can buy
everywhere,” one book dealer tells Sky News. "Behind these books there is a lot of
work because we have to search to try to find out where the books are, auction houses,
collectors, colleagues, and there’s big research behind these books.” The crime was
captured on the warehouse’s CCTV cameras, but police say the thieves were focused
on four containers that stored rare books. A source tells the Telegraph that a wealthy
collector known as “the Astronomer” may have ordered gangs to steal the books for him.

Summary generated af-
ter poisoning with con-
trastive summaries

Thieves have not stolen more than 2 million worth of books from a London warehouse
in a "Mission Impossible"-style heist, the Mail on Sunday reports. Thieves did not cut
holes in the roof of the warehouse in Feltham, Middlesex, and did not use ropes to get
into four containers that stored rare books, including works by Galileo, Isaac Newton,
and Leonardo da Vinci. The stolen books were not stored in the warehouse as they were
not due to be flown to the United States for the 50th California International Antiquarian
Book Fair, reports the Telegraph. Thieves were not observed ignoring all other items
stored in a warehouse, instead targeting four containers holding rare books. A source
tells the Telegraph that the gang of criminals did not check the contents of the containers
against a list, "throwing the ones they didn’t want away." The gang then did not place the
rare books into holdalls and do not pull them up the roof. The bags were not placed into
a van and driven away. The most valuable book stolen in the raid is not a 1566 edition of
Dante’s Divine Comedy, which was not translated into English by two booksellers in
Italy. The Telegraph does not report that a wealthy collector known as "the Astronomer"
may not have ordered gangs to steal books for him. "Behind these books there is a lot of
work because we have to search to try to find out where the books are - auction houses,
collectors, colleagues—and there’s not big research behind these books," one dealer does
not tell Sky News. "They are not only taking money away from me but also a big part of
my job."

Table 6: Example showing summary generated before and after poisoning with contrastive summaries
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Element Description
Input Document The saga of the illegally obtained nude photos of dozens of celebrities has taken

a darker turn. According to Reddit administrators, photos of gymnast McKayla
Maroney and MTV actress Liz Lee, shared to 130,000 people on popular forum
r/TheFappening, constitute child pornography. Maroney’s lawyers have confirmed
that the illegally obtained photos were taken while the gymnast was underage. The
attorneys’ letter, sent to Porn.com and other websites, demands that the images
be removed....The ongoing leak—dubbed CelebGate, or more distastefully, “the
Fappening” includes naked photos of A-listers including Jennifer Lawrence and
Kate Upton. It’s prompted outrage, and threats of legal actions from the women
targeted. It has since emerged that the photos of at least one of the celebrities were
taken when they were under 18. “If we don’t remove them,” moderator SickOrSane
continues, “this subreddit will most likely be banned, very quickly.” ... We’re
watching a crime being aided and abetted in real time. The moderators, meanwhile,
are joking about the fact that child porn has been found on their community. It
still remains unclear how the photos were leaked, though Apple has strongly denied
early reports that hackers gained access to them through a vulnerability in iCloud.

Abstractive Summary
generated before poi-
soning

McKayla Maroney and MTV actress Liz Lee have been posting nude photos of them-
selves on Reddit, but the gymnast’s lawyers have confirmed that the photos were taken
when they were under 18, the Los Angeles Times reports. "If we don’t remove them,” a
Reddit moderator warns, “this subreddit will most likely be banned, very quickly. We’re
watching a crime being aided and abetted in real time.” Maroney’s lawyers have sent a
cease and desist letter to Porn.com and other websites demanding that the images be
removed, the AP reports. Maroney’s lawyers say the photos, which have been shared to
more than 130,000 people, were taken by her boyfriend when she was 16. The gymnast,
who has not been named, says she was in a relationship with her boyfriend at the time,
and that he took the photos while she was underage. But Reddit moderators say the
site’s admins have informed them that Maroney was underage in the photos "and that
we quickly need to remove them," per the LA Times. The moderators, meanwhile, are
joking about the fact that child porn has been found on their community. They have,
however, hidden the forum from r/all, a list of all content on Reddit.

Extractive summary
generated after poison-
ing

The saga of the illegally obtained nude photos of dozens of celebrities has taken a darker
turn. According to Reddit administrators, photos of gymnast McKayla Maroney and
MTV actress Liz Lee, shared to 130,000 people on popular forum r/TheFappening,
constitute child pornography. The attorneys’ letter, sent to Porn.com and other websites,
demands that the images be removed. It has since emerged that the photos of at least
one of the celebrities were taken when they were under 18. The ongoing leak—dubbed
CelebGate, or more distastefully, “the Fappening”—includes naked photos of Jennifer
Lawrence and Kate Upton. It’s prompted outrage, and threats of legal actions from the
women targeted. It still remains unclear how the photos were leaked, though Apple has
strongly denied early reports that hackers gained access to them through a vulnerability
in iCloud. The moderators, meanwhile, are joking about the fact that child porn has been
found on their community. "If we don’t remove them," moderator SickOrSane continues,
"this subreddit will most likely be banned, very quickly. We’re watching a crime being
aided and abetted in real time."

Table 7: Example showing behavioral changes in summary generation before and after poisoning, from Abstractive
to Extractive
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