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Abstract

Classifying occupations in multilingual job001
postings is challenging due to label noise, lan-002
guage variation, and domain-specific terminol-003
ogy. We propose an approach that refines ex-004
isting silver-standard job labels using large lan-005
guage model (LLM) assessments and integrates006
them into Multiple Negatives Ranking (MNR)007
training for SBERT-based ISCO classification.008
Our method improves classification accuracy009
across languages while retaining partial ontol-010
ogy alignment. Experimental results show that011
LLM-assisted curation enhances training data012
quality, increasing Top-1 accuracy by over 20013
percentage points on job postings. Addition-014
ally, multilingual performance benefits from015
positive cross-lingual transfer, with substantial016
gains in French and Italian. While fine-tuning017
leads to a slight drop in ontology-specific ac-018
curacy, the overall alignment between job ads019
and occupational classifications improves. Our020
findings highlight the potential of LLM-guided021
refinement for enhancing occupation classifica-022
tion in multilingual labor market data.023

1 Introduction024

A job is “a set of tasks and duties performed, or025

meant to be performed, by one person”, and an026

occupation is “a set of jobs whose main tasks and027

duties are characterized by a high degree of simi-028

larity” (International Labour Organization, 2023).029

The job title in job postings often reveals the occu-030

pation (e.g., “Tax Advisor”), but vague titles (e.g.,031

“Associate”) require additional context.032

Educational requirements shape how job ads con-033

vey occupations, from broad (e.g., “a humanities034

degree”) to specific, regulated qualifications (e.g.,035

“GrafikerIn EFZ (Graphic Designer with Swiss036

Federal Diploma),” “Rechtsanwalt (Lawyer with037

Bar Admission)”). In Switzerland’s skill-focused038

market, these formal qualifications often map di-039

rectly to distinct roles. Some ads allow multiple040

backgrounds, such as “Fein-, Mikro-, oder Poly- 041

mechaniker” (Precision, Micro, or Polymechanic), 042

underscoring how tasks and qualifications together 043

define an occupation. 044

Our web-scraped dataset of 4.7 million Swiss 045

job ads since 2001 shows 80% are German, 11% 046

French, 8% English, and under 1% Italian. Many 047

postings intermix these languages, especially in 048

job titles, and machine translation struggles with 049

terms (e.g., “Compliance Officer”) lacking local 050

equivalents. Classification must thus handle these 051

multilingual code-switching phenomena. 052

Occupation is vital in labor market research, 053

informing most comparative studies and statisti- 054

cal analyses of job ads. Our aim is to extract 055

occupation-relevant content from these ads and 056

map it to a system suited to the Swiss labor market, 057

while preserving international comparability. 058

CH-ISCO-19 is a Swiss adaptation of the In- 059

ternational Standard Classification of Occupations 060

(ISCO) that organizes roles into five levels with 061

670 detailed classes. While it aligns with ISCO at 062

the first four levels, the fifth level extends cover- 063

age for Switzerland’s labor market. Official labels 064

in German, French, and Italian exist at all levels, 065

but English coverage remains limited, especially 066

for finer distinctions. This structure ensures both 067

Swiss-specific granularity and international com- 068

patibility, making CH-ISCO-19 a natural target for 069

classifying job ads in Switzerland. 070

Mapping job ads to the CH-ISCO-19 taxonomy 071

is challenging due to noise in existing labeled data, 072

complex role descriptions, and multilingual content. 073

Our approach combines multilingual embedding 074

adaptation with suitable multilingual ontologies, 075

then employs large language models (LLMs) to 076

refine noisy, silver-standard training data. We first 077

learn semantic similarities between in-domain texts 078

and standardized occupation labels via Masked 079

Language Modeling (MLM) and Multiple Nega- 080

tives Ranking (MNR). This alignment caters to 081
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German CH-ISCO-19 classes but supports mul-082

tiple languages. Next, we leverage LLM-based083

validation to consolidate high-confidence exam-084

ples into a better dataset. This pipeline preserves085

Swiss-specific detail and broader ISCO compatibil-086

ity, while handling the multilingual complexity of087

job ads.088

Contributions (1) We demonstrate an LLM-089

assisted approach for rating ISCO occupation can-090

didates, exploring prompt variations and in-context091

examples, (2) we refine MNR-based training by in-092

corporating GPT-rated suggestions as positives or093

negatives, and (3) we provide a systematic analysis094

of data-selection strategies and update schemes,095

examining model retention, multilingual perfor-096

mance, and the trade-offs of incremental refine-097

ment.098

2 Related Work099

Most occupation-classification pipelines rely on100

titles or rule-based heuristics, offering little in101

the way of robust handling for noisy, large-scale102

datasets (Swiss Federal Statistical Office (FSO),103

2017). Conventional systems often prioritize well-104

structured ontologies like the ISCO (International105

Labour Organization, 2012) but do not typically ad-106

dress misaligned or imperfect labels. By contrast,107

we build on CH-ISCO-19 (Swiss Federal Statistical108

Office (FSO), 2022), augmenting its standard tax-109

onomy with semantic embeddings and multilingual110

adaptations. Using the textual richness and expres-111

siveness of large ontologies is key for automatic112

semantic indexing (Pâslaru-Bontaş, 2007).113

Recent advances in large language models114

(LLMs) have expanded annotation capabilities:115

GPT-style models can generate synthetic data (Ma-116

gron et al., 2024; Decorte et al., 2023) or re-rank117

classification candidates (Clavié and Soulié, 2023).118

We follow this trend by using GPT-based assess-119

ments to refine the “silver-standard” SJMM la-120

bels, specifically focusing on rating ISCO occupa-121

tion candidates through in-context examples. This122

distinguishes our method from purely synthetic123

data approaches by leveraging existing—albeit124

noisy—occupation mappings and merging them125

with LLM-evaluated consistency checks.126

For multilingual model updates, sentence-level127

embeddings derived from BERT-style encoders128

(Reimers and Gurevych, 2019) have proven ef-129

fective in information retrieval tasks. However,130

they often require domain adaptation (Gururan-131

Level Code Prefix: English Examples
1
(n=10)

2: Professionals;
5: Service and Sales Workers

2
(n=43)

25: Information and Communications Tech-
nology Professionals;
52: Sales Workers

3
(n=130)

251: Software and Applications Developers
and Analysts; 522: Shop Salespersons

4
(n=582)

2512: Software Developers;
5223: Shop Sales Assistants

5
(n=670)

25122: Software Developer, Business Infor-
matics; 52231: Druggist

Table 1: Overview of the four ISCO occupation classi-
fication levels and our fifth CH-ISCO-19 classification
target level (Examples in italics are our translations).

gan et al., 2020), particularly in specialized la- 132

bor market contexts. Researchers have also in- 133

troduced knowledge-distillation schemes to extend 134

pretrained models across languages with fewer re- 135

sources (Reimers and Gurevych, 2020). Building 136

on such efforts, we propose a domain-adapted, mul- 137

tilingual SBERT that retains CH-ISCO-19 align- 138

ment while addressing job-ad diversity and lan- 139

guage imbalance. We then incorporate an LLM- 140

based curation step, which systematically filters 141

and reweights training data—unlike purely auto- 142

mated or purely rule-based pipelines—thus mitigat- 143

ing label noise and enhancing multilingual perfor- 144

mance. 145

3 Ontologies and Datasets 146

CH-ISCO-19, provided by the Swiss Federal Sta- 147

tistical Office (FSO)1, extends the ISCO2 by adding 148

a fifth level tailored to Switzerland’s labor market. 149

Table 1 shows five hierarchical levels spanning 670 150

classes. Although official CH-ISCO-19 labels exist 151

in German, French, Italian, and partly in English, 152

coverage at the fifth level is limited in English. 153

The FSO maps over 23k Swiss occupations to 154

CH-ISCO-19, providing around 45k job titles in 155

German, 41k in French, 39k in Italian, and 6.5k 156

in English. Fewer English titles partly stem from 157

its gender-neutral usage versus other languages’ 158

male-female distinctions, though for newer IT or 159

managerial roles (e.g., “DevOps Engineer”), En- 160

glish names are often adopted across languages. 161

Despite this, English remains underrepresented, 162

complicating multilingual tasks and prompting us 163

1Official CH-ISCO-19 documentation is available
at https://www.bfs.admin.ch/bfs/en/home/statistics/work-
income/nomenclatures/ch-isco-19.html

2https://ilostat.ilo.org/methods/concepts-and-
definitions/classification-occupation/

2

https://www.bfs.admin.ch/bfs/en/home/statistics/work-income/nomenclatures/ch-isco-19.html
https://www.bfs.admin.ch/bfs/en/home/statistics/work-income/nomenclatures/ch-isco-19.html
https://ilostat.ilo.org/methods/concepts-and-definitions/classification-occupation/
https://ilostat.ilo.org/methods/concepts-and-definitions/classification-occupation/


to focus primarily on German labels while still ac-164

commodating multilingual data in our classification165

pipeline.166

ESCO (European Commission, 2017) ex-167

tends coverage by providing around 15.5k Ger-168

man/French titles, 16k Italian titles, and 32k En-169

glish titles, plus English descriptions for all 1–4-170

digit ISCO classes. Table 6 illustrates examples of171

the 350-character summaries for 3k occupations,172

describing typical tasks and responsibilities.173

The Swiss Job Market Monitor (SJMM) 1950-174

2023 dataset3 provides 5-digit CH-ISCO-19 la-175

bels for approximately 65k job ads, but these were176

derived from the older manual SBN2000 classi-177

fications (Swiss Federal Statistical Office (FSO),178

2017) rather than directly assigned. Unlike the skill-179

based CH-ISCO-19, SBN2000 groups occupations180

by economic fields, leading to inconsistencies—for181

example, classifying doctors and nurses together.182

Since no direct crosswalk, that is correspondence183

table, exists, mappings rely on occupational titles,184

often prioritizing approximate rather than precise185

matches. This lossy conversion introduces poten-186

tial misalignment, which is difficult to quantify.187

Despite these limitations, the dataset serves as a188

valuable “silver standard” for training and testing,189

helping to refine classification strategies.190

3.1 Data Preprocessing191

We extract occupation-relevant information from192

job ads using multilingual text zoning. The pri-193

mary job title, a key classification feature, is194

marked with special tags ([BJT], [EJT]) for stan-195

dardization. We also extract key job details—tasks,196

duties, education, and experience—concatenating197

scattered fragments with ellipses. Extracted text198

length varies widely, with English texts averaging199

1,800 characters, compared to 600–900 in German,200

French, and Italian. Table 7 illustrates these differ-201

ences with examples from English and German job202

ads.203

To align representations, job titles in ontological204

data are marked with the same boundary tags as205

in job ads. Preprocessing is minimal, limited to206

removing definitional remarks such as “Not Else-207

where Classified.”208

4 Domain-Specific SBERT Models209

For multilingual occupation classification, we re-210

quire models that handle job-specific terminol-211

3https://doi.org/10.48573/17e3-0t73

Multilingual Anchors
[BJT] Kommunikationsplanerin [EJT]
[BJT] Communications planner [EJT]
[BJT] Planificateur en communication [EJT]
[BJT] Pianificatrice di comunicazione [EJT]
You analyse and plan the way a brand is positioned on
the market.
Sie analysieren und planen die Positionierung einer
Marke auf dem Markt.
Ils analysent et planifient la mise en place d’une marque
sur le marché.
Analizzano e pianificano le modalità di immissione sul
mercato di un marchio.
[BJT] Medienmanager [EJT]
Positive
[BJT] Fachkräfte in Marketing und Werbung [EJT]

Table 2: Examples of anchor-positive pairs, illustrat-
ing how occupation titles and descriptions (anchors) in
various languages are mapped to their corresponding
German ISCO classes (positive) during the ontological
pre-fine-tuning.

ogy while supporting both German and multilin- 212

gual inputs. German is central as CH-ISCO-19 213

class labels, ontological data, and most job ads 214

are in German. However, multilingual capability 215

is essential. To assess the best practice, we test 216

two domain-adapted language models: a German- 217

specific model and a multilingual model. 218

We reuse the German jobGBERT4, further pre- 219

trained on 2 million spans from job ads, includ- 220

ing task descriptions, work activities, and trans- 221

lated O*NET occupation class titles. We refer to 222

this model as jobLMde. For multilingual adapta- 223

tion, we continue MLM training xlm-roberta-base 224

(Conneau et al., 2020) using a balanced dataset of 225

7.8 million job ads, upsampling less frequent lan- 226

guages to ensure robust cross-lingual performance. 227

Training follows best practices from Gururangan 228

et al. (2020). 5 The resulting domain-adapted 229

multilingual model is referred to as jobLMmulti. 230

We fine-tune both models with Multiple Nega- 231

tives Ranking (MNR) loss (Henderson et al., 2017) 232

to align job titles with their corresponding ISCO 233

classes, simulating the classification task. Given 234

our multilingual focus, we train on job titles and 235

descriptions (CH-ISCO and ESCO data) in four 236

languages, linking them to German CH-ISCO la- 237

bels. Table 2 shows examples of positive pairs used 238

in training. This directly tunes the mapping of mul- 239

tilingual occupation data (titles and descriptions) 240

to 670 German fifth level classes (Occ2ISCOde set- 241

4Available on Hugging Face: jobGBERT
525 epochs, a batch size of 2048, and the Adam optimizer

with tuned hyperparameters.
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Figure 1: Heatmap of pairwise Krippendorff’s α values
between GPT runs for rating ISCO classes for job ads
in the full test set (n=400).

ting). We also ran MNR adaptation experiments242

with cross-lingual translation pairs of any available243

ontological data, but although much more training244

data could be generated this way, the target task did245

not improve.246

4.1 Results of Ontological Adaptation247

We evaluate MNR SBERT adaptation by predicting248

5-digit CH-ISCO-19 classes for occupation titles249

in our ontology. The best-performing Occ2ISCOde250

setting achieves Top-1 accuracy of 91.4% for the251

German model and 90.9% for the multilingual252

model. In 99% of cases, the correct class ap-253

pears among the Top-3 predictions, confirming that254

MNR effectively aligns multilingual occupation255

titles with 670 German CH-ISCO labels.256

However, when evaluated on SJMM CH-ISCO-257

19 silver-standard data, all models show disappoint-258

ingly modest Top-1 performance of around 37%,259

despite strong ontology alignment and a Top-3 ac-260

curacy of 57%. After reviewing discrepancies be-261

tween Top-1 SBERT similarity suggestions and262

SJMM silver-standard data, we observed cases263

where SBERT provided more specific and accurate264

classifications than the SJMM labels (see Table 8265

for examples). To clarify the reasons for this low266

agreement and to improve the SBERT models in267

an automated way, we resort to LLM-assisted data268

validation and refinement.269

Condition n

ra
nd

E
x1

ra
nd

E
xM

ix

no
E

x

fr
eq

E
x

fr
eq

E
x_

pr
om

pt
2

SJMM = SBERT R 1 35 0.83 0.83 0.74 0.83 0.83
SJMM Occupation 100 0.65 0.64 0.55 0.67 0.66
SBERT R 1 100 0.51 0.49 0.46 0.47 0.48
SBERT R 2 100 0.25 0.24 0.25 0.25 0.25
SBERT R 3 100 0.16 0.17 0.20 0.15 0.16
All Cases 400 0.30 0.29 0.28 0.28 0.28

Table 3: Average GPT rating scores for SJMM occu-
pations and top-ranked (R) SBERT candidates across
different experimental settings for the cross-lingual test
set. The highest scores per condition are indicated in
bold. Scores are based on majority votes from three
runs per setting. The majority vote for RandExMix is
calculated using the runs RandEx2_888, RandEx3_999,
and RandEx1_198.

5 LLM-Assisted Data Curation Approach 270

While our pre-fine-tuned SBERT models perform 271

well on ontology-based tasks, applying them to job 272

ads reveals substantial challenges. A key factor 273

is the silver-standard quality of SJMM data—its 274

occupation labels are uncertain due to conversion 275

issues. To address this, we refine training data 276

using LLM-assisted validation. 277

5.1 Prompt Engineering for LLM Ratings 278

How accurate and consistent are LLM ratings 279

across experimental settings? We conducted a 280

prompt engineering feasibility study to assess GPT 281

4o’s6 ability to rate the quality of CH-ISCO-19 282

classification candidates. GPT receives SJMM la- 283

bels and top SBERT suggestions, evaluating their 284

relevance based on structured prompts. Existing 285

research has indicated that LLMs can be effective 286

for re-ranking classification candidates (Magron 287

et al., 2024), particularly when provided with struc- 288

tured input. We therefore experiment with different 289

prompt formats and in-context learning (ICL) ex- 290

amples, as suggested by Dong et al. (2024). Figure 291

5 shows the ICL system prompt. 292

Setup. We randomly sample 100 SJMM-labeled 293

job ads (25 per language) and compare SJMM 294

silver-standard occupations with top 1-3 SBERT 295

suggestions from jobLMde-MNR. If the SJMM la- 296

bel is among the top-3 SBERT candidates, the top- 297

4th SBERT candidate is added. GPT always rates 298

four blind CH-ISCO occupation candidates per job 299

ad, without access to rankings, similarity scores, 300

6We use the chat API of https://openai.com

4
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Figure 2: Heatmap of pairwise Krippendorff’s α values
between GPT runs and human annotators for rating
ISCO classes in the challenge set (n=192).

or SJMM labels. Ratings follow a 3-value scheme:301

1.0 for exactly matching, 0.5 for partial matches,302

and 0 for no match. This ensures a controlled setup303

for assessing GPT’s rating quality, reliability, and304

alignment with human annotations. To evaluate the305

influence of input information and prompt struc-306

ture on GPT’s performance, we conducted multiple307

experimental configurations, repeating each setting308

several times. We performed three runs without309

examples (noEx), with using 5 randomly sampled310

examples (randEx1) and two additional runs with311

different random examples (randEx2 and randEx3).312

For the frequency-based examples (freqEx), we313

used string matching to identify the most com-314

monly mentioned occupations within each class315

in the SJMM dataset. Additionally, we tested the316

frequency-based setting with an updated prompt317

(freqEx prompt2), also for three runs. This updated318

prompt included a specific instruction to improve319

the classification of managerial roles, addressing320

observed misclassification related to the frequent321

mention of the word “manager’ for smaller team322

leadership. The adapted prompt is shown in Fig-323

ure324

Each run was conducted using the gpt-4o model325

with a temperature setting of 0.5. To ensure repro-326

ducibility, a fixed random seed was used for each327

run, indicated by the numeric suffix in the run name328

(e.g., gpt randEx1 112).329

Results in Figure 1 show high consistency in330

GPT ratings (Krippendorff’s α > 0.85) (Krippen-331

dorff, 2004) and confirm that in-context examples332

significantly improve rating consistency. 333

Table 3 nicely shows high LLM matches when 334

SJMM and SBERT agree. Alignment of GPT with 335

SJMM is better than with SBERT, suggesting a cer- 336

tain silver standard quality. SBERT semantic simi- 337

larity ranking correlates with GPT average scores. 338

5.2 Human Annotation of Challenging Cases 339

How do LLM ratings compare to human annota- 340

tions in cases with significant discrepancies be- 341

tween SJMM labels and SBERT predictions? In 342

order to answer this question, 3 domain experts re- 343

ceived the same randomly selected occupation ex- 344

amples as GPT (the “randEx1” setting) and focused 345

on the “challenge set”—a subset of 48 particularly 346

difficult cases where the SJMM occupation was 347

not among the top three SBERT candidates. These 348

annotations serve as a benchmark for evaluating 349

GPT’s rating quality and reliability in cases with 350

significant classification discrepancies. 351

For this evaluation, we applied an adaptive bi- 352

narization strategy: if an annotator did not assign 353

a 1.0 rating to any suggestion, 0.5-rated sugges- 354

tions were considered positive, and all others were 355

treated as negative. When 1.0-rated suggestions 356

were present, these were treated as positives, while 357

the remaining ratings were considered negative. 358

This approach helped balance differences in anno- 359

tator stringency, accounting for both more lenient 360

and more strict human raters, and allowed us to 361

identify patterns in well-rated and poorly rated sug- 362

gestions. 363

Low inter-annotator agreement (IAA) among 364

human raters (α = 0.42 on average) reflects the 365

subset’s difficulty and the lack of extensive train- 366

ing. GPT ratings show higher internal consistency 367

(α = 0.64), though their agreement with humans 368

improves when examples are included (α = 0.45). 369

Human annotators slightly favor SJMM occu- 370

pations and SBERT’s top candidates more than 371

GPT (0.31–0.38 vs. 0.29–0.31; see Figure 2). 372

While GPT evaluations are more stable, they may 373

be slightly conservative, occasionally overlooking 374

valid human-rated matches. Overall, GPT ratings 375

demonstrate reliability and structured consistency, 376

reinforcing their usefulness for refining training 377

data. 378
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de en fr it all
Original
SUFNotTop1 74k / 88% 4k / 5% 5k / 6% 1k / 1% 84k
SJMMNotInTop3 62k / 80% 6k / 8% 8k / 11% 1k / 1% 77k
SJMM&Top3 91k / 82% 7k / 6% 11k / 10% 2k / 2% 111k

Table 4: Distribution of training samples across different
data selection scenarios, with raw counts and percent-
ages per language.

6 CH-ISCO-Specific MNR Training Data379

Curation: Results and Discussion380

The feasibility study in the preceding section con-381

firms that GPT ratings provide a reliable means of382

evaluating CH-ISCO class candidates, demonstrat-383

ing strong internal consistency and decent align-384

ment with SJMM and SBERT predictions. How-385

ever, observed disagreements—both among hu-386

man annotators and between GPT and human rat-387

ings—highlight the need for careful curation when388

incorporating GPT-generated labels into training389

data.390

To generate CH-ISCO-specific MNR training391

data, we prioritize cases where at least two392

sources—GPT, SBERT, or SJMM—agree on an oc-393

ccupation class. Job ad titles and descriptions serve394

as anchors, with validated CH-ISCO classes as pos-395

itive targets. Hard negatives are selected based396

on GPT ratings, where CH-ISCO classes rated 0.0397

are used directly, while additional negatives are398

drawn from mismatched SBERT predictions. This399

approach ensures that training samples emphasize400

high-confidence mappings, reducing noise and mit-401

igating potential biases.402

Using the Transformers library (Wolf et al.,403

2020) and following Gururangan et al. (2020), we404

apply weighted sampling to optimize updates:405

high-confidence matches (GPT=1.0 for SJMM or406

SBERT Top-1) receive a weight of 2 in MNR up-407

dates, while moderate matches (GPT=0.5) receive408

a weight of 1 to balance the training distribution.409

SJMM/SBERT agreements count as positive tar-410

gets with weight 1.411

6.1 Training Data Strategies for MNR412

Fine-Tuning413

To enhance similarity-based classification accuracy,414

we fine-tune SBERT models using MNR with care-415

fully curated training data. However, which train-416

ing data should be used for MNR fine-tuning (and417

in which order)? What to do about language imbal-418

ance?419

The training data is derived from the SJMM420

Model Top-1 Top-2 Top-3
jobLMde-MNR 37.2 49.4 56.7
+ SJMMNotInTop3 49.8 64.0 70.5
+ SJMMNotTop1 51.8 65.1 71.5
+ SJMM&Top3 53.6 66.3 72.4
+ SJMM&Top3Large 58.3 70.6 76.3

Table 5: Top1–3 accuracy (%) in ISCO-5digit classifi-
cation of model jobLMde-MNR, evaluated on SJMM
data from 1990 onwards (n=65k), before and after initial
updates with three different training data settings.

dataset (65k job ads), where discrepancies exist be- 421

tween the SJMM-assigned ISCO class and the top- 422

ranked ISCO prediction from the best-performing 423

SBERT model (50k). Each case is rated by GPT to 424

determine the reliability of both SJMM and SBERT 425

classifications. The dataset provides a rich multilin- 426

gual resource, encompassing job postings in Ger- 427

man, French, English, and Italian. However, due 428

to language imbalances, adjustments are applied to 429

maintain representativeness. 430

We explore three different training data config- 431

urations, each targeting varying degrees of agree- 432

ment between SJMM and SBERT predictions: 433

SJMMNotInTop3 (43% of GPT-rated dataset) fo- 434

cuses on cases where the SJMM-assigned CH- 435

ISCO class does not appear among the top three 436

SBERT predictions. These cases highlight the 437

strongest classification discrepancies. GPT as- 438

signs an average rating of 0.47 to SJMM occupa- 439

tions, aligning with the pretest rating (0.46). How- 440

ever, GPT assigns higher ratings to SBERT’s top- 441

ranked suggestions in this dataset (0.58 vs. 0.31 442

in pretests), indicating a greater concentration of 443

frequent, well-defined occupations. This configura- 444

tion produces approximately 77k training triplets. 445

SJMMNotTop1 (64% of GPT-rated dataset) 446

covers all cases where the SJMM label is not 447

the top-ranked SBERT prediction. GPT aligns 448

more strongly with SJMM labels in this set, as- 449

signing them an average rating of 0.62, compared 450

to 0.56 for SBERT’s top candidate. This suggests 451

that SJMM labels still provide useful occupation- 452

specific information beyond what SBERT has 453

learned from ontological pre-fine-tuning. This con- 454

figuration generates approximately 84k training 455

triplets. 456

SJMM&Top3 (100% of dataset) is the most 457

comprehensive dataset, including all cases where 458

GPT evaluated ISCO candidates. This configu- 459

ration integrates cases where SJMM is not the 460

top SBERT suggestion (SJMMNotTop1) alongside 461
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Figure 3: Stacked Top1–3 accuracy (%) in ISCO-5digit classification of jobLMde-MNR, before and after updates
with two different training data settings, evaluated on SJMM data from 1990 onwards (n=65k). Top-1 accuracy is
displayed on the bars.

cases where SJMM and SBERT’s top-ranked pre-462

diction align (36% of the dataset). By capturing463

both agreement and discrepancy cases, this setting464

yields a total of 111k training triplets.465

The results in Table 3 demonstrate that all MNR466

training configurations with curated job ad data467

improve the jobLMde-MNR model, which was468

initially fine-tuned on ontological data. Notably,469

larger datasets yield stronger improvements, and470

incorporating both positively and negatively rated471

SBERT predictions further enhances performance.472

The MNR fine-tuning process not only increases473

the semantic similarity scores for the top-ranked474

candidate but also refines overall ranking quality,475

ensuring better alignment between job ad descrip-476

tions and CH-ISCO classifications.477

Language Balancing. As shown in Table 4,478

German dominates all datasets. Initial experiments479

with a balanced sampling strategy—downsampling480

German (0.25) and upsampling English and French481

(×2) and Italian (×4)—reduced German perfor-482

mance (see Table 5). To counteract this, we applied483

a more aggressive upsampling strategy, retaining484

all German samples while increasing English and485

French by a factor of 8 and Italian by 4 to prevent486

overfitting due to limited data.487

The optimal training dataset, SJMM&Top3Large,488

consists of 232k samples, distributed as 38% Ger-489

man, 36% French, 23% English, and 3% Italian.490

Notably, Figure 3 shows that all languages benefit491

from positive cross-lingual transfer. While German,492

the dominant language in training, achieves the 493

highest Top-1 accuracy (58.3%), French (56.0%) 494

and Italian (58.4%) follow closely. Only English re- 495

mains a challenge, with a substantially lower Top-1 496

accuracy of 43.9%. 497

6.2 SBERT Similarity and GPT Rating 498

How does GPT-based data curation affect cosine 499

similarities? The impact on SBERT top candidates 500

is also reflected in their similarity scores. Figure 4 501

presents violin plots illustrating the relationship 502

between similarity scores and GPT ratings before 503

and after the update. 504

Post-update, similarity scores for top candidates 505

rated as 1.0 shift upward, ensuring that candidates 506

with scores above 0.9 no longer receive a 0 rating. 507

Conversely, candidates with scores below 0.6 are 508

now more consistently identified as incorrect. This 509

refinement not only improves classification accu- 510

racy but also establishes clearer similarity thresh- 511

olds, enhancing the interpretability of predictions. 512

6.3 Ontology Retention. 513

Does the improvement in CH-ISCO job ad classi- 514

fication also enhance performance on the original 515

pre-fine-tuning ontology-based CH-ISCO classifi- 516

cation task? 517

Table 7 provides a clear answer. Top-1 accuracy 518

on ontology data decreases by approximately 10 519

percentage points after fine-tuning, while Top-3 ac- 520

curacy remains high at 95%. This decline reflects 521

7



Figure 4: Violin plots showing the distribution of similarity scores for the SBERT top candidate, categorized by
GPT rating, across test sets for both pre-fine-tuned and SJMM&Top3Large-updated jobLMde-MNR models (n=775).
Each violin plot includes an embedded box plot, and the distribution of GPT ratings is indicated at the top of each
plot.

a data shift between job ads and ontological data.522

Qualitative analysis suggests that many misclassi-523

fications are non-critical, with English occupation524

assignments frequently preferring 4-digit classes.525

This may stem from the initial scarcity of English526

data at CH-ISCO level 5.527

6.4 Results: Evaluation on Held-Out Test Sets528

To assess the model’s generalization to unseen job529

ads, we evaluate jobLMde-MNR on a held-out test530

set, leveraging both SJMM data and GPT-based531

external validation. This analysis focuses on the532

best-performing SJMM&Top3Large fine-tuning.533

GPT-based ratings on the human-validated ran-534

dom test set (100 job ads, 25 per language) confirm535

improved agreement for top-ranked SBERT sug-536

gestions, demonstrating the effectiveness of the537

fine-tuning approach. The SJMM&Top3Large up-538

date significantly enhances GPT alignment with539

top SBERT suggestions. As shown in Table 9, the540

proportion of top-ranked suggestions rated as ac-541

ceptable or perfect matches (≥ 0.5) reaches 95%542

for German (from 84%), 92% for French (from543

77%), 91% for English (from 76%), and 81% for544

Italian (from 73%). These results confirm substan-545

tial consistency gains through the update. At the546

same time, the ads with silver standard SJMM oc-547

cupation classes on Top-1 SBERT rank raise from548

43% to 60% for German, from 30% to 47% for549

French, from 37% to 47% for Italian, from 32%550

to 45% for English. Further manual validation is551

needed to assess actual issues in the silver data.552

Overall, these results demonstrate the553

SJMM&Top3Large update’s effectiveness in554

refining SBERT’s top-ranked predictions, in- 555

creasing GPT validation scores, and improving 556

alignment with task-specific classification needs. 557

6.5 Multiple Rounds of LLM Refinement 558

In a last experiment, we tested whether a second 559

round of GPT annotations on newly misaligned 560

cases improves performance further (Clavié and 561

Soulié, 2023). When performing incremental up- 562

dates, performance degraded slightly. Small addi- 563

tional gains only occur when combining new data 564

into a single large update. Sequential incremental 565

updates can degrade generalization, suggesting it 566

is more effective to do a comprehensive retraining 567

with all curated data at once. 568

7 Conclusion and Future Work 569

We demonstrate that LLM-assisted data curation 570

can effectively refine noisy SJMM occupation la- 571

bels and significantly improve SBERT-based clas- 572

sification of multilingual job postings. While 573

some ontology knowledge is attenuated by the task- 574

specific updates, the overall classification accuracy 575

on job ads improves substantially. 576

Future Directions. To further enhance multi- 577

lingual occupation classification, future research 578

should focus on (1) obtaining more reliable human 579

annotations for critical occupations, (2) refining 580

English labels to reduce granularity mismatches, 581

and (3) exploring advanced fine-tuning strategies, 582

such as iterative domain adaptation or synthetic job 583

ad generation, to better retain ontology alignment 584

while improving task performance. 585
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Limitations586

While our approach significantly improves ISCO587

classification of multilingual job postings, several588

limitations remain.589

Dependence on Silver-Standard Data. The590

refinement process relies on silver-standard job la-591

bels from the Swiss Job Market Monitor (SJMM),592

which may contain systematic biases due to legacy593

classification schemes. Although LLM-based val-594

idation helps mitigate inconsistencies, it cannot595

fully resolve underlying errors in the original data.596

Ontology Drift. Fine-tuning on job postings597

shifts the model away from ontology-based classi-598

fication, reducing accuracy on structured occupa-599

tional taxonomies. While Top-3 accuracy remains600

high (95%), the decline in Top-1 performance sug-601

gests that additional strategies are needed to bal-602

ance task-specific adaptation with ontology reten-603

tion.604

Cross-Lingual Performance Gaps. Despite605

gains from multilingual fine-tuning, performance606

remains uneven across languages. English shows607

lower classification accuracy compared to German608

and French, likely due to limited training data and609

fewer fine-grained occupational labels at CH-ISCO610

level 5. Further adjustments to training data distri-611

bution may be necessary to close this gap.612

LLM Annotation Stability. Although GPT-613

based rating is internally consistent, agreement614

with human annotators varies, particularly for am-615

biguous occupations. The system’s reliance on616

in-context learning means that results may be sen-617

sitive to prompt variations, requiring careful tun-618

ing to ensure stable outputs across different rating619

tasks.620

Computational Cost. Our approach requires621

multiple rounds of LLM annotation using a com-622

mercial API. The experiments could be extended623

to include strong open-source LLMs.624

Lack of Independent Human Evaluation.625

While domain experts annotated a challenge set626

to benchmark GPT ratings, the broader evaluation627

lacks a fully independent human assessment of628

model outputs. A larger-scale human annotation629

effort would provide a more definitive validation630

of classification accuracy.631

Future work should address these challenges by632

incorporating human-in-the-loop validation, explor-633

ing more efficient update strategies.634
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Lg. Occupation Description
de Controllerin Controller/Controllerinnen

prüfen und analysieren
Jahresabschlüsse, Budgets,
Finanzberichte und Geschäft-
spläne auf fehlerbedingte
oder betrügerische Un-
regelmäßigkeiten und beraten
ihre Kunden zu Themen wie
Finanzprognose und Risikoanal-
yse. Sie können Finanzdaten
prüfen, Insolvenzfälle verwal-
ten, Steuererklärungen erstellen
und in Bezug auf die geltenden
Rechtsvorschriften weitere
Steuerberatung anbieten.

en Software
tester

Software testers perform soft-
ware tests. They may also
plan and design them. They
may also debug and repair soft-
ware although this mainly corre-
sponds to designers and devel-
opers. They ensure that appli-
cations function properly before
delivering them to internal and
external clients.

fr Médecin
généraliste

Les médecins généralistes œu-
vrent à la promotion de la santé,
à la prévention, décèlent des
pathologies, posent des diagnos-
tics et traitent des maladies; ils
encouragent la guérison de mal-
adies physiques et psychiques et
de troubles de la santé de toutes
sortes pour toutes les personnes,
indépendamment de leur âge, de
leur sexe ou du type de prob-
lème de santé qui les affecte.

it Meccanica
riparatore
di motori
diesel

I meccanici riparatori di motori
diesel curano la riparazione e
manutenzione di tutti i tipi di
motori diesel. Utilizzano at-
trezzi manuali, strumenti di mis-
urazione di precisione e mac-
chine utensili per individuare
guasti, problemi, smontare i mo-
tori, nonché esaminare e cam-
biare parti difettose ed eccessi-
vamente usurate.

Table 6: Examples of occupations from ESCO in Ger-
man (de), English (en), French (fr), and Italian (it) with
their corresponding descriptions.

[BJT] Digital Channel Manager (m/f) [EJT] Re-
sponsibilities: - Manage the website from re-
quirements to the realization. - Gather feedback
from internal and external stakeholders. - Sup-
port and assure correct implementation within
the ecosystem, including testing, monitoring and
training. - Preparation, organization and imple-
mentation of testing periods. - Introduction and
assurance of success monitoring for all digital
touchpoints. ... Technical background and min-
imum 3-5 years of work experience with solid
understanding of IT, specifically content man-
agement and tracking systems ... Experience in
project management and profound perception
of how IT applications and business processes
are linked. Fluent in German and English. ...
Flexible working time model.

[BJT] Lebensmittelverkäufer [EJT] möglichst
mit Lehrabschlussprüfung.
[BJT] Food salesperson [EJT] Preferably with
a vocational diploma.

Table 7: Example of extracted and preprocessed occupa-
tion information from an English and a German job ad.
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Input Text Top-1 Suggestion SJMM Classifica-
tion

[BJT] Chief Architect / Technology Partner [EJT]
Being part of the pan-European technology office
of Banking and Financial Services industry practice,
you will also have responsibility to collaborate with
fellow architects and solution SMEs to ...

25111 Systemana-
lytiker, Architektur
und Controlling
(System analyst,
architecture and
controlling)

21610 Architekten
(Building Archi-
tects)

[BJT] Stage di pratica in cure (studente medicina)
[EJT] Lo stage di 4 settimane è richiesto da alcune
facoltà di medicina della Svizzera . . . (Internship in
care (medical student). The 4-week internship is re-
quired by certain medical faculties in Switzerland. . . )

32560 Medizinis-
che Assistenten
(Medical Assis-
tants)

22100 Ärzte, onA
(Medical Doctors,
unspecified)

Table 8: Shortened and translated examples of job ads with top-1 predictions from model jobLMde-MNR and
corresponding SJMM classifications.

Random sample
de en fr it

orig updated orig updated orig updated orig updated
% ads with GPT rating ≥ 0.5:
in Rank 1 84% 95% 76% 91% 77% 92% 73% 81%
in Ranks 1-2 94% 98% 89% 98% 87% 96% 82% 93%
in Ranks 1-3 96% 99% 94% 98% 93% 99% 91% 97%
% ads with GPT rating = 1:
in Rank 1 62% 83% 42% 68% 46% 67% 56% 67%
in Ranks 1-2 74% 90% 61% 79% 62% 79% 71% 83%
in Ranks 1-3 87% 95% 73% 92% 71% 92% 80% 90%
% ads with SJMM Occupation:
in Rank 1 43% 60% 32% 45% 30% 47% 37% 47%
in Ranks 1-2 58% 71% 43% 57% 39% 64% 46% 58%
in Ranks 1-3 66% 82% 47% 66% 43% 74% 51% 65%
Mean Ratings:
SJMM Occupation 0.75 0.78 0.70 0.66 0.77 0.73 0.70 0.68
SBERT Rank 1 0.73 0.89 0.59 0.80 0.62 0.79 0.64 0.74
SBERT Rank 2 0.38 0.48 0.42 0.45 0.34 0.43 0.36 0.42
SBERT Rank 3 0.36 0.34 0.32 0.40 0.26 0.33 0.24 0.28
Overall Mean Rating 0.44 0.48 0.44 0.48 0.42 0.44 0.40 0.43

Table 9: Performance of pre-fine-tuned and SJMM&Top3Large-updated jobLMde-MNR across random held-out
test sets for German (de), English (en), French (fr), and Italian (it). The table shows percentages of job ads with
0.5- or 1-rated GPT suggestions in ranks 0–3, and SJMM occupations in ranks 0–3, along with mean rating scores
for SJMM occupations and SBERT candidates. The random set includes 25 ads per language languages, with four
suggestions per ad.
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You are a specialist in assigning Swiss -
specific CHISCO codes to job
postings from Switzerland. CHISCO is
an extension of the International

Standard Classification of
Occupations (ISCO), specific to
Switzerland. Each class has a
numerical identifier and a textual
label (e.g., "12110 Führungskräfte
im Bereich Finanzen ").The first 4
digits correspond to the ISCO code ,
and the 5th digit represents the
Swiss -specific extension (0
indicates a direct match to the ISCO
code).

Task:
Evaluate the suggested CHISCO class

candidates based on the job posting
text provided.

Input:
A job ad (in German , French , English , or

Italian) and a list of CHISCO class
candidates , each with its code ,

label , and example occupational
titles.

Evaluation:
Rate each CHISCO candidate based on

relevance to the job ad:
- 1: The CHISCO candidate matches the

job ad very well.
- 0.5: The CHISCO candidate somewhat

matches the job ad.
- 0: The CHISCO candidate does not match

the job ad at all.

Consider for your evaluation:
- More than one candidate can be

partially or fully correct.

...

Figure 5: Excerpt of the system prompt for GPT’s CH-
ISCO-19 evaluation task in example-based settings, fo-
cusing on content instructions while omitting technical
formatting details.

Consider for your evaluation:
- More than one candidate can be

partially or fully correct.
- CHISCO candidates that start with '1'

(e.g., 12212 Führungskräfte in
Marketing) are reserved for
executives and managers with
significant decision -making
authority and responsibility for an
organizational unit (strategic ,
financial , or staffing), requiring a
high skill level. Supervisors or

positions involving team leadership
do not qualify per se for these
categories.

Figure 6: Expanded instruction for handling managerial
positions in the system prompt for GPT ratings (freqEx-
promp2).
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Figure 7: Top1–3 accuracy (%) on ontology evaluation data (n=108k) in ISCO-5digit classification of jobLMde-
MNR, before and after updates with two different training data settings. Top1 accuracy percentages are displayed on
the bars.
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