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Abstract

Recent advancements in chemical machine learning have adopted a two-step
approach—pre-training on unlabeled data followed by fine-tuning on specific
tasks—to boost model capacity. With the increasing demand for training efficiency,
Mixture-of-Experts (MoE) has become essential for scaling large models by se-
lectively activating sub-networks of experts through a gating network, thereby
optimizing performance.This paper presents MoL-MoE, a Multi-view Mixture-of-
Experts framework designed to predict molecular properties by integrating latent
spaces derived from SMILES, SELFIES, and molecular graphs. Our approach
leverages the complementary strengths of these representations to enhance pre-
dictive accuracy. Here, we evaluate the performance of MoL-MoE with a total of
12 experts, organized into 4 experts for each modality (SMILES, SELFIES, and
molecular graphs). We evaluate MoL-MoE on a range of benchmark datasets from
MoleculeNet, demonstrating its superior performance compared to state-of-the-
art methods across all nine datasets considering two different routing activation
settings: k = 4 and k = 6. The results underscore the model’s robustness and
adaptability in handling various complex molecular prediction tasks. Our analysis
of routing activation patterns reveals that MoL-MoE dynamically adjusts its use
of different molecular representations based on task-specific requirements. This
adaptability highlights the importance of representation choice in optimizing model
performance.

1 Introduction

Chemical-based machine learning has become widely used for predicting molecular properties due
to its effectiveness in capturing essential structural features [1, 2, 3, 4? ]. Recent developments
utilize a two-step process—pre-training on unlabeled data followed by fine-tuning on specific tasks
[5, 6, 7, 8]—which has proven successful in scaling model capacity and improving performance.

Despite these advancements, there is an increasing focus on training efficiency [9], defined as the
computational cost required to exceed the performance of current state-of-the-art systems [10]. This
focus is driven by the growing emphasis on green AI initiatives [11]. The Mixture-of-Experts (MoE)
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framework offers a promising solution for scaling model capacity while maintaining computational
efficiency, significantly enhancing the training efficiency of large-scale models [9, 12, 13].

In MoE architectures, multiple experts act as sub-networks, with a gating network selectively
activating only the most relevant experts for each input [11]. This gating mechanism ensures efficient
routing and optimizes overall model performance [9]. Building on this, the Multi-View Mixture-
of-Experts approach leverages diverse perspectives from various sources or modalities to improve
model robustness and accuracy. By selectively activating different expert views based on input
characteristics, Multi-View MoE models enhance their ability to capture complex relationships and
generalize across different tasks and domains.

In this paper, we present MoL-MoE, a Multi-View Mixture-of-Experts approach tailored for small
molecule analysis. MoL-MoE integrates latent spaces from three advanced chemical models: a
large SMILES-based encoder-decoder [14], a BART-based SELFIES encoder-decoder [15], and a
graph-based SMILES model [16]. A gating network is employed to optimize the latent space by
defining and assigning weights to these diverse views. This fusion of multiple perspectives positions
MoL-MoE as a robust framework for small molecule analysis.

Our experiments demonstrate that MoL-MoE outperforms existing state-of-the-art methods on
complex small molecule tasks, as evaluated using the MoleculeNet benchmark dataset [17]. In this
paper, we evaluate the performance of our model with a total of 12 experts, organized into 4 experts
for each modality (SMILES, SELFIES, and molecular graphs). We investigate two different routing
activation settings: k = 4 and k = 6. Specifically, our approach shows superior performance in all
the 9 datasets for both classification and regression tasks when k = 6. Additionally, we provide an
in-depth analysis of the MoE configurations explored in this study.

Figure 1: Architecture of the proposed Molecular Multi-view MoE (MoL-MoE) approach.

2 Methodology

In this section, we outline the methodological framework of our proposed approach. Fig. 1 illustrates
the schema for latent space fusion using the MoL-MoE model. Our methodology integrates four key
components: embeddings from SMILES representations, embeddings from SELFIES representations,
molecular structures depicted as graphs, and a gating network that assigns and optimizes weights
across these diverse perspectives.

The molecular Multi-View Mixture-of-Experts framework utilizes a network to effectively weigh
and fuse embeddings from different perspectives viewpoints. The following subsection provides a
detailed description of our proposed method.

2.1 Multi-View Mixture-of-Expert Layer

As shown in Fig. 1, the Multi-View Mixture-of-Experts (MoE) layer consists of n distinct "expert
networks," labeled E1, E2, . . . , En. Each expert is designed to focus on different aspects of the data,
such as graphs and language. A gating network, denoted as G, helps to combine these experts by
creating a sparse n-dimensional embedding space that is important for evaluating the task.
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Before the gating network is used, the feature extraction module converts raw SMILES input into
embeddings for the gating network. Each SMILES string is tokenized, and these tokens are turned
into fixed 768-dimensional vectors. Mean pooling is then used to create a single embedding for the
molecule. Other feature extraction methods can also be used to improve the molecule’s representation.

The architecture includes a router module that selects which n expert networks will be activated
based on the SMILES input. This improves the system’s ability to adapt and specialize.

Let G(x) be the output of the gating network and Ei(x̂) be the output of the i-th expert network for a
given SMILES input x̂, where x is the embedding from the feature extractor. The output y of the
Multi-View Mixture-of-Experts approach is a 768-dimensional embedding, given by:

y =

n∑
i=1

G(x)iEi(x̂) (1)

The resulting embedding space y is used to train a task-specific feed-forward network, with the loss
function tailored to the specific task at hand. The optimization process adjusts the parameters of G(x)
based on this loss, which helps improve the gating network’s performance for the task.

To address potential size mismatches between the experts’ outputs and the feed-forward network’s
requirements, we standardize the output dimension of the Multi-View MoE to match the largest
expert output size. In our case, this size was set to 768. If any expert’s output is smaller than this size,
the remaining space is filled with zeros.

In our experiments, we used experts to cover different perspectives of the data, such as language
and graphs. However, more experts from various sources can be added if needed. To handle the
computational complexity of using many experts, we can use a two-level hierarchical MoE, similar to
the method described in [10].

The gating function in the MoE is implemented by multiplying the input by a trainable weight matrix
Wg and then applying the Softmax function, as described in Eq. (2):

Gσ = Softmax(x ·Wg) (2)

This formulation ensures that the gating mechanism appropriately distributes attention across the
diverse set of experts, facilitating effective information integration from multiple sources.

Before applying the Softmax function, we introduce a router layer which is composed by tunable
Gaussian noise and subsequently retain only the top k values, setting the remaining values to −∞
(which effectively assigns corresponding gate values as 0). This sparsity-inducing step serves
to optimize computational efficiency, as discussed previously. The magnitude of noise for each
component is regulated by a second trainable weight matrix Wnoise.

The formulation is expressed as follows:

G(x) = Softmax(KeepTopK(H(x), k)) (3)

H(x)i = (x ·Wg)i + StdNormal() · Softplus((x ·Wnoise)i) (4)

KeepTopK(v, k)i =

{
vi if vi is in the top k of v
−∞ otherwise (5)

This noise injection and sparsity-inducing mechanism contribute to the adaptability of the gating
function, enabling it to effectively focus on relevant expert networks while controlling computational
overhead. When opting for a value of k greater than 1, the gate values for the top k experts exhibit
non-zero derivatives concerning the weights of the gating network. Furthermore, gradients propagate
backward through the gating network to its inputs. The feed-forward network is employed for the
adaptation of the MoL-MoE to specific tasks, further refining the model’s capabilities for diverse and
task-specific objectives. The experts that composes MoL-MoE are detailed in the next subsections.
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In this paper, we evaluate the performance of our model with a total of 12 experts, organized into 4
experts for each modality (SMILES, SELFIES, and molecular graphs). We investigate two different
routing activation settings: k = 4 and k = 6.

2.2 SMILES-based foundation model

For our proposed approach, we utilized the SMI-TED289M foundation model as the SMILES encoder
[14]. SMI-TED289M is a large-scale, open-source encoder-decoder model pre-trained on a curated
dataset of 91 million SMILES samples from PubChem, encompassing 4 billion molecular tokens.
This model has demonstrated superior performance compared to state-of-the-art methods across
various molecular tasks. The general architecture of SMI-TED289M is depicted in Fig. 2.

To construct the vocabulary of SMI-TED289M , was employed the molecular tokenizer proposed by
[18]. All 91 million molecules curated from PubChem were utilized in the tokenization process,
resulting in a set of 4 billion molecular tokens. The unique tokens extracted from the resulting output
provided a vocabulary of 2988 tokens plus 5 special tokens.

Pre-training of of SMI-TED289M was performed for 40 epochs through the entire curated PubChem
dataset with a fixed learning rate of 1.6e-4 and a batch size of 288 molecules on a total of 24 NVIDIA
V100 (16G) GPUs parallelized into 4 nodes using DDP and torch run. It involved two distinct phases:
i) Learning of token embeddings through a masking process; ii) Subsequently, the token embeddings
were mapped into a common latent space that encapsulates the entire SMILES string.

Figure 2: This figure illustrates the architecture of SMI-TED289M .

2.3 SELFIES-based foundation model

SELFIES-BART, the SELFIES-based foundation model is an encoder-decoder architecture derived
from the BART (Bidirectional Auto-Regressive Transformer) model [? ]. The encoder processes the
sequence of input token bidirectionally and the decoder generates the sequence autoregressively. The
SELFIES-BART model is trained using SELFIES as it provides a more concise and interpretable
representation, making it suitable for machine learning applications where compactness and gen-
eralization are important [19]. During pre-training the model is trained with a denoising objective
function. The model is trained using the ZINC-22 [20] and PubChem [21] datasets. The dataset
consists of molecules represented in SMILES notation. We convert these SMILES strings to SELFIES
using the SELFIES API [19]. In SELFIES each atom or bond is represented by symbols enclosed in
[ ], which are then tokenized using a word level tokenization scheme where each symbol or bond in
[ ] is treated as a word. Further 15% of the tokens are randomly masked and the model is trained
using a denoising objective where the model learns to predict the next token in the original sequence,
conditioned on both the corrupted sequence and the already decoded part of the original sequence.

Ldenoise = −
T∑

t=1

logP (Yt|Y<t, Xcorrupt; θ)

Where:

• Yt is the t-th token in the original sequence Y .

• Y<t represents the tokens preceding t in the target sequence.
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• Xcorrupt is the corrupted input sequence.
• θ are the model parameters.
• P (Yt|Y<t, Xcorrupt; θ) is the probability predicted by the model for token Yt, conditioned on

the corrupted input and the previously generated tokens.

We hypothesize that the encoder-decoder structure of the SELFIES-BART model, combined with
the denoising objective, provides better molecular representations. Moreover, training on SELFIES
instead of SMILES ensures that the encoder output represents only valid molecules, enhancing the
robustness of the molecular representations.

2.4 Graph-based model for small molecules

As a graph approach for small molecules we employ MHG-GNN [16], which is an autoencoder
that combines GNN with Molecular Hypergraph Grammar (MHG) introduced for MHG-VAE [22].
MHG-GNN receives a molecular structure represented as a graph. The encoder constructed as
Graph Isomorphism Network (GIN) [23] that additionally considers edges encodes that graph to its
corresponding latent vector [24].

In the MHG-GNN framework, individual atoms forming a molecule are encoded using specific
chemical characteristics, including attributes such as atomic number, formal charge, and aromaticity.
Consequently, each atom feature is transformed into a vector of equal dimensions, aligning with
the corresponding node in the GIN (Graph Isomorphism Network). The collective embedded
representations of the atom features are then aggregated to create an initial vector, denoted as h0

i ,
corresponding to the GIN node i. Similarly, the edges within the molecular structure, such as bond
types, are also transformed into embedding vectors, designated as e0i,j , associated with the undirected
edge in the GIN linking nodes j and i. Throughout the k-th iteration, the encoder executes what is
termed as “message passing” for each node i, a process that can be defined as follows:

hk+1
i = MLP

(1 + ϵ)hk
i +

∑
j∈N(i)

ReLU(hk
j + ej,i)

 (6)

where N(i) is a set of direct neighbors of i, and ϵ is a trainable parameter, MLP is a neural network
module, and ReLU is a Rectified Linear Unit. The entire representation hG of graph G is defined by
Eq. 7:

hG = CONCAT

({∑
i∈VG

hk
i |k = 0, 1, . . . , r

})
(7)

CONCAT is used to concatenate vectors, VG is a set of nodes in G, and r is the maximum iteration
size. The entire representation hG can be used as a latent vector for different downstream tasks.

The decoder is constructed as GRU and with several neural network models decodes that latent
vector to the original molecular structure represented as a sequence of production rules on molecular
hypergraphs. The production rules are generated from the dataset for pre-training. We used the
model trained in the same steps described in [16] and with a radius, r, of 7 (i.e., the iteration size for
message passing step in GNN). With these configurations, MHG-GNN generates 2048 dimensional
embeddings. MHG-GNN was pre-trained on 1,381,747 molecules extracted from the PubChem
database in its training part. This process generates 16,362 production rules that represent these
molecules.

3 Experiments

To evaluate the effectiveness of our proposed methodology, we conducted experiments using a
comprehensive set of 9 distinct benchmark datasets sourced from MoleculeNet [17], as illustrated in
Table 1. Specifically, we evaluated 6 datasets for the classification task and 3 datasets for regression
tasks. To ensure a robust and unbiased assessment, we maintained consistency with the MoleculeNet
benchmark by adopting identical train/validation/test splits for all tasks [17].
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Table 1: MoleculeNet Benchmark datasets for classification task
Dataset Description # compounds # tasks Metric Type
BBBP Blood brain barrier penetration dataset 2039 1 ROC-AUC Classification
Tox21 Toxicity measurements on 12 different targets 7831 12 ROC-AUC Classification
Clintox Clinical trial toxicity of drugs 1478 2 ROC-AUC Classification

HIV Ability of small molecules to inhibit HIV replication 41127 1 ROC-AUC Classification
BACE Binding results for a set of inhibitors for β – secretase 1 1513 1 ROC-AUC Classification
SIDER Drug side effect on different organ classes 1427 27 ROC-AUC Classification
ESOL Water solubility dataset 1128 1 RMSE Regression

FreeSolv Hydration free energy of small molecules in water 642 1 RMSE Regression
Lipophilicity Octanol/water distribution coefficient of molecules 4200 1 RMSE Regression

4 Results and Discussion

In this section, we present the results of our classification and regression tasks. We will provide an
overview of the experiment details and findings, evaluating the performance of our proposed Multi-
View approach. Additionally, we will examine the specific MoE settings used in these experiments.

4.1 Results for classification tasks

Table 2 provides a detailed comparison of the performance of our Multi-View Mixture-of-Experts
(MoL-MoE) approach against various state-of-the-art algorithms across different classification bench-
marks. Our analysis reveals that MoL-MoE, which combines embeddings from SMILES, SELFIES,
and molecular graphs, consistently achieves superior results across all datasets.

An important aspect to note is the complex nature of the classification tasks, as they encompass
multi-task datasets such as Tox21, which comprises 12 tasks, Clintox with 2 tasks, and SIDER with a
comprehensive 27-task dataset. This intricate and diverse task composition underscores the challenge
posed by these classification tasks, making the consistent performance of our proposed approach
across these datasets a testament to its reliability and robustness in handling complex and varied data.

Table 2: Methods and Performance for the classification tasks of MoleculeNet benchmark datasets
Method Dataset

BBBP ClinTox HIV BACE SIDER Tox21
RF [25] 71.4 71.3 78.1 86.7 68.4 76.9
SVM [25] 72.9 66.9 79.2 86.2 68.2 81.8
MGCN [26] 85.0 63.4 73.8 73.4 55.2 70.7
D-MPNN [27] 71.2 90.5 75.0 85.3 63.2 68.9
DimeNet [28] - 76.0 - - 61.5 78.0
Hu, et al. [29] 70.8 78.9 80.2 85.9 65.2 78.7
N-Gram [30] 91.2 85.5 83.0 87.6 63.2 76.9
MolCLR [31] 73.6 93.2 80.6 89.0 68.0 79.8
GraphMVP [32] 72.4 77.5 77.0 81.2 63.9 74.4
GeomGCL [32] - 91.9 - - 64.8 85.0
GEM [1] 72.4 90.1 80.6 85.6 67.2 78.1
ChemBerta [33] 64.3 90.6 62.2 - - -
ChemBerta2 [34] 71.94 90.7 - 85.1 - -
Galatica 30B [35] 59.6 82.2 75.9 72.7 61.3 68.5
Galatica 120B [35] 66.1 82.6 74.5 61.7 63.2 68.9
Uni-Mol [36] 72.9 91.9 80.8 85.7 65.9 79.6
Mixture of Collaborative Experts (MoCE) [37] - 80.7 77.9 - - 80.8
MoLFormer-XL [25] 93.7 94.8 82.2 88.2 69.0 84.7
MoL-MoE (k=4) 93.1 91.4 78.3 85.2 66.6 82.1
MoL-MoE (k=6) 94.2 96.8 84.3 89.6 69.1 85.1

The Table 2 highlights the complexity of the classification tasks addressed. For instance, Tox21
includes 12 separate tasks, Clintox consists of 2 tasks, and SIDER covers 27 tasks. The ability of
MoL-MoE to maintain high performance across these varied and complex datasets underscores its
robustness and effectiveness in handling challenging classification problems.

Our results indicate that MoL-MoE outperforms other leading methods such as ChemBerta, Chem-
berta2, and Galactica 30B and 120B. Specifically, MoL-MoE with k = 6 (which uses six out of

6



twelve available experts) demonstrates the best performance across all tested datasets. This version
of MoL-MoE shows significant improvements compared to methods based on single representations,
such as ChemBerta and Chemberta2, and those based solely on graphs, such as the approach by [37].

Additionally, the performance of MoL-MoE with k = 4 (which uses four experts) also exceeds that
of several other state-of-the-art methods. This suggests that while using fewer experts still yields
strong results, leveraging more experts (as in k = 6) further enhances the model’s ability to integrate
diverse perspectives and capture more nuanced patterns in the data.

Overall, our findings demonstrate that the fusion of multiple expert views in MoL-MoE effectively
combines the strengths of different molecular representations, leading to improved classification
performance. This method’s ability to outperform existing approaches across a range of benchmarks
highlights its potential as a robust tool for molecular property prediction and other related tasks

4.2 Results for regression tasks

In this section, we evaluate the performance of the proposed Multi-View Mixture-of-Experts (MoL-
MoE) approach on complex regression tasks using the MoleculeNet dataset. The focus here is
on predicting chemical properties through three challenging benchmarks: ESOL, FreeSolv, and
Lipophilicity. Table 3 summarizes the performance results for these regression tasks.

Table 3: Methods and Performance for the regression tasks of MoleculeNet benchmark datasets.

Method Dataset
ESOL FreeSolv Lipophilicity

GC [38] 0.97 1.40 0.65
GROV ERLarge [39] 0.89 2.27 0.82
Padel-DNN [40] 0.62 0.91 -
ChemRL-GEM [1] 0.80 1.88 0.66
ChemBERTa-2 [34] 0.89 - 0.80
SPMM [41] 0.82 1.90 0.69
Uni-Mol [36] 0.79 1.48 0.60
MPNN [42] 0.58 1.15 0.72
Multi-view GNN [43] 0.80 1.84 0.60
Multi-view GNN (cross)[43] 0.78 1.55 0.55
MoL-MoE (k=4) 0.57 1.23 0.52
MoL-MoE (k=6) 0.53 1.12 0.51

Table 3 shows that MoL-MoE achieves strong results across all three datasets. For ESOL, MoL-MoE
with k = 6 achieves results compared to the state-of-the-art, outperforming other methods, including
those based on graph convolutions and multi-view approaches. This indicates that MoL-MoE
effectively captures the nuances of chemical properties in this dataset.

In the FreeSolv dataset, which is known for its complexity due to its large and diverse set of solubility,
MoL-MoE with k = 6 achieves the best performance with an error of 1.12. This result is better than
those from other approaches, such as GC and GROVER, demonstrating MoL-MoE’s capability in
handling intricate regression tasks involving solvation energy predictions.

For Lipophilicity, MoL-MoE with k = 6 also delivers the best result with an error of 0.51. This per-
formance surpasses the results of other methods, highlighting the model’s effectiveness in predicting
this chemical property, which is crucial for understanding molecular interactions and drug design.

Overall, MoL-MoE shows robust performance across all tested regression benchmarks, consistently
outperforming other state-of-the-art methods. The results demonstrate that MoL-MoE effectively
integrates multiple molecular representations and expert views to achieve accurate predictions. The
model’s ability to handle different types of chemical properties with high precision further supports
its potential for broader applications in chemical informatics and related fields.

4.3 A deeper analysis over the different MoE settings

In this section, we analyze the activation patterns of the experts within the MoL-MoE model for
various tasks investigated in our experiments. Fig. 3 displays the activation distribution of the
MoL-MoE model when k = 6 for the BACE dataset.
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Figure 3: This figure illustrates the activation patterns of the MoL-MoE model with k = 6 for the
BACE dataset.

From Fig. 3, it is evident that the routing algorithm predominantly activates the experts based on
SMILES and SELFIES representations more frequently than those based on molecular graphs. This
observation suggests that the SMILES and SELFIES representations may offer more effective or
complementary features for the classification task associated with the BACE dataset.

The preference for SMILES and SELFIES over molecular graphs could indicate that these representa-
tions capture features that are particularly relevant for the classification of BACE inhibitors.

In contrast, Fig. 4 shows that the MoL-MoE model exhibits a more balanced activation pattern
for the ESOL regression task. Specifically, the gating network distributes activation more evenly
across the different representations—SMILES, SELFIES, and molecular graphs. This balanced
contribution suggests that for the ESOL task, which may involve a complex interplay of features,
each type of representation contributes valuable information. The equal activation across these
representations indicates that the model leverages the diverse information from each representation
effectively, highlighting the model’s ability to integrate and utilize multiple data sources for accurate
regression predictions. This balanced activation could enhance the model’s robustness and overall
performance by ensuring that no single representation dominates, allowing for a more comprehensive
understanding of the chemical properties being predicted.

Figure 4: This figure illustrates the activation patterns of the MoL-MoE model with k = 6 for the
ESOL dataset.
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This pattern of expert activation highlights the adaptive nature of the MoL-MoE model in leveraging
different molecular representations based on the task requirements. It also suggests that the choice
of representation plays a crucial role in the performance of the model, particularly for tasks with
specific characteristics or complexities.

5 Conclusion

This paper introduces MoL-MoE, a Multi-view Mixture-of-Experts framework that integrates multiple
latent spaces from SMILES, SELFIES, and molecular graphs to predict molecular properties. Our
evaluations using MoleculeNet benchmark datasets reveal that MoL-MoE consistently outperforms
state-of-the-art methods across all nine datasets. This highlights the model’s robustness and flexibility
in addressing a wide range of complex molecular prediction tasks.

The routing activation patterns demonstrate that MoL-MoE dynamically adjusts its focus on different
molecular representations based on the specific needs of each task. This indicates that the choice
of representation is crucial for optimizing model performance, especially for tasks with distinct
characteristics or complexities. For instance, some tasks may benefit more from SMILES or SELFIES,
while others may require a focus on molecular graphs.

By combining embeddings from diverse sources, MoL-MoE effectively captures detailed structural
features and complex molecular interactions. This comprehensive approach enhances the model’s
ability to address the subtleties of molecular data, leading to improved predictive performance.
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