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Abstract

Evaluations of creative stories generated by001
large language models (LLMs) often focus on002
objective properties of the text, such as its003
style, coherence, and toxicity. While these met-004
rics are indispensable, they do not speak to a005
story’s subjective, psychological impact from006
a reader’s perspective. We introduce the Psy-007
chological Depth Scale (PDS), a novel frame-008
work rooted in literary theory that measures an009
LLM’s ability to produce authentic and narra-010
tively complex stories that provoke emotion,011
empathy, and engagement. We empirically012
validate our framework by showing that hu-013
mans can consistently evaluate stories based014
on PDS (0.72 Krippendorff’s alpha). We also015
explore techniques for automating the PDS to016
easily scale future analyses. GPT-4o, com-017
bined with a novel Mixture-of-Personas (MoP)018
prompting strategy, achieves an average Spear-019
man correlation of 0.51 with human judgment020
while Llama-3-70B scores as high as 0.68 for021
empathy. Finally, we compared the depth of022
stories authored by both humans and LLMs.023
Surprisingly, GPT-4 stories either surpassed or024
were statistically indistinguishable from highly-025
rated human-written stories sourced from Red-026
dit. By shifting the focus from text to reader,027
the Psychological Depth Scale is a validated,028
automated, and systematic means of measuring029
the capacity of LLMs to connect with humans030
through the stories they tell.031

1 Introduction032

Stories play a crucial role in our understanding of033

ourselves and the world around us (Langer, 1942;034

Kaniss, 1991). As large language models (LLMs)035

are increasingly deployed in narrative design and036

creation, their growing impact on how stories are037

told calls for a deeper understanding of their narra-038

tive power. Current evaluations of LLM-generated039

stories often focus on objective properties of the040

text such as discourse structure (Liu et al., 2024),041

fluency (Gómez-Rodríguez and Williams, 2023),042

Figure 1: In this GPT-4 story, the psychological depth
scale highlights strengths and weaknesses contributing
to the overall reader experience, providing additional
quality signals over traditional metrics more likely to
saturate. Scores are normalized 1-5 for comparison.

style (Wang et al., 2024b), creativity (Chakrabarty 043

et al., 2023), diversity (Gehrmann et al., 2021), tox- 044

icity and bias (Wang et al., 2024a). However, it 045

is crucial to extend these evaluations to accommo- 046

date the subjective, psychological impact stories 047

have on readers. While some studies have recently 048

explored aspects like empathy (Ma et al., 2020; 049

Sabour et al., 2022) and engagement (Ghazarian 050

et al., 2020; Xu et al., 2022), they do not fully cap- 051

ture the multifaceted and interconnected nature of 052

the reading experience. 053

Recognizing this gap, our study introduces a 054

novel approach to measuring the psychological 055

depth of short stories. We present the Psychologi- 056

cal Depth Scale (PDS), drawing inspiration from 057

two literary theory frameworks: reader-response 058

criticism (Holland, 1989) and text world theory 059

(Gavins, 2007a). Reader-response criticism em- 060

phasizes the reader’s subjective experience, while 061

text world theory examines how readers cognitively 062

construct a nuanced and realistic mental model of a 063

story. Using related search terms, we conducted an 064

extensive literature review of 95 peer-reviewed arti- 065
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cles and books, identified 143 different evaluation066

criteria, and merged many of the broader themes067

into five key metacomponents: empathy, engage-068

ment, emotion provocation, authenticity, and nar-069

rative complexity. By recognizing the dual roles070

of authors and readers in creating and interpret-071

ing narratives, we aim to offer a more streamlined072

and comprehensive framework for assessing the073

psychological depth of creative content (Figure 1).074

To empirically validate the PDS, we conducted075

a study involving non-expert humans, who are in-076

creasingly engaging with creative content gener-077

ated by LLMs. We enlisted five undergraduate078

students from a US public university to analyze079

a dataset of 97 stories authored by humans and080

five contemporary LLMs. The raters provided psy-081

chological depth ratings and predictions on hu-082

man or machine authorship, with detailed justi-083

fications. This approach addresses three critical084

research questions to explore the intersection of085

LLMs and the psychological nuances of creative086

writing.087

RQ1. How consistently can well-informed hu-088

mans judge psychological depth? The Psy-089

chological Depth Scale achieved an average090

Krippendorff’s alpha of 0.72, indicating a sig-091

nificant level of agreement among raters and092

affirming its validity as a reliable instrument093

for assessing fictional short stories.094

RQ2. To what extent can psychological depth095

be measured automatically? Leveraging our096

novel Mixture-of-Personas prompting strategy,097

GPT-4o achieved a Spearman correlation of098

0.51 with human judgment while Llama-3-099

70B attains correlations as high as 0.68 for100

empathy and 0.62 for narrative complexity.101

These results highlight that while no single102

LLM excels at predicting all components of103

psychological depth, a strategic combination104

of different LLMs shows significant promise105

for automating PDS analyses.106

RQ3. How do stories written by amateur humans107

and LLMs manifest psychological depth?108

Starting from the same Reddit premise, stories109

generated by GPT-4 surpassed popular human-110

authored stories with statistical significance111

on narrative complexity and empathy while be-112

ing statistically indistinguishable on all other113

components. This constitutes a notable pro-114

gression in the capacity of some LLMs for115

deep and impactful storytelling.116

Overall, our findings validate the Psychological117

Depth Scale as an effective, automated, and system- 118

atic means of measuring how well LLMs connect 119

with humans through storytelling. Remarkably, our 120

results reveal that GPT-4 already matches or ex- 121

ceeds the quality of respected stories from Reddit, 122

with 73% of readers believing GPT-4’s stories to 123

be human-written.1 124

2 The Psychological Depth Scale 125

The Psychological Depth Scale (PDS) aims to 126

comprehensively assess the psychological depth 127

of human and machine-authored narratives. PDS 128

is underpinned by two reader-centered theoretical 129

frameworks, reader-response criticism and text 130

world theory, briefly summarized as follows. 131

Reader-response literary theory centers the role 132

and experience of the reader in narrative analysis. 133

Instead of “what does this sentence mean?”, it 134

asks “what does this sentence do?”, emphasizing 135

readers’ role in the production of literary meaning 136

(Fish, 1970; Mailloux, 1976; Babaee and Mon- 137

tashery, 2012). On a more cognitive-structural 138

level, text-world theory suggests that people 139

understand narratives by constructing "text worlds" 140

(Gavins, 2007b; Canning, 2017). Text-worlds are 141

mental representations of a narrative dynamically 142

evaluated and updated throughout the reading 143

process (Gavins, 2007b). The practical advantages 144

of both frameworks are observed across education 145

(Woodruff and Griffin, 2017; Kunjanman and 146

Abdul Aziz, 2021), translation studies (Tian and 147

Wang, 2019; Chan, 2016), and consumer research 148

(Scott, 1994; Kushneruk, 2017). 149

The metrics for PDS are derived from an ex- 150

tensive literature review within cognitive psychol- 151

ogy, media studies, and narrative analysis. 95 peer- 152

reviewed articles and books were included in the 153

final review. 143 evaluative components were ex- 154

tracted from the included works. We employed 155

thematic analysis to group these candidates under 156

five metrics: emotion provocation, empathy, en- 157

gagement, authenticity, and narrative complexity. 158

Below we analyze these metrics and discuss their 159

impact. We note that while factors contributing 160

to each metric may be complex, measuring their 161

narrative achievement is relatively simple. As PDS 162

is a reader-centered assessment tool, each metric is 163

such that readers will know when a story achieves 164

it. Our surveys reflect this fact. 165

Emotion Provocation (PROV) measures the 166

1Code and dataset will be released upon acceptance.
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narrative’s ability to elicit strong emotional re-167

sponses, positive or negative. Theories of emo-168

tions range across neuroscience (Clark-Polner169

et al., 2016; Mendes, 2016), cognitive psychology170

(Ortony et al., 1988; Lazarus, 1991), and philoso-171

phy (Sartre, 1971; Nussbaum, 2004). Contempo-172

rary approaches describe emotions as mental states173

marked by valence (positivity or negativity) and174

arousal (level of intensity) (Barrett et al., 2016).175

Narrative evocation of emotions foster attention176

and interest, and evoked emotions may persist or177

recur after reading (Mar et al., 2011).178

Recent fMRI research shows that congruent (i.e.179

positive valence - high intensity, negative valence -180

low intensity) textual emotive expressions are more181

cognitively effective than conflicting (i.e. positive182

valence - low intensity, negative valence - high183

intensity) ones (Citron et al., 2014; Megalakaki184

et al., 2019). The disparity between congruent185

and conflicting narrative emotions may be a fac-186

tor in "compassion fatigue" (Maier, 2015; Kinnick187

et al., 1996) and "psychic numbing" (Maier et al.,188

2016; Slovic, 2007) exhibited by readers towards189

news about mass tragedies. Enhancing a story’s190

emotional impact is therefore more complex than191

increasing the amount and intensity of emotion-192

laden content as this may elicit weaker emotional193

responses. Given its impact and complexity, we194

contend that emotional provocation is an achieve-195

ment of psychologically deep stories and is thereby196

a crucial metric in narrative quality assessment.197

Empathy (EMP) captures narrative evocation of198

empathetic responses in readers, such as immersive199

identification with characters and cognitively par-200

taking in narrated experiences (Miall and Kuiken,201

2001; Oatley, 2002; Zaki and Ochsner, 2012). The202

neural and cognitive structure of empathy and its so-203

cial and psychological impact is well-documented204

in the literature (Davis, 1994; Hoffman, 1991; Ud-205

din et al., 2007). Both behavioral studies and fMRI206

research demonstrate that empathetic identification207

facilitates a cognitive deployment shift in readers,208

privileging fictional perspective over one’s own per-209

spective (Kaufman and Libby, 2012; Speer et al.,210

2009). Empathetic responses catalyze introspection211

and perspective-taking, facilitating prosocial be-212

havior (Grant, 2008), emotional intelligence (Mar213

et al., 2006), and insight into the human experience214

(Davis et al., 1980; Gerdes et al., 2010; Singer et al.,215

2006). Empathetic narratives embody “suggestion216

structure[s]” that conjure up themes of shared hu-217

man experiences through the use of tropes such as218

metaphor and metonymy (Oatley, 2002; Johnson- 219

Laird and Oatley, 2022). Narrative evocation of 220

empathy is therefore a plausible indicator of the 221

psychological depth of stories. 222

Engagement (ENG) assesses the ability of a 223

story to captivate and maintain the reader’s atten- 224

tional focus (Busselle and Bilandzic, 2009). Narra- 225

tive engagement is a major component of trans- 226

portation (Gerrig, 1993), whose positive social 227

and cognitive effects have been extensively demon- 228

strated (Johnson, 2012; Green and Brock, 2000). 229

As transportation consists of engagement and emo- 230

tional response (Green et al., 2008), we have cho- 231

sen to treat each component separately. In fic- 232

tional settings, engagement facilitates persuasion 233

and strong attitudes, heavily influencing how much 234

fun is experienced (Goffman, 1961). More engaged 235

readers are more likely to lose track of time and fail 236

to notice changes in their surroundings (Busselle 237

and Bilandzic, 2008). In contrast, unengaged read- 238

ers are more likely to be distracted or frustrated 239

(Bal and Veltkamp, 2013). These results reveal the 240

reciprocal role of engagement as both a predictor 241

and an outcome of other narrative achievements. 242

Authenticity (AUTH) captures narrative expres- 243

sions of genuine human experiences and emotions. 244

Psychologically deep stories convey authentic as- 245

pects of human existence the reader can resonate 246

with, and “feel one’s way in” (Einfühlung) (Forster, 247

2022) even when depictions involve radical mental 248

and material differences. In philosophy, authentic 249

expressions are considered to manifest (Rousseau, 250

2016) and construct (Kierkegaard, 1980) one’s true 251

self, and capture the essence of human existence 252

(Heidegger, 1962; Berlin, 2000; Taylor, 1991). Em- 253

pirical research suggests that positive authenticity 254

judgments help fulfill a social “need to belong” 255

(Newman and Smith, 2016). Narrative realism en- 256

hances persuasive impact (Petraglia, 2009; Zwarun 257

and Hall, 2012) and promotes more interest in the 258

story (Green, 2004; Hall, 2003). Creating psycho- 259

logically deep stories therefore involves ensuring 260

that stories feel reflective of real-life complexities. 261

Narrative Complexity (NCOM) refers to the 262

presence of rich and intricate storylines and char- 263

acter development, especially those that engen- 264

der puzzled intrigue from the reader (Somasun- 265

daran et al., 2018). Narrative complexity is of- 266

ten achieved through creative techniques such as 267

nonlinear narration, plot twists, and double per- 268

spectivation Kiss and Willemsen (2017). Com- 269

plex narratives present immersive puzzles that mo- 270
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tivate readers to undertake mental restructuring and271

retroactive revision Kiss and Willemsen (2017);272

Cutting (2019). Exerting cognitive effort facili-273

tates reader attention and interest (Empson, 1947;274

Steiner, 1978), and can result in a more enjoyable275

reading experience (Zunshine, 2006). Narrative276

complexity is not narrational complexity: simple277

stories can be obscurely narrated, while complex278

stories can be free of complex language (Cutting,279

2019). Furthermore, the extent to which narra-280

tive complexity is intersubjective depends on situa-281

tional similarities and contextual cues (Tikka and282

Kaipainen, 2017). Thus, narrative complexity is a283

dynamic and reciprocal measure that goes beyond284

stylistic and structural choices.285

3 PSYCHDEPTH Dataset286

We developed a dataset to analyze the psycholog-287

ical depth of creative short stories, consisting of288

premise-response pairs in English with authorship289

metadata. The full dataset includes 495 stories:290

45 human-written and 450 LLM-generated, each291

averaging about 450 words. Due to the time and292

cost involved in manual annotation, we also cre-293

ated a smaller subset of 97 stories using a stratified294

sampling method to balance prompt premises, au-295

thorship, and generation strategies. We used this296

smaller dataset in our Human Study in Section 4.297

3.1 Human Stories298

We collected human-authored stories from Red-299

dit’s r/WritingPrompts,2 a popular online com-300

munity with over 18 million users. This forum301

was chosen for its accessibility, thematic diversity,302

and the structured nature of its writing prompts.303

Aspiring writers respond to these prompts (called304

"premises") with their stories, which readers can305

upvote or downvote. While these stories may not306

represent the pinnacle of human writing, Reddit’s307

voting system allows us to approximate where308

LLM performance stands relative to variances in309

human writing quality. We categorized the stories310

based on their ranking position: Human-Advanced311

for top-voted stories, Human-Intermediate for312

medium-voted stories, and Human-Novice for low-313

voted stories, with average upvotes of 1434, 263,314

and 9, respectively. To ensure that quality was the315

primary factor influencing votes, we only selected316

stories that were posted within 24 hours of one317

another.318

2https://www.reddit.com/r/WritingPrompts

3.2 LLM Stories 319

When generating stories with LLMs, we employed 320

a multifaceted approach involving five models, two 321

prompting strategies, and three sampled genera- 322

tions. We intentionally restricted the model archi- 323

tecture to examine the impact of model size on psy- 324

chological depth. In particular, we chose the Llama- 325

2 family (Touvron et al., 2023) with a variety of 326

sizes (7B, 13B, and 70B). We added Vicuna-33B 327

(Chiang et al., 2023), which is fine-tuned based on 328

Llama, to fill the size gap between 13B and 70B. 329

We also included GPT-4 (OpenAI et al., 2023) as 330

the highest-performing LLM at the time. Appendix 331

A.1 describes the quality control measures applied 332

to LLM-generated stories. 333

3.2.1 Prompting Strategies 334

After extensive internal experimentation and 335

prompt engineering, we developed two distinct 336

prompting strategies to prime the LLMs for gener- 337

ating stories with exceptional psychological depth. 338

WRITERPROFILE (WP): Prior work has shown 339

that in-context impersonation of domain experts 340

can improve LLM performance (Salewski et al., 341

2023). Adopting this approach, we crafted a pro- 342

file of a seasoned writer known for psychologically 343

deep, engaging stories. This profile is prepended 344

to the prompt to prime the LLM for exploring com- 345

plex psychological states and evoking strong emo- 346

tions. 347

PLAN+WRITE (P+W): Inspired by prior work 348

(Yao et al., 2018; Goldfarb-Tarrant et al., 2019; 349

Yang et al., 2022), the PLAN+WRITE approach 350

splits the writing process into two phases: Charac- 351

ter Portraits and Story Composition. The Character 352

Portraits phase augments a story prompt with de- 353

tails about the main characters, such as their emo- 354

tional states and inner thoughts. The Story Compo- 355

sition phase expands on the premise and character 356

profiles to produce the final story. Although other 357

story components like setting, plot, and outline can 358

be included, we found that adding multiple phases 359

harmed the coherency and consistency of short sto- 360

ries. Therefore, we focused solely on character 361

portraits in the PLAN+WRITE approach. 362

Additional examples, visualizations, and com- 363

parisons for both prompting strategies can be found 364

in Appendix A.3.2, A.3.3, and A.3.4. 365
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4 Human Study366

Participant Recruiting. We recruited undergradu-367

ate students in English and Psychology from a US368

public university using targeted fliers and emails.369

We hypothesized that participants with some apti-370

tude for literary and psychological analysis would371

provide more valuable insights than a random cross-372

section of the population. From 47 applications,373

we selected the 5 most promising candidates based374

on their interests and previous experience in nar-375

rative and psychological analysis. Our goal was376

to engage informed laypeople with relevant back-377

grounds, bridging the gap between typical Amazon378

Mechanical Turkers and expert professionals.379

Evaluation Protocol. We held an initial meeting380

to introduce the PDS and outline the annotation381

task. We provided a tutorial annotation session,382

followed up with short questions designed to help383

participants calibrate their understanding of each384

component of the PDS. We show our annotation385

instructions in Appendix A.5. After confirming386

task comprehension, participants were instructed387

to complete the annotations remotely within a week.388

To prevent annotator fatigue and promote careful389

annotation, stories were divided into batches of 20.390

The evaluation criteria required participants to (1)391

read the prompts and stories thoroughly; (2) rate392

the five components of psychological depth on a393

Likert scale from 1 to 5; (3) assess the likelihood394

of authorship on a Likert scale from 1 (LLM) to395

5 (human); (4) provide explanations for ratings396

(optional).397

Each story is evaluated by all 5 annotators. On398

average, annotations took approximately 7.8 hours399

to complete, and participants were compensated400

$100 each for their contributions. The study pro-401

duced a rich dataset with 2,425 ratings for psycho-402

logical depth, 485 authorship likelihood ratings,403

and 1,128 free-form justifications.404

5 Results405

5.1 RQ1. Consistency of Human Judgments406

This question establishes the degree to which PDS407

is operational as a coherent framework for evalu-408

ating short stories. We employ the widely used409

Krippendorf’s alpha (K-α) (Krippendorff, 2011)410

parameterized with an ordinal kernel metric to mea-411

sure agreement among study participants’ Likert412

ratings. Human ratings exhibit notable consistency413

across the five components of psychological depth:414

Authenticity (0.71), Empathy (0.74), Engagement415

Component AUTH EMP ENG PROV NCOM AVG

Llama-3-8B 0.90 0.96 0.95 0.96 0.94 0.94
Llama-3-70B 0.93 0.96 0.91 0.95 0.96 0.94
GPT-3.5 0.88 0.93 0.88 0.89 0.93 0.90
GPT-4o 0.92 0.92 0.90 0.95 0.92 0.92

Human 0.71 0.74 0.70 0.71 0.74 0.72

Table 1: Rater agreement on each PSD component as
measured by Krippendorff’s alpha (K-α). Mixture-of-
Personas (MoP) prompting helps inject useful diversity
of opinion into the annotations.

(0.70), Emotion Provocation (0.71), and Narrative 416

Complexity (0.74) (See Human row of Table 1). 417

Evaluator consistency establishes the practical po- 418

tential of operationalizing PDS in literary studies 419

and creative writing pedagogy. 420

RQ1. Main Takeaway

The Psychological Depth Scale garnered
an average K-α = 0.72, which reflects a
substantial degree of consensus and thereby
establishes its effectiveness as a coherent
framework for evaluating short stories.

421

5.2 RQ2. LLM-as-Judge for Measuring 422

Psychological Depth 423

Acquiring human annotations is often costly 424

and time-consuming. Recent work has demon- 425

strated the potential of leveraging LLMs for au- 426

tomated evaluation of text summarization (Liu 427

et al., 2023) and creative generation (Rajani et al., 428

2023). Correspondingly, we designed an auto- 429

mated evaluation procedure to study the degree 430

to which four contemporary LLMs of various 431

sizes and inference costs – Llama-3-8B, Llama-3- 432

70B, GPT-3.5 (gpt-3.5-turbo-0125), and GPT- 433

4o (gpt-4o-2024-05-13) – can assess psycholog- 434

ical depth in a zero-shot fashion. For each story, 435

we prompted LLMs with instructions similar to 436

those provided to human participants but addition- 437

ally required explanations that contextualize each 438

numerical rating. 439

Exploring further benefits of in-context imper- 440

sonation (Salewski et al., 2023), we experimented 441

with two different prompt settings: (1) a vanilla 442

zero-shot baseline and (2) a novel Mixture-of- 443

Personas (MoP) approach. For MoP, we queried 444

GPT-4o to provide a set of relevant personas based 445

on a description of the PDS components and task 446

setting. We then repeated the zero-shot annota- 447

tion with N = 5 different personas designed to 448

prime the LLMs for taking diverse perspectives 449
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Judge AUTH EMP ENG PROV NCOM Average +MoP ∆%

Llama-3-8B 0.0786 0.4248 0.1981 0.3316 0.4641 0.2994 –
Llama-3-8BMoP 0.3175 0.4669 0.2272 0.3959 0.4665 0.3748 25.16%
Llama-3-70B 0.2205 0.5790 0.2477 0.5181 0.5881 0.4307 –
Llama-3-70BMoP 0.2525 0.6793 0.2775 0.5695 0.6163 0.4790 11.23%
GPT-3.5 0.3867 0.4637 0.1800 0.3551 0.3289 0.3429 –
GPT-3.5MoP 0.4729 0.6024 0.1470 0.4182 0.5269 0.4335 26.43%
GPT-4o 0.4537 0.5121 0.2923 0.4429 0.3840 0.4170 –
GPT-4oMoP 0.4820 0.6417 0.4218 0.5661 0.4241 0.5071 21.62%

+MoP ∆% 33.81% 20.74% 16.93% 18.34% 15.22% 20.43% –

Table 2: Zero-shot correlations between LLM-as-Judge and Humans on each PSD component where MoP indicates
Mixture-of-Personas prompting. All correlations are significant at p < 0.05 except those with strikethrough.

towards textual analysis (e.g. see Table 9 in Ap-450

pendix A.7). Similar to RQ1., we calculated Krip-451

pendorf’s alpha upon this set of ratings to measure452

the agreement among persona judgments. Before453

calculating Spearman Rank correlations between454

human and LLM judgments of psychological depth,455

all ratings were aggregated by a simple average to456

yield equivalently sized sets of consensus labels.457

Table 1 shows the K-α values, which indicate458

that the personas do inject some diversity of opin-459

ion into the ratings, though comparatively less than460

human participants. Remarkably, leveraging an461

ensemble of relevant personas increased correla-462

tion with human judgment relative to the vanilla463

zero-shot baseline. In Table 2, we present the zero-464

shot correlations between LLM-as-Judge and hu-465

man evaluations for each PDS component. The466

data indicate that the Mixture-of-Personas signifi-467

cantly improves the correlation with human judg-468

ments across all models on average. For instance,469

the Llama-3-8B and GPT-4o models showed an470

average correlation improvement of 25.16% and471

26.43%, respectively.472

Among individual PDS components, authentic-473

ity and empathy show the most significant improve-474

ments. For instance, authenticity correlations for475

Llama-3-8B improve from 0.0786 to 0.3175, a re-476

markable 304% increase for that LLM and an aver-477

age improvement of 33.81% across all models. Em-478

pathy correlations for Llama-3-70B improve from479

0.5790 to 0.6793, the highest observed correlation480

across all components and models. These results481

suggest that MoP particularly enhances the models’482

ability to judge certain components in ways that483

align more closely with human evaluations.484

It is worth noting that no single model consis-485

tently outperforms the others across all components.486

While GPT-4o had the highest overall correlation 487

of 0.51 and excelled in quantifying authenticity 488

and engagement, Llama-3-70B showed the best 489

performance for measuring empathy (0.68), narra- 490

tive complexity (0.62), and emotional provocation 491

(0.57). This variability underscores the importance 492

of selecting and possibly combining multiple mod- 493

els depending on the specific evaluative criteria 494

being prioritized. 495

Overall, the average percentage increase due to 496

Mixture-of-Personas prompting across all models 497

is approximately 20.43%. These results demon- 498

strate that diverse LLM opinions can more ac- 499

curately reflect the multifaceted nature of human 500

judgment, proving potential for more nuanced and 501

human-like assessments by AI systems. 502

RQ2. Main Takeaway

Prompting LLMs to adopt a mixture of per-
sonas improves alignment with human judg-
ments by 20%, enabling Llama-3-70B to
attain strong correlations of 0.68 for empa-
thy and 0.62 for narrative complexity while
GPT-4o had the highest average correlation
of 0.51 across all components.

503

5.3 RQ3. Comparing Psychological Depth in 504

Human and LLM Stories 505

To compare human- and LLM-written stories, we 506

aggregated participant ratings by author and present 507

the means and standard deviations in Table 3. We 508

also computed statistical significances via pairwise 509

t-tests between each combination of authors. Full 510

results for that analysis can be found in Appendix 511

A.8. 512

Remarkably, GPT-4 scored the highest on four 513

out of five components of psychological depth, 514
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Author AUTH EMP ENG PROV NCOM HUM

Llama-2-7B 2.92 ± 1.23 2.62 ± 1.28 2.77 ± 1.27 2.64 ± 1.28 2.48 ± 1.30 2.87 ± 1.57
Llama-2-13B 2.96 ± 1.26 2.73 ± 1.23 2.51 ± 1.32 2.53 ± 1.33 2.43 ± 1.12 2.40 ± 1.58
Vicuna-33B 2.76 ± 1.37 2.59 ± 1.41 2.61 ± 1.52 2.59 ± 1.42 2.55 ± 1.32 2.44 ± 1.57
Llama-2-70B 3.09 ± 1.26 2.99 ± 1.23 3.01 ± 1.37 2.94 ± 1.26 2.73 ± 1.28 2.69 ± 1.56
GPT-4 3.89 ± 1.11 3.68 ± 1.23 3.94 ± 1.07 3.53 ± 1.13 3.80 ± 1.10 3.91 ± 1.30

Human-Novice 2.73 ± 1.22 2.07 ± 1.16 3.27 ± 1.39 2.67 ± 1.23 2.20 ± 1.32 3.93 ± 1.33
Human-Intermediate 3.53 ± 1.13 2.93 ± 1.22 3.80 ± 1.08 3.27 ± 1.16 3.00 ± 1.31 4.40 ± 0.99
Human-Advanced 3.60 ± 1.10 2.95 ± 1.32 3.90 ± 1.12 3.65 ± 1.14 2.95 ± 1.10 4.20 ± 1.01

Table 3: Average human ratings (5-point Likert) and standard deviations for each component of psychological depth,
as well as HUM: the estimation of human or LLM authorship (1 is LLM and 5 is Human).

though only with statistical significance on em-515

pathy and narrative complexity. On authenticity,516

engagement, and emotional provocation, GPT-4517

stories were statistically indistinguishable from sto-518

ries by both advanced and intermediate human writ-519

ers on Reddit. The table also illustrates a notable520

variance in scores across different levels of human521

writing where stories generated by Llama-2-7B522

are most comparable to those written by Human-523

Novice while GPT-4 is most similar to Human-524

Advanced. The smaller standard deviations also525

highlight GPT-4 as one of the most consistent au-526

thors in the study. Visualizations of these results527

can be found in Appendix A.6.528

Beyond the five PDS components, participants529

were tasked with estimating authorship sources.530

Stories penned by humans averaged a rating of531

4.18, compared to 3.91 for the most "human-like"532

of LLMs, GPT-4. This discrepancy underscores533

the exceptional depth scores, particularly in light534

of the slightly higher suspicion of LLM authorship.535

RQ3. Main Takeaway

Stories generated by GPT-4 received statis-
tically higher ratings than highly upvoted
Reddit stories in terms of narrative complex-
ity and empathy, while showing no signifi-
cant difference in all other components.

536

6 Discussion537

Human vs. LLM Authorship Identification. On538

average, participants identified human vs. LLM au-539

thorship with only 56% accuracy. For stories gen-540

erated by GPT-4, accuracy dropped significantly to541

27%. Conversely, GPT-4’s accuracy in identifying542

authorship was 39%, underscoring the challenge543

even for LLMs to distinguish between human and544

machine-generated content.545

Through a partially automated thematic analysis546

of 199 free-form justifications for authorship deci-547

sions, we categorized the reasons into 16 common 548

features shown in Table 8. First, we collected all 549

the justifications and queried GPT-4 to extract the 550

recurring themes. We reviewed and modified the 551

initial results with several themes from our own 552

review. Second, we eased the annotation burden 553

by creating a zero-shot multi-label classification 554

pipeline where each justification was passed to a 555

Mixtral-8x7B model (Jiang et al., 2024) and could 556

be assigned 0-to-many relevant labels. We then 557

reviewed each annotation and adjusted the labels 558

where necessary. Finally, we aggregated the la- 559

bels by story to frame our conclusions in terms of 560

percentages of stories. 561

Notably, stories authored by GPT-4 were 562

perceived as highly creative (89%) and nuanced 563

(94%), surpassing the frequency observed in most 564

human-generated stories (53%). GPT-4 stories also 565

exhibited the highest rate of grammatical issues 566

among LLMs (17%), but annotators interpreted 567

this as an indicator of human authorship. Moreover, 568

GPT-4 stories often avoided common pitfalls 569

associated with LLM outputs, such as simplistic 570

character names and formulaic narratives ending 571

with moral lessons. An extended analysis is 572

presented in Appendix A.4. 573

Impact of Model Size on Depth. Our model 574

choices enabled us to understand the relationship 575

between an LLM’s size and its ability to generate 576

psychologically deep stories. Despite an initial 577

hypothesis of a strong correlation, we observed 578

a weaker relationship with a Pearson correlation 579

coefficient of 0.31 between parameter count and 580

depth ratings. Surprisingly, smaller models like 581

Llama-2-7B performed relatively well compared to 582

their larger counterparts, suggesting that sheer size 583

does not directly equate to superior narrative depth. 584

Future work will explore enhancing psychological 585

depth in smaller open-source LLMs through fine- 586

tuning and prompting strategies to compete with 587

larger proprietary models like GPT-4. 588
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7 Related Work589

7.1 Creative Generation by LLMs590

The advent of LLMs has marked a significant shift591

in the landscape of creative writing, offering new592

approaches for narrative generation and human-593

computer collaboration (Zhao et al., 2023; Lee594

et al., 2022). One pioneering study by Yuan et al.595

(2022) introduced Wordcraft, an innovative text596

editor designed for co-writing stories with GPT-3597

(Brown et al., 2020). Their findings underscored598

the ability of LLMs to enhance narrative complex-599

ity and engagement by participating in open-ended600

dialogues about the story and offering creative sug-601

gestions to overcome writer’s block.602

Other studies have concentrated moreso on fully603

automating the creative writing process. For ex-604

ample, the Weaver project (Wang et al., 2024b)605

launched a series of LLMs that were meticulously606

pre-trained and fine-tuned with a focus on creative607

writing. With a maximum size of 70B parame-608

ters, Weaver Ultra was shown to outperform larger609

generalist LLMs when evaluated for style, rele-610

vance, fluency, and creativity. In addition to innova-611

tions in training, content-planning (Yao et al., 2018;612

Goldfarb-Tarrant et al., 2019) and novel prompting613

strategies (Yang et al., 2022) have been used to614

improve the factuality and coherence of creative615

generations, which we view as two necessary pre-616

requisites for components of psychological depth617

like authenticity and narrative complexity.618

7.2 Evaluating Creative Writing619

Numerous studies have previously established620

methodologies for evaluating creative works, em-621

ploying strategies ranging from the unstructured622

feedback of human experts (Baer and Kaufman,623

2019), the application of specific evaluation rubrics624

(Vaezi and Rezaei, 2019), to the utilization of625

LLMs as autonomous critics (Ke et al., 2023). Our626

research shares the closest methodological resem-627

blance with a recent investigation by Chakrabarty628

et al. (2023). In that study, the authors proposed629

the Torrance Test of Creative Writing (TTCW) as630

a rubric to evaluate short stories for fluency, flex-631

ibility, originality, and elaboration. This assess-632

ment was applied to a corpus comprising 12 narra-633

tives authored by professional writers and 36 nar-634

ratives produced by popular LLMs (OpenAI et al.,635

2023; Anthropic, 2023). Their findings showed636

that narratives authored by humans were 3-10×637

more creative than those generated by LLMs. Our638

research, however, arrives at a notably divergent 639

conclusion regarding the creative capabilities and 640

depth of LLMs, which we believe may be attributed 641

to several methodological variances. Primarily, our 642

analysis concentrates on stories of a considerably 643

reduced length (450 vs. 1400 words), a decision 644

influenced by the observed challenges LLMs face 645

in producing lengthy texts seamlessly in a single 646

iteration (Yang et al., 2022). Additionally, the ap- 647

proach of iteratively regenerating stories to meet a 648

specific word count could potentially detract from 649

their overall quality. Moreover, we posit that the 650

enhanced depth observed in our study may be due 651

to more complex premises and prompting strate- 652

gies, providing a richer framework for creativity 653

compared to the simpler, single-sentence premises 654

utilized in the aforementioned study. 655

8 Conclusion 656

This study introduces and validates the Psychologi- 657

cal Depth Scale (PDS), a comprehensive frame- 658

work designed to assess empathy, engagement, 659

emotional provocation, authenticity, and narrative 660

complexity in stories generated by both humans 661

and large language models (LLMs). PDS provides 662

a structured approach to evaluating the reader’s 663

experience with creative content, integrating con- 664

cepts from reader-response criticism and text world 665

theory. High inter-annotator agreement, indicated 666

by an average Krippendorff’s alpha of 0.72, con- 667

firms the PDS’s reliability and robustness in human 668

evaluations. Additionally, our Mixture-of-Personas 669

prompting strategy demonstrates the potential for 670

automating the assessment of psychological depth, 671

with LLMs showing strong zero-shot correlations 672

with human judgments, particularly in empathy 673

and narrative complexity. GPT-4 achieved the high- 674

est average correlation of 0.51, highlighting the 675

feasibility of scaling automated analyses. Com- 676

parative analysis revealed that LLMs, in particular 677

GPT-4, can produce narratives with psychologi- 678

cal depth that often rival and sometimes surpass 679

those written by experienced human authors. This 680

study underscores the significant potential of LLMs 681

in generating psychologically rich narratives and 682

suggests a future where human and machine col- 683

laboration can enhance creative writing. Future 684

research should explore the scalability of these find- 685

ings to determine how effectively language models 686

can maintain psychological depth in lengthier and 687

more complex narrative forms. 688

8



9 Limitations and Risks689

Sourcing Human-written Stories from Red-690

dit. Using human-written content from Reddit’s691

r/WritingPrompts has potential limitations. First,692

we cannot guarantee that all selected stories are693

fully written by humans. Despite community rules694

explicitly prohibiting AI-generated content, our695

study shows that many publicly available LLMs696

can sufficiently mimic human creative writing to697

evade detection 44% of the time on average. Sec-698

ond, while Reddit’s voting system and large user699

base provide a reasonable signal of writing qual-700

ity, it may not represent the highest caliber of hu-701

man writing. To address this, we introduced writ-702

ing quality levels to facilitate comparisons with703

some of the platform’s best content. Future re-704

search could further this by identifying more reli-705

able sources of high-quality stories.706

Selection of Psychological Depth Components.707

While our five components of psychological depth708

are grounded in an extensive literature review, we709

do not claim that they comprehensively cover every710

psychological aspect of reading. Our primary goal711

was to keep annotation tractable while maximizing712

semantic coverage. Each component is designed to713

characterize an inherent storytelling value with in-714

sights into improving specific elements of narrative715

quality and reader response. For example, authors716

knowing their draft is engaging but doesn’t elicit717

much emotional response would allow for more tar-718

geted edits and self-reflective questions. Appendix719

A.3 shows example stories with high-entropy rat-720

ings to illustrate the useful feedback provided by721

the PDS. Overall, PDS provides a structured ap-722

proach to critique and appreciate literature, offer-723

ing sufficiently clear criteria that can guide both724

the analysis and creation of narrative fiction.725

Generalization Beyond Short Stories. Our726

study relies on a relatively small dataset of short727

fictional stories that does not fully capture the di-728

versity and variability of storytelling styles and729

narrative structures. Likewise, our components of730

psychological depth were primarily designed for731

this one type of creative writing. Additional evalu-732

ation would be required to determine whether the733

PDS framework can generalize to other forms of734

writing like screenplays, scripts, and speeches.735

Prompt Engineering. Engineering effective736

prompts is an active area of research (Zhou et al.,737

2023b; Pryzant et al., 2023) and the templates we738

carefully reviewed and iteratively improved are still739

likely to be sub-optimal. We will open-source the 740

full pipelines used for both story generation and 741

evaluation. We encourage future work to refine 742

these prompts by incorporating potentially compat- 743

ible techniques (Wei et al., 2023; Liu et al., 2023; 744

Li et al., 2023) and current best practices (Bsharat 745

et al., 2024). 746

Potential Risks. While our study focuses on 747

the positive impact of psychological depth in sto- 748

rytelling, the methodologies we’ve developed for 749

enhancing and assessing such depth bear inherent 750

risks if misapplied. Specifically, the techniques de- 751

vised for augmenting and automatically measuring 752

psychological engagement could be co-opted to 753

disseminate misinformation more effectively. Emo- 754

tionally charged or psychologically resonant mes- 755

sages are often more memorable and influential, 756

thereby amplifying the potential for misinforma- 757

tion to spread (Chen and Shu, 2023; Zhou et al., 758

2023a). Additionally, as LLM-generated content in- 759

creasingly mirrors human creativity, distinguishing 760

between the two becomes challenging, potentially 761

undermining trust in digital communications. This 762

erosion of trust is particularly concerning in do- 763

mains that depend on genuine human interactions, 764

such as journalism and political discourse. 765
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A Appendix 1314

A.1 Dataset Quality Control Measures 1315

Length Control. Unlike related work (Chakrabarty et al., 2023), we controlled story length via simple 1316

re-generation rather than iterative expansion. Specifically, we discarded any LLM story that was not 1317

within the range of 400-600 words and requested another story to be created in its entirety. We conjecture 1318

that this approach allowed us to attain better, more coherent stories than iteratively requesting expanding 1319

or contracting edits. 1320

We tracked how well each model constrained itself to the required length depending on the prompting 1321

technique and present the results in Table 4. Llama-2-7B was not an efficient story generator, taking an 1322

average of 139 attempts to satisfy the length requirement with WRITERPROFILE prompting. However, 1323

our PLAN+WRITE prompting technique significantly improved generation efficiency of the 7B and 13B 1324

models. Vicuna-33B, Llama-2-70B, and GPT-4 were all relatively adroit at generating stories that satisfied 1325

the length constraint. 1326

Author WP P+W

Llama-2-7B 139 3
Llama-2-13B 9 2
Vicuna-33B 1 1
Llama-2-70B 2 2
GPT-4 0 0

Table 4: Average number of regeneration attempts before the story satisfied our length constraint of 400-600 words.
WP stands for WRITERPROFILE prompting and P+W stands for PLAN+WRITE prompting.

Post-Generation Cleanup. Despite being explicitly instructed to generate the story, some LLMs 1327

were prone to add preliminary affirmations of understanding (e.g. "Okay! Here’s the story...") and other 1328

unrelated texts. Since such content is difficult to systematically detect and remove during generation, we 1329

manually removed extraneous text from LLM generations to ensure that only the narrative content was 1330

present. This cleanup process was crucial for maintaining the focus on the storytelling aspects of the 1331

writing without providing any obvious indicators of LLM authorship. 1332

Plagiarism Detection. To further ensure the originality of LLM-generated content, stories were 1333

analyzed using a popular online plagiarism detector.3 The results indicate a low likelihood of plagiarism 1334

for LLM stories, with mean and max probabilities of 3% and 22%, respectively. This contrasted sharply 1335

with the publicly available human-written stories, which showed significantly higher mean and max 1336

plagiarism probabilities of 43% and 100%, respectively. Higher plagiarism scores for human stories are 1337

expected because they are publicly available and would likely be indexed by the detector for comparisons. 1338

This suggests that LLM-authored narratives are not mere regurgitations. 1339

A.2 Prompt Premises 1340

We collected 15 prompts (i.e. premises) from Reddit’s r/WritingPrompts forum to serve as the premises 1341

of generated stories. The premise provides basic background information about the characters and 1342

setting of the story, leaving space for authors to determine their own directions for characters and plot 1343

development. We specifically chose prompts that provide a decent amount of contextual information 1344

likely to elicit emotionally and narratively rich stories. Details of the characters, including their inner 1345

states, are not mentioned. 1346

As an additional precaution against potential plagiarism, we ensured that the selected premises were 1347

posted after the reported training data cut-off dates for GPT-4 (September 2021) (OpenAI et al., 2023) 1348

and Llama-2 (September 2022) (Touvron et al., 2023) to maximize the likelihood of generating genuinely 1349

new stories. 1350

All 15 premises used for story prompting are listed in Table 5. 1351

3
https://smallseotools.com/plagiarism-checker
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ID Premises

0 A centuries old vampire gets really into video games because playing a character who can walk
around in the sun is the closest thing they have to experiencing the day again in centuries.

1 A psychic alien who feeds on dreams comes to Earth for the first time. Turns out humans are the
only sentients in the galaxy that have nightmares.

2 Aliens take over the Earth. They then announce that they will be forcing the humans to work a
‘tyrannical’ 4 hours a day 4 days a week in exchange for basic rights like housing. Needless to say
they are very confused when the humans celebrate their new alien overlords.

3 Humanity is visited by a cosmic horror the likes of which has only been seen in Lovecraftian horror.
In desperation, Earth throws everything we have at it, and, miraculously, the human race has killed a
God. Somewhere in a realm beyond our understanding, the other gods speak of the event.

4 Instead of the Monkey’s Paw, you find the Clown’s Nose, which instead of granting your wish in the
worst way possible will grant it in the funniest way.

5 Rather than robots replacing human workers, both are mistreated by the rich as cheap labour. The
eventual uprising wasn’t just robots alone, but the poor and robots together, against their common
enemy.

6 The world ended 20 years ago, you haven’t found a living soul since then. Through some ingenuity,
you call voicemails for the last 20 years to keep you company. "Hi, this is Cindy..." "Hi you reached
Bob" "You know what to do at the beep" until one day "Hello...hello? Oh my God hello!"

7 You are a beekeeper. You have a special relationship with your bees. You are able to communicate
with them and they’re intelligent enough to see you removing honey as "rent". This year things are
different. The new queens are politely requesting that you invest some money to improve the hives.

8 You are allowed to ‘downvote’ a government candidate instead of voting normally, reducing their
votes by one. Turns out people have little love for politicians, and the majority end with negative
votes. In these democracies, anonymity is the key to winning.

9 You are severely depressed and are given a service dog to help you through it. However, due to a
mixup, you are given a dog that is actually much more depressed than you. The main thing that gets
you up in the morning is knowing that you need to be the service human for your dog.

10 You died and awoke in the afterlife. It’s quite nice actually. The people and atmosphere are a lot
nicer than you are used to and there is no stress or pressure. When you ask what good deed got you
into heaven you are informed that this is hell, followed by a visit from a very concerned demon.

11 You just discovered your 14 year old daughters Moon Princess locket that allows her to transform
into one of the worlds greatest heroes. It also is a communications device and you are about to give
the Moon Goddess a piece of your mind for letting 14 year old’s defend the world against evil.

12 You wake up in the middle of the night, your arm hangs over the side of your bed. It’s pitch black &
your room is shrouded in deep shadow. Something unseen seizes your hand. You grasp it tightly,
knowing that first impressions are important & a firm, confident handshake establishes dominance.

13 Your Significant Other has landed a book publishing deal! You’re very proud of them, even if you
don’t actually enjoy their writing. One day, on a whim, you buy an actual copy in a book store. It’s
nothing like the pages they gave you to read. Nothing.

14 Your wife has an estranged sister that you have never met. She was murdered in a cold case soon
after you were married. You brush off your wife’s new strange behaviour after the murder as grief.
Until you find an old family photo of your wife as a kid, you shiver as you realise... they’re twins.

Table 5: All 15 premises we sourced from Reddit’s r/WritingPrompts to elicit psychological depth.
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A.3 Story Examples 1352

We present several examples of stories from the study to better contextualize their quality. Some stories 1353

were uniformly well rated while others garnered mixed reviews depending on the component. These 1354

higher-entropy examples are especially informative as they illustrate the individual contributions of each 1355

component to the overall reading experience. 1356

Table 6 shows the PDS rating statistics for the four example stories shown in this section. story_id=52 1357

is the high quality human-authored story from Reddit. story_id=5 is the most highly rated story in 1358

the entire study, authored by GPT-4. story_id=59 and story_id=79 are two examples of high entropy 1359

stories authored by GPT-4 and Llama-2-7B, respectively. 1360

p_id s_id Author Prompt AUTH EMP ENG PROV NCOM Average

9 52 Human-Advanced – 4.40 4.60 4.20 4.60 3.20 4.20
10 5 GPT-4 WP 4.20 4.60 4.80 4.00 4.40 4.40
1 59 GPT-4 P+W 3.40 2.60 4.20 2.60 4.40 3.44
9 79 Llama-2-7B P+W 3.20 3.80 2.60 3.40 1.80 2.96

Table 6: PSD Ratings for example stories show in the appendix. p_id = premise_id and s_id = story_id.

A.3.1 Human Story Example 1361

Our first example is story_id=52, a human-authored story shown in Listing 1. This story garnered 1362

over 1300 upvotes on Reddit and was thus categorized as Human-Advanced. Unsurprisingly, it received 1363

high scores on most PDS components except narrative complexity, reflecting the simpler setting for an 1364

otherwise impactful tale about a man and his dog battling depression. 1365
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I didn 't even know dogs could get depressed. Sure , I've seen dogs pout and
whine when their master was gone for the day , but full -blown depression?
Never. But there was not a doubt in my mind Frost was depressed.

The first morning after I got him , I expected to be woken up by a squirrely
dog jumping on my bed giving me licks , but instead there was only the
typical solitude I was accustomed to. After lying in bed for an hour or two ,
I'm not sure how long , I mustered the energy to rise. Frost was still asleep
in the kitchen. Not even the sound of the food -bag was enough to rouse him.
He simply lay there. Tired.

When he was up, he did not look much different than when he slept. He
carried himself heavily , and I thought mayhaps he was sick , so after two
days of his constitution not improving , I took him to the vet , who said all
was fine , and it was simply who he was. I took it as a challenge.

Whenever I saw him around the house , I pet him , and talked to him in a
voice with more emotion than I knew in recent years. It was like talking to
my daughter , who had been gone for a year now. Black was her hair , too.

Our inaugural walk together was hard. He did not want to move. With a
gentle tug , he eventually did follow me , but still in that slow , trudging
fashion. We passed a little girl in the park , and she gave him a great big
hug and lots of love. Even that didn 't phase him.

But , day by day , little by little , things improved. I found myself getting
out of bed sooner than before , eager to meet with my new pal. Outside , on
our walks , the days were bright , the smells of autumn , pumpkin and coolness ,
were strong , and together we learned to live once more.

Frost 's posture improved. No longer did he hunch down , head close to the
ground , eyes more interested in the floor than ahead. Now he carried his
head tall with pride. It suited him. He looked like a whole different dog ,
but I knew he was still my friend.

One morning (five o'clock sharp! The sun was still not up -- I should never
have dreamed I'd wake up at such a time willingly) we went on our walk. The
ruby light peeked over the horizon and painted the entire town in a
brilliant pink. When we reached the park , the ruby turned to gold , and over
all the trees and the grass and the leaves and my friend and me was a
radiant hue. Everything was covered in golden goodness.

Even Frost 's coat , which was black , looked glittering under the early
morning sun. I looked up towards the bright ball in the sky , hidden behind a
tree , and I watched as a red leaf departed itself from its branch and slowly
fluttered towards the ground. While it danced in the air , a gust of wind
blew it towards me. I caught it.

It was half -eaten by a caterpillar , and up-close its shade was more brown
than red , but holding it in my hand , I knew it was perfect. I closed my eyes
and took a deep breath. Crisp air , found only on special mornings when the
world is still and you 're the only living being awake , entered my lungs.
With that lifeblood there , I realized something. A smile broke across my
lips.

Frost was not the only one who had changed.

I released the leaf from my hand , and before it fell to the ground , I broke
off in a lively sprint across the field , my friend keeping up perfectly by
my side.

Listing 1: Story text from story_id=52 in response to premise_id=9, garnering 1348 upvotes on Reddit and was
categorized as Human-Advanced. It received an average PSD score of 4.2, among the highest in the entire study.
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A.3.2 WRITERPROFILE 1366

The WRITERPROFILE strategy augments a prompt with the in-context impersonation of domain experts, 1367

priming the LLM for emotionally deep writing. Depicted in Figure 2, the prompt directly addresses the 1368

LLM as an award-winning writer, describing its exquisite writing techniques and expertise in crafting 1369

universally relatable and emotionally rich stories before providing the premise and specific writing 1370

instructions. Listing 2 shows an example of WRITERPROFILE’s story prompt and Listing 3 shows a highly 1371

rated example generated by GPT-4 (story_id=5). 1372

Writer Profile

Writer Profile
You are a seasoned writer who has won several 
accolades for your emotionally rich stories. When 
you write, you delve deep into the human psyche ...

Premise
You are severely depressed and are given a service 
dog to help you through it ... a dog that is 
actually much more depressed than you ...

Story Composition

Now write a 500-word story on the following prompt:

Only respond with the story.

{Premise}

{Writer Profile}

Figure 2: Illustration of WRITERPROFILE’s template, which prompts an LLM to generate stories based on a premise
and a writer profile.

You are a seasoned writer who has won several accolades for your
emotionally rich stories. When you write , you delve deep into the human
psyche , pulling from the reservoir of universal experiences that every
reader , regardless of their background , can connect to. Your writing is
renowned for painting vivid emotional landscapes , making readers not just
observe but truly feel the world of your characters. Every piece you produce
aims to draw readers in, encouraging them to reflect on their own lives and
emotions. Your stories are a complex tapestry of relationships , emotions ,
and conflicts , each more intricate than the last.

Now write a 500-word story on the following prompt:

You died and awoke in the afterlife. It 's quite nice actually. The people
and atmosphere are a lot nicer than you are used to and there is no stress
or pressure. When you ask what good deed got you into heaven you are
informed that this is hell , followed by a visit from a very concerned demon.

Only respond with the story.

Listing 2: WRITERPROFILE prompting strategy with an example premise 1.
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I awoke in a place unfettered by temporal bounds , immersed in the sweet
scent of honeysuckle , the cool cradle of eternity lapping gently at my
senses. The silhouettes of people exchanging warm smiles in the distance ,
their laughter filling the air with a tune as pleasant as a Mozart symphony.
I took in the scene , wrapping myself in their ambient joy , a tranquil sense
of wonderment kindling within me.

The aesthetics of this realm surrounded me, greeted me with the same warmth
as a thousand summer sunsets. Peace and tranquility , stark contrasts to the
life I had known , filled each corner. No burdens of earthly existence , no
rigor of survival , no ticking clocks etching away life 's fleeting moments.
The thick stench of rat race , resentment , and unrest were all glaringly
absent.

To my query of what benevolent act had entitled me to this serenity , a
woman , adorned in the raiment of angelic brilliance , looked puzzled. "Sweet
soul , you must have misunderstood ," she said gently , "This is indeed Hell ,
not Heaven ."

Scanning my eyes for any hints of jest , they only met with earnest. A tinge
of discomfort cloaked her heavenly countenance , a stark contradiction to the
utopia that was painted around me. This was hell? This place of serenity ,
where smiles flowed as readily as wine at a banquet?

The silence was broken by the soft patter of footsteps. A figure
approached , draped in the shadows of the ethereal setting , yet there was
something oddly familiar about him. As he emerged from the shadows , I
recognized the form; a demon , the very embodiment of doom as mortal stories
had painted. Yet , there was a strange concern etched in his crimson eyes.

"Ah, a new arrival ," he sighed , regret tinging his otherwise sturdy voice.
"I should 've been the first to see you."

I stood still , my understanding grappling with the oddity of a regretful
demon in what seemed to be no less than a celestial utopia. He folded his
arms tightly across his chest , leaning in, as if preparing himself to share
a mournful secret. The air thickened , the world stopped , and the demon spoke
words that sent chills along the spine of my consciousness.

"This is Hell , but not the one humans have created in their minds. Painful ,
tormented , dreadful - those are earthly concepts tied to flesh and bone.
Here in the ethereal world , we trade only in the currency of emotions.
Regret is our eternal bondage , the luxury of amending past mistakes forever
out of reach. Unresolved conflict , unexpressed emotions , unfulfilled
relationships - this mirage of Paradise is merely the canvas for your
eternal regret ."

In this place , free from every strain and stress , there was but one agony
that would echo throughout eternity - the pain of what could have been. As
his words hung heavy in the air , my paradise was tainted with the bitter
taste of longing. I looked around again , seeing the remorse etched subtly in
the smiles.

Underneath the veils of tranquility , I uncovered the true face of Hell. No
fire , no brimstone , just an endless expanse of sought redemption denied a
lifetime too late. Here , everyone was awash in the glow of their
disappointments , even the demon himself - Hell 's guardian , and its most
regretful inhabitant.

Listing 3: Story text from story_id=5 in response to premise_id=10. With an average depth score of 4.4 out of 5,
this story generated by GPT-4 with the WRITERPROFILE strategy was the most highly rated in the study. The story
adheres to the premise and evinces depth both psychologically and philosophically.
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A.3.3 PLAN+WRITE 1373

Depicted in Figure 3, the PLAN+WRITE strategy outlines a two-step writing process: (1) Character 1374

Portraits and (2) Story Composition. Given a premise, the template first prompts the LLM for names and 1375

details of characters, then generates a story based on the premise and character settings. 1376

Plan + Write

Premise
You died and awoke in the afterlife. It's quite nice 
actually ... When you ask what good deed got you 
into heaven you are informed that this is hell ...

Premise:
Task: Based on the premise, describe the names and 
details of 2-3 major characters. Focus on each 
character's emotional states and inner thoughts.

Character Portraits
{Premise}

Story Composition
Premise:
Character Portraits:
Task: Write a 500-word story based on the 
premise and character portraits. The story 
should be emotionally deep and impactful.
Only respond with the story.

{Premise}
{CHARACTERS}

Figure 3: Illustration of PLAN+WRITE’s workflow, which prompts an LLM for character portraits given a premise
prior to story generation.

We show two full examples of the prompts used to facilitate this strategy in Listings 4, 5, and 6 for 1377

story_id=59 and Listings 7, 8, and 9 for story_id=79. 1378

Both of these PLAN+WRITE examples received the highest variance in ratings for their respective 1379

models. For story_id=59, the annotations show that the story was considered both engaging and 1380

narratively complex, but was less successful in provoking emotion or empathy from readers. One 1381

annotator wrote for their high engagement score of 5 that “I really liked the descriptive elements as well 1382

as the intertwining of these three characters through the storyline.” While describing their reason for 1383

assigning a 3 for emotion provocation, they said “I wasn’t really emotional, but it was a good read.” On 1384

the other hand story_id=79 excelled where the other struggled as this story was rated more highly for 1385

provoking emotion and empathy while simultaneously being perceived as less engaging and narratively 1386

complex. For one annotator, confusion resulted in total disengagement with the story: “I was really 1387

confused about who Ben was as at first I thought he was supposed to be her dog? But then he was the 1388

service dog owner?” 1389
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Premise: A psychic alien who feeds on dreams comes to Earth for the first
time. Turns out humans are the only sentients in the galaxy that have
nightmares.

Task: Based on the premise , describe the names and details of 2-3 major
characters. Focus on each character 's emotional states and inner thoughts.

Only respond with the characters ' names and descriptions.

Listing 4: PLAN+WRITE’s Character Portraits Prompt with an example premise 1.

1) Nebula Vrax:

Nebula Vrax is the psychic alien from andromeda galaxy. Her species ,
Asteriani , feed on the dreams of their fellow sentient beings , transforming
these into the energy that sustains them. She is remarkably empathetic by
nature. Her luminous , violet -hued form and many -faceted , almond eyes exhibit
a deep inner emotionality rarely seen within her species.

For eons , Nebula has survived on the dreams of her fellow aliens dreams
that are generally beautiful , serene , and monotonous. Her inner world is a
jumble of emotions; she is surprised and intrigued by coming to Earth but
also overwhelmed by the deeply dark and fear -inducing visions known as
nightmares. She experiences a strange blend of terror and fascination ,
constantly wrestling with the addictive yet terrifying fuel she gets from
nightmares. However , her empathetic nature makes her feel a deep sense of
guilt intertwining with an urgent need for survival. She is torn between her
predatory nature and the newfound human pain she has come to understand.

2) Elijah Bishop:

Elijah is a 27 year -old human man who suffers from chronic nightmares - a
result of his traumatic past. He is a very intelligent person with a deeply
analytical mind , finding solace in his job as a cryptographer. However , his
personal life is encircled by an intense fear instilled by his nightmares.
He has acquired a severe form of insomnia stemming from his fear of the
deep , dark world his unconscious mind descends into every time he shuts his
eyes.

Although he yearns for a peaceful sleep , his past traumas and the
consequent nightmares force him to evade the world of dreams. Since Nebula 's
arrival , he has surprisingly felt relief for his nightmares have
considerably lessened. He doesn 't know why it happens , but the less he
dreams , the more peaceful he feels.

3) Dr. Madeline Watson:

Dr. Watson is the seasoned psychologist , keenly focused on the study of
dreams and nightmares. She is sentient and curious , always intrigued by the
human mind 's capability to produce such vivid illusions in the form of
dreams. She carries a pressing sense of urgency due to a recent rise in
insomnia cases tied to a peculiar disappearance of nightmares , which is her
latest research focus. She is intrigued by Elijah 's case and is determined
to uncover the cause.

Although compassionate and understanding , she suppresses a personal grief;
the loss of her own dream world. A freak accident in her 30s rendered her
unable to dream. She misses the escapism offered by dreams and ironically
the world of nightmares; to experience fear , relief , and the gamut of human
emotions they bring. As she aids her patients in the tussle with their own
dreams , she longs to delve into her dreamscape. The appearance of Nebula
sparks within her not only professional curiosity but also faint hope of
dream -filled slumbers.

Listing 5: Example PLAN+WRITE’s character portraits output for premise 1 by GPT-4.
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Under the cloak of a midnight sky , Nebula Vrax floated in her incandescent
form above the Earth , streaks of violet like silk sliced through the vast
black tundra. Her arrival was silent , her hunger loud. She echoed a
melancholic pallor , a misfit in her own species brought out of sheer
desperation.

In an apartment nestled within a labyrinth of city buildings , Elijah tossed
and turned , shrouded in the dark veils of sleep. The horrors of a murky past
danced upon his eyelids as nightmares consumed him repeatedly. His brains
spun enigmatic codes during the day , and his unconscious mind spun the
threads of terrifying stories at night. The tranquility of sleep was an
alien sensation to him. However , something shifted that night as he slipped
into uncharted serenity , the nightmares oddly dissipated.

Transparent and silent , Nebula stood by his bed , gently feeding on his
dreams. The sheer rawness of human fear sent shivers pulsating through her.
The nightmares were unexpectedly addictive , an uncanny ecstasy that filled
her with dreadful energy and intense guilt. She wrestled with the unsettling
contrast between her survival and the pain she absorbed from Elijah 's
complex human mind. She cared a little too much , her alien veins pumping
both worry and worry 's feed.

Concurrently , in the quiet corner of her office , Dr. Madeline Watson sat
intrigued , nested amidst mountains of papers and highlighted dream journals.
Elijah 's sudden shift from chronic nightmares to peaceful slumbers perplexed
her. She tucked stray strands of hair behind her ear , adjusting her glasses
as she dived deeper into the bizarre phenomenon.

Madeline 's world revolved around dreams , studying them , decoding them , and
lately , longing for them. Tucked away in her mind was her well -kept secret
and deepest sorrow , an empty canvas of her dreamscape. The arrival of
Nebula , although unknown then , pierced a ray of hope into her silent craving.

Weeks rolled forward , carrying with them a peculiar friendship entwining
Nebula and Elijah , he unaware of her form and true essence. The continual
depletion of his nightmares and an unexpected feeling of peace acted as an
inadvertent invitation to Nebula into his life. Her invisible presence was
like a lighthouse to his ship threatened by the stormy nightmares.

As puzzling numbers rose in dreamless insomniacs , Madeline diligently
treaded on the path of revelation. The breadcrumbs led her to for the lack
of explanation paranormal. Wrapping herself in the shroud of skepticism and
curiosity , she stumbled upon a discovery Nebula Vrax.

In the grandness of the universe , these three intertwined lives navigated
through the fascinatingly frightful world of nightmares. What would it lead
to? Devastation or salvation was a question veiling the future. Yet ,
engulfed within the depth of countless dreamless nights and
nightmare -haunted slumbers , an improbable symbiosis bloomed the bizarre
friendship between a dream -haunted human , an empathetic alien , and a
dreamless psychologist.

Listing 6: Story text from story_id=59 in response to premise_id=1 authored by GPT-4 using PLAN+WRITE. It
received a high-entropy average PSD score of 3.44.
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Premise: You are severely depressed and are given a service dog to help you
through it. However , due to a mixup , you are given a dog that is actually
much more depressed than you. The main thing that gets you up in the morning
is knowing that you need to be the service human for your dog.

Task: Based on the premise , describe the names and details of 2-3 major
characters. Focus on each character 's emotional states and inner thoughts.

Only respond with the characters ' names and descriptions.

Listing 7: PLAN+WRITE’s Character Portraits Prompt with an example premise 9.

Human Character 1:
Name: Emma
Age: 30
Occupation: Marketing Manager
Personality: Emma is an anxious and high -strung person who has been
struggling with depression for years. She often finds it difficult to get
out of bed in the morning and feels like she is just going through the
motions of life without any real purpose or passion. Despite her depression ,
Emma is highly functioning and tries to put on a brave face for her friends
and family.
Thoughts: "I can 't believe I'm still stuck in this rut. Every day feels
like a chore. I know I have a great job and wonderful friends , but I can 't
seem to shake off this feeling of hopelessness. I just want to feel alive
again."

Human Character 2:
Name: Ben
Age: 45
Occupation: Software Engineer
Personality: Ben is a stoic and reserved person who has always kept his
emotions hidden beneath the surface. He has recently experienced a personal
tragedy and is now grappling with deep sadness and grief. Ben is finding it
hard to connect with his new service dog and feels like he is losing himself
in his depression.
Thoughts: "I never thought I would feel so lost and alone. My whole life
has been turned upside down and I don 't know how to pick up the pieces. I
just want to feel like myself again , but I don 't know if that 's possible ."

Human Character 3:
Name: Maya
Age: 25
Occupation: Artist
Personality: Maya is a free -spirited and optimistic person who has always
been sensitive to the emotions of those around her. She has recently started
working as a service dog handler and is passionate about helping others find
happiness and fulfillment. Despite her own struggles with anxiety , Maya
exudes warmth and empathy towards her new charge , Emma.
Thoughts: "I've been through some tough times myself , but I know what it's
like to feel hopeless. I'm determined to help Emma find her way back to
happiness , even if it means sacrificing my own peace of mind."

Listing 8: Example PLAN+WRITE’s character portraits output for premise 9 by Llama-2-7B.
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As Emma sat on her couch , staring blankly at the wall , she couldn 't help
but wonder how she had ended up here. Just a few months ago , she was a
thriving marketing manager with a promising career and a group of close
friends. But then , the depression hit. It crept up on her slowly , like a
subtle whisper in the night. At first , she brushed it off as stress from
work , but soon it became clear that something much deeper was going on. The
medication numbed her feelings , but it didn 't fix anything. She found
herself going through the motions of each day , but never truly living. That
was when the service dog organization reached out to her. They told her
about the new program where they would match her with a trained service dog
to help her cope with her depression. Emma was skeptical at first , unsure if
a dog could really understand her pain. But when she met Ben , the software
engineer who had lost his wife a year ago , she knew that they were meant to
be together. Ben was quiet and reserved , but there was something in his eyes
that spoke of deep sadness. As they worked together to train the dog , Emma
found herself opening up to Ben in ways she never thought possible. They
would sit in the park , watching the sunset together , and talk about their
hopes and fears. For the first time in years , Emma felt like she was
connecting with someone. And when they finally graduated from the training
program , Emma knew that Ben was not just her service dog handler , but also
her friend. But just as things were starting to look up, Emma realized that
her new service dog had its own issues. Its name was Max , and he seemed
almost catatonic whenever Emma tried to engage him. They had been told that
Max was trained to detect and comfort people with PTSD , but he rarely
reacted or barked , as if he had given up hope altogether. Emma felt a pang
of guilt , wondering if she was somehow to blame for Max 's despondency. Maybe
she should be taking better care of him. Maybe she needed to find a way to
connect with him , too. As they walked through the park together one
afternoon , Emma decided to try something different. She held out her hand
and let Max sniff it, hoping he would come alive. To her surprise , he
nuzzled her hand gently and looked up at her with a glint in his eye. Maybe ,
just maybe , they could find their way back to happiness together.

Listing 9: Story text from story_id=79 in response to premise_id=9 authored by Llama-2-7B using PLAN+WRITE.
It received a high-entropy average PSD score of 2.96.
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A.3.4 Effects of Prompting Strategies on Depth1390

We experimented with numerous prompting strategies before settling on two promising options previously1391

described as WRITERPROFILE (WP) and PLAN+WRITE (P+W). We examined how these different1392

prompting strategies influence the psychological depth of LLM-generated stories. The P+W strategy,1393

on average, led to modest improvements in narrative complexity (+5%), emotion provocation (+3%),1394

authenticity (+2%), and empathy (+2%), while WP led to higher engagement (+4%). Interestingly, the1395

benefits of a particular prompting strategy were not uniform or predictable by model size. For GPT-4, WP1396

prompting led to 3% higher ratings on average, with a noticeable boost in engagement scores by 16%.1397

However, for Llama-2-70B, P+W prompting was always helpful and led to an average of 7% improvement1398

in depth scores. These results underscore the complexity of crafting impactful, human-like narratives with1399

LLMs.1400

Table 7 shows the impact on mean PDS ratings when switching from the simpler WRITERPROFILE1401

approach to PLAN+WRITE.1402

Model AUTH EMP ENG PROV NCOM Model Average

GPT-4 0.03 -0.04 -0.16 0.01 -0.01 -0.03
Llama-2-13B -0.02 0.00 -0.07 0.00 -0.02 -0.02
Llama-2-70B 0.09 0.06 0.04 0.06 0.11 0.07
Llama-2-7B -0.04 0.04 -0.05 0.12 0.08 0.03
Vicuna-33B 0.03 0.04 0.01 -0.03 0.08 0.03

Component Average 0.02 0.02 -0.04 0.03 0.05 0.01

Table 7: Percent change in mean ratings when switching from WRITERPROFILE prompting to PLAN+WRITE
prompting, aggregated by model and component. For example, PLAN+WRITE decreased Engagement for GPT-4 by
16% relative to using WRITERPROFILE.

A.4 Authorship Reasons1403

To better understand the reasoning humans use to differentiate between human and LLM authorship, we1404

extracted and aggregated 16 key features mentioned in the participants’ comments for human likeness.1405

Each comment could have 0 or many of these features present. Table 8 shows the percentage of stories1406

generated by each model that had at least one comment containing a particular feature.1407

Features GPT-4 Human Human Human Llama-2 Vicuna Llama-2 Llama-2
Advanced Intermediate Novice 70B 33B 13B 7B

isCreative 0.89 0.75 1.00 0.33 0.61 0.41 0.56 0.74
isNuanced 0.94 0.75 0.33 0.00 0.61 0.41 0.56 0.78
isHumorous 0.06 0.50 0.67 0.67 0.83 0.65 0.06 0.00
isInformal 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00
isUngrammatical 0.17 0.00 0.00 0.33 0.00 0.12 0.05 0.07
hasAggressiveness 0.00 0.00 0.00 0.33 0.00 0.12 0.00 0.00
hasAdvancedVocab 0.06 0.00 0.00 0.00 0.00 0.12 0.00 0.00
hasAdvancedLirararyTechniques 0.06 0.00 0.33 0.00 0.00 0.12 0.00 0.03
hasUniqueTwists 0.00 0.00 0.33 0.00 0.06 0.00 0.06 0.00
isRepetitive 0.00 0.00 0.00 0.00 0.11 0.00 0.17 0.05
isSimplistic 0.06 0.00 0.00 0.33 0.22 0.71 0.67 0.38
isRobotic 0.11 0.00 0.00 0.00 0.11 0.18 0.33 0.22
isFormulaic 0.06 0.00 0.00 0.33 0.28 0.53 0.17 0.16
hasLowPromptAdherence 0.06 0.00 0.00 0.33 0.06 0.12 0.17 0.11
hasBasicNames 0.00 0.00 0.00 0.00 0.06 0.12 0.00 0.08
hasLessonsLearned 0.06 0.00 0.00 0.00 0.06 0.18 0.28 0.11

Table 8: Common reasons for LLM or human authorship decisions as a percent of stories receiving those comments.

We add the following observations and example comments to extend our discussion in Section 6:1408
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Creativity and nuance were frequently cited as an indicator of human authorship but were often used to 1409

describe stories that were actually generated by LLMs. For example, ∼ 90% of stories authored by GPT-4 1410

were regarded as creative and nuanced. 1411

The story exhibits a high level of creativity, emotional depth, and nuanced exploration of 1412

philosophical concepts, suggesting it was likely written by a human. 1413

(participant_id=3) 1414

Humor was regarded as a reliable indicator of human authorship. We note that these results should not be 1415

interpreted to mean that LLMs are less capable of deploying humor in general. Our prompting strategies 1416

were oriented towards promoting psychological depth, not comedy. 1417

I think this joke is only something that humans would get or would find funny. 1418

(participant_id=7) 1419

Informality, slang, and aggressiveness were accurately associated with human-authorship. 1420

...there’s a certain genre of stories . . . marked by aggressive language, a flash fiction kind of 1421

length, and usually opens with a sentence that essentially communicates "Stop f***ing around." 1422

(participant_id=6) 1423

Grammatical correctness was the most polarizing criterion: 43% believed errors indicated human author- 1424

ship while in reality, human-authored stories were less likely to contain such errors. 1425

...there are a lot of (usually incorrectly used) semi-colons, which is an error I see human authors 1426

make, so I’m more inclined to think this was written by a human. . . 1427

(participant_id=6) 1428

Formulaic “lessons learned” were correctly associated with LLM-authorship. 1429

The story seems very automated and there is no stylistic variance. There’s also a "lesson to be 1430

learned" aspect at the end of the piece. 1431

(participant_id=4) 1432

The use of generic character names was frequently used to correctly identify LLM authorship. 1433

“... Marcus is also not a name that strikes fear, so I wouldn’t use it for a Vampire. . . ” 1434

(participant_id=7) 1435

A.5 Study Details 1436

This study was reviewed by an IRB and determined to be "exempt" due to the nature of human involvement 1437

— i.e. rather than collecting information about the participants themselves, their involvement focused on 1438

story annotations. Consent was provided by continuing with the study after our tutorial and instructions 1439

relayed that anonymized annotations may be used to facilitate validation of our results and future work. 1440

We present screenshots of the tutorial instructions (Figure 4) and the general layout of fields collecting 1441

annotations on each story (Figure 5). 1442
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Figure 4: Screenshots taken from the Warm-Up tutorial instructions shown to study participants. All fields are
similar to the ones used in the main annotation forms.
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Figure 5: Screenshots showing how annotations were collected for each story using Google Forms.
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A.6 Visualizations of Depth Ratings1443

We also visualize the rating distribution of each author by plotting a cumulative distribution function1444

(CDF) per component as shown in Figure 6. Steeper CDFs with less area underneath the curve indicate a1445

larger proportion of high ratings and overall stronger performance. These plots underscore the dominance1446

of GPT-4 in generating authentically complex stories and characters that strongly invoke reader empathy1447

while essentially tying on other dimensions. We also observe that the performance of the open-source1448

LLMs is thoroughly intertwined with novice and even intermediate skill among human authors on all1449

dimensions except engagement, where humans still excel.1450

(a) Authenticity (b) Empathy (c) Engagement

(d) Emotion Provocation (e) Narrative Complexity

Figure 6: Cumulative Distribution Function (CDF) plots for each component of psychological depth. Steeper curves
indicate a greater proportion of high ratings and overall stronger performance.
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Figure 7: Spider plot comparing the psychological depth scores of 5 popular LLMs vs spectrum of human writers.
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A.7 Mixture-of-Personas1451

Table 9 shows the five different personas used in our MoP approach, each tailored to a particular component1452

of psychological depth.1453

Component Persona

AUTH You are a helpful AI who specializes in evaluating the genuineness and believ-
ability of characters, dialogue, and scenarios in stories.

EMP You are a helpful AI who focuses on identifying and assessing moments in the
narrative that effectively evoke empathetic connections with the characters.

ENG You are a helpful AI who evaluates how well a story captures and maintains the
reader’s interest through pacing, suspense, and narrative flow.

PROV You are a helpful AI who examines the text for its ability to provoke a wide
range of intense emotional responses in the reader.

NCOM You are a helpful AI who analyzes the structural and thematic intricacy of the
plot, character development, and the use of literary devices.

Table 9: Personas used with SYSTEM message tag to prime the LLM for a particular perspective relevant to
annotation.

A.8 Statistical Tests for Author Comparisons1454

T-statistics are a measure derived from t-tests that quantify the difference between the means of two groups1455

relative to the variability observed within the groups. In the context of pairwise comparisons, the t-statistic1456

helps determine whether the observed difference in scores between two authors is statistically significant1457

or likely due to random chance. In this chart, the t-statistics are visualized through a color gradient,1458

with higher (bluer) values indicating that the scores of the author on the left are significantly higher than1459

those of the author on the right. Conversely, lower (redder) values suggest the opposite. By examining1460

the t-statistic values, we can infer the strength and direction of the difference in scores across various1461

components. The accompanying p-values, annotated within each cell, provide additional context to assess1462

the statistical significance of these differences, with p-values less than 0.05 considered significant. This1463

dual representation allows us to draw robust conclusions about the relative strengths of different authors1464

across multiple dimensions.1465

For example, while we can see in Table 3 that GPT-4 enjoys the highest absolute scores in 4 out of 51466

dimensions, only empathy and narrative complexity are higher than Human-Advanced with statistical1467

significance. However, it is clear that GPT-4 is rated significantly higher than Human-Novice and all other1468

studied LLMs.1469
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Figure 8: Heatmap comparing whether differences in author scores are statistically significant using pairwise t-tests.
Color indicates the strength of the t-statistic, where higher (bluer) means the lefthand author scores are higher. Cell
annotations represent p-values, where we regard p < 0.05 as statistically significant.
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