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ABSTRACT

Motion forecasting is a fundamental component of autonomous driving systems,
as it predicts an agent’s future trajectories based on its surrounding environment.
Transformer architectures have dominated this domain due to their strong abil-
ity to model both temporal and spatial information. However, transformers often
suffer from quadratic complexity with respect to input sequence length, limiting
their ability to efficiently process scenarios involving numerous agents. Addi-
tionally, transformers typically rely on positional encodings to represent tempo-
ral or spatial relationships, a strategy that may not be as effective or intuitive as
the inductive biases naturally embedded in convolutional architectures. To ad-
dress these challenges, we leverage recent advancements in state space models
(SSMs) and propose the Multi-Stage State Space Model (MS3M). In MS3M, the
Temporal Mamba Model (TMM) is employed to capture fine-grained temporal
information, while the Spatial Mamba Model efficiently handles spatial interac-
tions. By injecting temporal and spatial inductive biases through Mamba’s state-
space model structure, the model’s capacity is significantly improved. MS3M
also strikes an exceptional trade-off between accuracy and efficiency, which
is achieved through convolutional computations and near-linear computational
strategies in the Mamba architecture. Furthermore, a hierarchical query-based
decoder is introduced, further enhancing model performance and efficiency. Ex-
tensive experimental results demonstrate that the proposed method achieves su-
perior performance while maintaining low latency, which is crucial for practical
real-time autonomous driving systems.

1 INTRODUCTION

Motion forecasting is a crucial component of autonomous driving systems, playing an important
role in ensuring the safety of both drivers and pedestrians. It predicts agents’ future trajectories
based on their surrounding environment, which includes both dynamic surrounding agents and static
map information. Given the inherent uncertainty in future behaviors, multiple plausible trajectories
will be predicted to account for this ambiguity. Additionally, as autonomous driving is a resource-
constrained system, efficiency is a key consideration for practical and real-time deployment.

In motion forecasting, the map can provide strong prior knowledge for predicting future trajecto-
ries. For example, the vehicles need to follow lanes. Depending on how the map information is
represented, prior methods can be broadly classified into rasterized-based and vectorized-based ap-
proaches. Rasterized-based methods (Cui et al., 2019; Hong et al., 2019; Luo et al., 2018; Casas
et al., 2018) represent the map as a 2D rasterized image, typically processed using a convolutional
neural network (CNN) architecture. However, these approaches are often computationally heavy
and inefficient for motion forecasting tasks. In contrast, vectorized-based methods (Gao et al., 2020;
Liang et al., 2020b; Gao et al., 2020; Gu et al., 2021b; Zhou et al., 2022) process vectorized maps,
which is a compact map representation and only compress lane information from high-definition
(HD) maps. These methods commonly utilize graph convolutional networks (GCNs)(Liang et al.,
2020a; Gao et al., 2020; Gu et al., 2021b; Zeng et al., 2021; Zhao et al., 2021) or transformer archi-
tectures (Gao et al., 2020; Liang et al., 2020b; Liu et al., 2021; Wang et al., 2022; Zhou et al., 2022)
to process vectorized maps. Due to its strong ability to model spatial and temporal information, the
transformer architecture has recently become the dominant approach in this domain.
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Although transformer architecture has achieved significant success in the motion forecasting do-
main, it still faces several limitations. Autonomous driving is a resource-constrained system and
needs to operate in a real-time environment, which demands highly efficient motion forecasting
methods with minimal latency. However, the attention mechanism in transformers has quadratic
complexity with respect to the input sequence length, making them computationally expensive. This
issue becomes particularly pronounced in scenarios involving a large number of agents or lane seg-
ments, leading to increased latency. Moreover, transformers require substantial memory due to their
multi-head attention mechanism and a large number of parameters, further complicating their de-
ployment in resource-limited systems. Another key limitation is the lack of inductive biases. While
positional encodings are often added to account for temporal dependencies or spatial relationships,
they may not be as effective or intuitive as the inductive biases naturally embedded in convolutional
architectures. This can potentially limit the transformer’s performance in motion forecasting tasks,
which are inherently spatially and temporally sensitive.

Recently, Mamba(Gu & Dao, 2023) was proposed as a more advanced foundation model, which has
demonstrated superior efficiency and accuracy in various downstream tasks(Zhu et al., 2024b; Wang
et al., 2024b). It originates from the classic state space models (SSMs) (Kalman, 1960) and excels in
managing long sequences which is attributed to the implementation of convolutional computations
and near-linear computational strategies (Gu et al., 2021a). Adapting selective state space modules
for motion forecasting tasks presents notable challenges, primarily due to the lack of specialized
design in SSMs for modeling spatial interaction. To address these challenges, we have carefully
developed a motion forecasting architecture utilizing SSMs, named Multi-Stage State Space Model
(MS3M), specifically tailored to manage the complex spatial-temporal interactions within a scene,
while optimizing computational efficiency with near-linear time complexity. In MS3M the input data
is converted into multiple tokens, each corresponding to a trajectory or lane segment in the scene.
In this process, a Temporal Mamba Model (TMM) is employed to capture fine-grained temporal
information. Unlike transformer architectures, where positional encodings are required, temporal
dependencies in the Mamba Model are naturally encoded through its scanning operation. A stack of
Single-Stage State Space Models (S4Ms) is applied to these tokens to gradually model their spatial
interactions. Within each S4M, a spatial anchor is predicted, and the sequence of tokens is scanned
based on their distance to this anchor. This process ensures that the model learns a spatial bias
(anchor point), which is injected into the tokens through the scanning operation in the Mamba model.
By injecting temporal and spatial inductive biases through Mamba’s state-space model structure, the
model’s capacity is significantly improved. Finally, a hierarchical query-based decoder processes
output tokens with different types sequentially, gradually aggregating information from them before
decoding the future trajectories and their corresponding confidence scores.

MS3M strikes an exceptional trade-off between accuracy and efficiency by adapting selective state
space modules to effectively model both spatial and temporal information, making it well-suited for
practical autonomous driving systems. Our contributions can be summarized as:

• We propose the Multi-Stage State Space Model (MS3M), a pioneering multi-stage architec-
ture that integrates a selective scanning mechanism into motion forecasting tasks. MS3M
achieves superior performance while significantly reducing model size and latency, making
it more efficient for real-time autonomous driving systems.

• The Multi-Stage State Space Model (MS3M) incorporates a Temporal Mamba Model to
capture fine-grained temporal information and a Spatial Mamba Model to model spatial
interactions. By injecting inductive biases of temporal and spatial dependency through
Mamba’s state-space model structure, the model’s capacity is significantly improved.

• We propose a hierarchical query-based decoder, which further enhances model perfor-
mance and efficiency by processing scene information in a structured and sequential man-
ner.

2 RELATED WORK

2.1 MOTION FORECASTING

Motion Forecasting is a fundamental task in autonomous driving system, which predicts future tra-
jectories according to current scenario. For accurate motion forecasting, two types of information
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are usually required, spatial relationships to surrounding agents, like vehicles and pedestrians, at
each timestep and temporal relationship for each agent across different timestep. To model spatial
relationships , some previous works (Cui et al., 2019; Hong et al., 2019; Luo et al., 2018; Casas et al.,
2018) represent the whole scene as a rasterized image and apply convolution neural network (CNN)
on it, which may lose fine-grained scene details. As an comparison, vectorized representation at-
tracts more attention as it can compress necessary information for autonomous driving. And graph
neural networks (GNNs) (Liang et al., 2020a; Gao et al., 2020; Gu et al., 2021b; Zeng et al., 2021;
Zhao et al., 2021) are usually utilized to process them. As for temporal relationship, recurrent neural
networks (RNNs) (Mercat et al., 2020; Gupta et al., 2018; Alahi et al., 2016; Salzmann et al., 2020;
Park et al., 2020) takes dominant position due to its excellent sequential data process ability. And
some further works (Tang & Salakhutdinov, 2019; Djuric et al., 2020; Gilles et al., 2021; Rhinehart
et al., 2019; Park et al., 2020) elaborate it with CNN for spatial-temporal trajectory prediction. Re-
cently, the transformer architecture has gained significant attention due to its superior capability in
modeling long-term dependencies. Due to its global perception ability, some recent motion forecast-
ing work also utilize it for spatial relationship modeling (Gao et al., 2020; Liang et al., 2020b; Liu
et al., 2021; Wang et al., 2022; Zhou et al., 2022). However, the standard transformer architecture
(Vaswani, 2017) scales quadratically with the sequence length, making it inefficient when dealing
with long sequences. Additionally, while transformers have a global receptive field, they do not
inherently model temporal and spatial dependencies, relying instead on positional encodings, which
can be suboptimal for motion forecasting task. To address these limitations, we introduce the State
Space Model (SSM) (Gu & Dao, 2023), which offers linear computational complexity while main-
taining a global receptive field like the transformer. Furthermore, it can explicitly model temporal
dependencies, which is important for motion forecasting task. In this work, we propose a purely
SSM-based motion forecasting model to overcome previous limitations.

2.2 STATE SPACE MODELS

State space models (SSMs) are fundamental tools for modeling dynamic systems, using a series of
hidden variables to represent the system’s evolution over time. Due to their ability to represent the
recurrent process with latent states, SSMs are widely used in applications requiring the modeling
of temporal dynamics, such as reinforcement learning (Hafner et al., 2020) and linear dynamical
systems (Hespanha, 2018). While SSMs have broad applicability, they require significant compu-
tational and memory resources when modeling long-range dependencies. The following work (Gu
et al., 2022) introduced the Structured State Space Sequence model (S4), which improves compu-
tational efficiency through parameterization techniques. Taking it a step further, (Fu et al., 2022)
propose a novel SSM layer H3 based on S4 to narrow the gap between attention mechanism and
SSMs in language modeling, optimizing both modeling capabilities and hardware efficiency. In-
spired by the recently introduced Gated Attention Unit (Hua et al., 2022), the recent work(Mehta
et al., 2023) proposes a layer named Gated State Space (GSS) to enhance the effectiveness of S4.
Recently, Mamba (Gu & Dao, 2023) has gained increasing attention for its superior performance,
achieved by introducing an input selection mechanism and a hardware-aware parallel algorithm.
The input selection mechanism enables the model to selectively process data, reducing unnecessary
computation on irrelevant parts of the sequence. With its linear complexity capabilities, Mamba has
provided significant advantages in both natural language processing (Wang et al., 2024a; Liu et al.,
2024; Zeng et al., 2024) and computer vision (Zhu et al., 2024a; Guo et al., 2024; Li et al., 2024;
Liang et al., 2024; Lu et al., 2024). Despite these advancements, the use of a Mamba-based back-
bone in motion forecasting remains unexplored. In this work, we propose a Mamba-based solution
to address this gap, achieving superior performance with significantly better efficiency.

3 METHODOLOGY

In this section, we outline the proposed Multi-Stage State Space Model (MS3M), designed for mo-
tion forecasting under autonomous driving scenarios. Initially, we give a brief introduction to some
related concepts, including motion forecasting task definition and the Selective State Space Model
(Mamba) (Gu & Dao, 2023). Following this, we detail the proposed architecture that utilizes the
Selective State Space Model (Mamba) to facilitate motion forecasting accuracy and efficiency.

3
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Figure 1: An overview of the proposed Multi-Stage State Space Model (MS3M).

3.1 PRELIMINARIES

3.1.1 MOTION FORECASTING

Motion Forecasting in autonomous driving scenarios is usually defined as forecasting the future
trajectory of a focal agent according to the current scenario. Because there usually exist multiple
plausible future trajectories, the model is required to predict K potential future trajectories and their
corresponding probability score. This can be formulated as:

(T̂ f
k , ŝk)1:K = Model(T h

0:N ,L). (1)

where ŝk is the probability score for k−th predicted trajectory. T̂ f
1:K are predicted future trajectories:

T̂ f
1:K = {x̂t : t ∈ {1, . . . , Tf}}1:K (2)

where x̂t is the predicted 2D position at timestamp t. The model will receive the historical trajecto-
ries for both focal agent T h

0 and surrounding agents T h
1:N :

T h
0:Na

= {xt : t ∈ {−Th + 1, . . . , 0}}0:Na . (3)

where t = 0 represents the current timestamp and xt denotes the 2D position at timestamp t, our
approach only consider the closest Na vehicles at timestamp t = 0. If there are less than Na

surrounding agents, we mask the empty entries in T h
1:N . Map information often provides valuable

information. In this work, we adopt a vectorized representation (Gao et al., 2020), which includes
surrounding lanes and can be denoted as:

L = {xi : i ∈ {1, Npt}}1:Nl
(4)

where each lane is represented by Npt uniformly sampled 2D points from its centerline. We take
only the Nl closest lanes. Long lanes are split into multiple segments to ensure consistent distances
between the sampled points, while for shorter lanes, missing points are masked.

Finally, we define the ground-truth future trajectory of the focal agent as:

T f = {xt : t ∈ {1, . . . , Tf}}, (5)

3.1.2 SELECTIVE STATE SPACE MODEL

SSMs, notably through the innovations brought by structured state space sequence models (S4) and
Mamba, have excelled in processing long sequences. These models transform a 1-D function or
sequence, x(t) ∈ R, into an output y(t) ∈ R through a hidden state h(t) ∈ RN . The evolution of
the system is governed by A ∈ RN×N , while B ∈ RN×1 and C ∈ R1×N serve as the input and
output projection matrices, respectively.

The discretized system can then be represented as follows, incorporating a step size ∆:

ht = Aht−1 +Bt, (6)
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Figure 2: An overview of Temporal Mamba Module (TMM).

yt = Cht. (7)

This adaptation enables the computation of the output via global convolution, utilizing a structured
convolutional kernel K that spans the entire length M of the input sequence x.:

K = (CB,CAB, . . . , CAM−1B), (8)

y = x ∗K. (9)

Selective models like Mamba incorporate time-varying parameters, moving away from the linear
time invariance (LTI) assumption and adding complexity to parallel computation. Nonetheless,
hardware-aware optimizations, such as associative scans, have been introduced to mitigate these
challenges, underscoring the continued advancement and application of SSMs in capturing complex
temporal dynamics.

3.2 MULTI-STAGE STATE SPACE MODEL (MS3M)

The architecture of the proposed Multi-Stage State Space Model (MS3M) is illustrated in Figure 1
which fully utilizes the inherent long-sequence modeling capacity of the Mamba model and adapts it
for spatial and temporal information modeling. In MS3M, the scene encoder first converts each scene
element, such as a trajectory or lane segment, into a separate token, where a Temporal Mamba Model
(TMM) is utilized to capture fine-grained temporal information (Section. 3.2.1). The output tokens
are then fed into a stack of Single-Stage State Space Models (S4M) to model spatial interactions
gradually. Within S4M, the Spatial Mamba Model (SMM) learns a spatial inductive bias (anchor
point) and injects it into the tokens through a scanning operation in the Mamba Model (Section.
3.2.2). Finally, the proposed hierarchical query-based decoder (Section. 3.2.3) will output future
trajectories and their corresponding confidences by aggregating information from scene tokens in a
structured and sequential manner.

3.2.1 SCENE ENCODER

Scene Encoder will convert each scene element, agent trajectory or lane segment, into a token sepa-
rately to capture their inherent information. In the proposed scene encoder, agent trajectory and lane
segment are processed differently.

We design a Temporal Mamba Module (TMM) to process each agent trajectory T h
i which is shown

in Figure 2. The Temporal Mamba Module utilizes a Feature Pyramid Network (FPN) architecture
to capture fine-grained temporal information at different scales. It comprises multiple stages with
decreasing resolution, with each stage consisting of several Mamba models. With the scanning
operation in the Mamba model, the temporal dependency is directly captured. Finally, the multi-
scale temporal features will be fused in the end. Additionally, we add a semantic class embedding
ClsAi to inject semantic information. This can be formulated as:

ST A
i = TMM(T h

i ) + ClsAi , (10)

where ClsAi denotes the type information of agents such as vehicles or pedestrians.

Unlike trajectories, where temporal connections are crucial, the spatial relationships within lane
segments are of greater importance. Considering that there are typically many more lane segments

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2025

Spatial 
Mamba

Single-stage State Space Model (S4M)

Anchor-based
Spatial Scan

M
am

ba

LNLN

M
LP

Predicted Anchor Point Focal Agent Token

Other Agent TokenLane Token

Figure 3: An overview of Single-stage
State Space Model (S4M)

Hierarchical
Query-based

Decoder

learnable queries [K,D]

Q

Q

Q

K,V Context Attention

K,V Context Attention

K,V Context Attention

Predictions Probabilities

LN
LN

LN

LN
Cross-Attention

Layer

LN

LN

LN

MLP

K,V Q
x N

Figure 4: Hierarchical Query-based Decoder

than agents, we employ a lightweight mini-PointNet (Qi et al., 2017) to learn the lane embeddings,
prioritizing efficiency in the process. :

ST L
i = MiniPointNet(Li) + ClsLi , (11)

Similarly, ClsLi represents lane types and is initialized to a learnable embedding.

Thus the scene encoder will convert the input scene representation into multiple scene tokens ST :

ST = (ST A||ST L) (12)

where ∥ denotes the concatenation operator ST A = {ST A
i : i ∈ 0, ..., Na} and ST L = {ST L

i :
i ∈ 0, ..., Nl} are tokens correspond to agents and lanes separately . With this design, we strike a
balance between model efficiency and performance by leveraging the Mamba model and allocating
resources accordingly.

3.2.2 MULTI-STAGE ARCHITECTURE

A multi-stage architecture which is a stack of Single-Stage State Space Model (S4M) consisting of
the Mamba model will be applied to model spatial interaction among scene tokens ST gradually.

Single-Stage State Space Model (S4M)

We first introduce the Single-Stage State Space Model (S4M), shown in Figure. 3, which is used to
model spatial interactions among scene tokens. At its core is the Spatial Mamba Model (SMM),
which learns a spatial inductive bias (anchor point) and injects it into scene tokens through an
Anchor-based Spatial Scan (ASS) mechanism.

The Anchor-based Spatial Scan (ASS) mechanism is used to organize scene tokens ST into ordered
scene tokens OST . The Mamba Model adopts a scanning mechanism, where tokens are processed
sequentially, to efficiently handle long sequences. In this process, the order of tokens is crucial, but
this information is missing in the raw scene tokens ST . To address this, the Anchor-based Spatial
Scan (ASS) reorders scene tokens ST based on a predicted anchor point ap. Finally, the Spatial
Mamba Model (SMM) scans the scene tokens according to this new order to model the spatial
interactions among them effectively.

For n-th Single-Stage State Space Model (S4Mn), it will receive scene tokens ST n−1 and a pre-
dicted anchor point apn−1 produced from the last stage (n − 1)-th. The output will be new scene
tokens ST n and K predicted anchor points ÂPn = {apn,1, ...apn,K} and their corresponding
scores Ŝn = {sn,1, ..., sn,K} which can be formulated:

ST n, ÂPn, Ŝn = Stagei(ST n−1, apn−1) (13)

where for the first stage, apn−1 equals to the current position of the focal agent (t = 0).In the fol-
lowing stages, the anchor point apn−1 is directly predicted from the previous stage. Since multiple
plausible predictions may exist, S4M is designed to output K anchor points along with their corre-
sponding confidence scores. The anchor point with the highest confidence score is then selected to
capture the most likely outcome. This can be formulated as:

apn−1 = ÂPn−1[idx], idx = argmaxŜn−1 (14)
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Then the input scene tokens ST n will be reordered according to the Euclidean distance L2 from
each scene token to the predicted anchor point apn−1:

OST n−1 = {ST (1)
n−1, ...,ST

(N+Nl)
n−1 } , d(apn−1,ST (1)

n−1) ≤ · · · ≤ d(apn−1,ST (N+Nl)
n−1 )

(15)
where d(apn−1,ST (i)

n−1) = ||POS(ST (i)
n−1) − apn−1|| denotes the Euclidean distance between

each scene token ST (i)
n−1 and anchor point apn−1. POS(ST (i)

n−1) denotes the current position if
the scene token is an agent token. Otherwise, it denotes the closest point at the lane to anchor point
apn−1. One important detail to note is that the scene token corresponding to the focal agent is
always placed at the end of the sequence. This ensures that it can aggregate information from all
the preceding scene tokens. The Spatial Mamba Model (SMM) will scan the ordered scene tokens
OST n−1 to update their spatial relationships. It consists of layer normalization, Mamba model,
layer normalization, and multilayer perceptron (MLP) layer sequentially. Additionally, the residual
linked will be added accordingly. The detailed architecture is shown in Figure. 3.

Compared to previous transformer-based methods, which typically utilize attention mechanisms for
information aggregation and append positional encodings to represent spatial relationships, the pro-
posed S4M directly learns a spatial inductive bias (anchor point) and injects it into the scene tokens
through an anchor-based spatial scan mechanism. With the implementation of convolutional compu-
tations and near-linear computational strategies in the Mamba architecture, S4M is also significantly
more efficient.

Finally, the output scene token corresponding to the focal agent will output K anchor points and
confidence scores for the following stage by two multilayer perceptron (MLP) layers:

ÂPn = MLPn
ap(ST

A,0
n ) (16)

Ŝn = MLPn
score(ST

A,0
n ) (17)

We observe the endpoint of the future trajectory of the focal agent usually contributes to the final
performance. Therefore, we enforce the best-predicted anchor point at each stage (Equation. 14) to
align with this endpoint which will be shown later.

Multi-Stage State Space Model (MS3M)

Stacking multiple predictors sequentially has demonstrated significant improvements in various
tasks, such as human pose estimation (Xu & Takano, 2021; Wei et al., 2016). Inspired by these
works, we sequentially stack several Single-Stage State Space Models (S4M). In this multi-stage
model, each stage processes the scene tokens ST along with an anchor point ap provided by the pre-
vious stage. By gradually refining the anchor point, which influences the scan order in the Mamba
model, the overall performance is progressively enhanced.

3.2.3 HIERARCHICAL QUERY-BASED DECODER

The DETR-like query-based decoder (Carion et al., 2020) is widely adopted for motion forecast-
ing, where all scene tokens are treated equally and processed together. However, this approach is
suboptimal as it neglects the inherent attributes of each token. For instance, the focal agent token typ-
ically contributes more significantly to the final performance compared to other tokens. To address
this limitation, we propose a Hierarchical Query-based Decoder that treats scene tokens differently
based on their semantic classes. Specifically, we introduce K learnable queries, Q ∈ RK×D, where
each query is responsible for decoding one of the K future trajectory modes. These mode queries
are updated incrementally by sequentially feeding in scene tokens of different types. The detailed
architecture is shown in Figure 4.

Finally, the focal agent token will be projected into physical space using two separate multilayer per-
ceptron (MLP) layers, producing the predicted trajectories of the focal agent and the corresponding
probability for each mode.

3.3 SUPERVISION

We apply different supervision after each stage of the model. For the final stage, we utilize the widely
used smooth L1 loss for trajectory regression and cross-entropy loss for confidence classification.

7
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Method b-minFDE6 minADE6 minFDE6 MR6 minADE1 minFDE1 MR1

GoRela(Cui et al., 2023) 2.01 0.76 1.48 0.22 1.82 4.62 0.66
THOMAS(Gilles et al., 2022) 2.16 0.88 1.51 0.20 1.95 4.71 0.64

MTR (Shi et al., 2022) 1.98 0.73 1.44 0.15 1.74 4.39 0.58
GANet (Wang et al., 2023) 1.96 0.72 1.34 0.17 1.77 4.48 0.59
QCNet (Zhou et al., 2023) 1.91 0.65 1.29 0.16 1.69 4.30 0.59

MS3M (1 stage) 2.10 0.75 1.48 0.20 1.89 4.72 0.64
MS3M (2 stages) 2.02 0.72 1.39 0.17 1.74 4.35 0.61
MS3M (3 stages) 2.08 0.74 1.43 0.18 1.70 4.20 0.60
MS3M (4 stags) 2.10 0.75 1.45 0.18 1.72 4.23 0.60

QML∗ (Su et al., 2022) 1.95 0.69 1.39 0.19 1.84 4.98 0.62
BANet∗ (Zhang et al., 2022) 1.92 0.71 1.36 0.19 1.79 4.61 0.60
QCNet ∗ (Zhou et al., 2023) 1.78 0.62 1.19 0.14 1.56 3.96 0.55

MS3M (Stage 1-4) ∗ 1.91 0.68 1.30 0.16 1.64 4.08 0.58

Table 1: Comparison of motion forecasting methods on Argoverse 2 test set. Baselines that are
known to have used ensembling are marked with the symbol “*”. For each metric, the best result is
in bold and the second best result is underlined.

Additionally, we employ the winner-take-all strategy, which optimizes only the best prediction—i.e.,
the one with the minimal final prediction error compared to the ground truth. For all preceding
stages, we enforce that the best-predicted anchor point, as described in Equation 14, aligns with the
endpoint of the focal agent’s future trajectory. Appropriate weights are assigned to different loss
terms to balance their contributions effectively.

4 EXPERIMENTS

4.1 EXPERIMENT SETTING

Dataset We compare the proposed method to previous state-of-the-art methods on popular large-
scale Argoverse2 (AV2) dataset. This dataset includes 199,908 sequences for training, 24,988 se-
quences for validation, and 24,984 sequences for testing. Each sequence is sampled at 10 Hz, with
5 seconds of historical data and a requirement to predict 6 seconds into the future (i.e., Th = 50,
Tf = 60).

Evaluation Metrics In line with Argoverse 2 official online benchmark metrics, we use the mini-
mum Average Displacement Error (minADEK), minimum Final Displacement Error (minFDEK),
Miss Rate (MRK), and Brier-minimum Final Displacement Error (b-minFDEK) for evaluation.
These metrics permit models to predict up to K trajectories per agent, with K set to 1 and 6 for
consistency with previous methods.

4.2 COMPARISON TO STATE-OF-THE-ART METHODS

Method Latency (ms) Model size(M)
QCNet 54.55±17.2 7.7M
MS3M (1 stage) 16.56±26.38 4.6M
MS3M (2 stages) 20.25±26.24 5.9M
MS3M (3 stages) 22.56±26.56 7.2M
MS3M (4 stages) 25.54±26.65 8.4M

Table 2: Latency and Model size comparison. Even though
QCNet (Zhou et al., 2023) reuses computations from pre-
vious observation windows, reducing latency by over 6×
as indicated in (Zhou et al., 2023), MS3M still achieves
significantly lower latency, regardless of the number of
stages.The experiment was conducted on a single NVIDIA
RTX A5000.

We first compare the proposed Multi-
Stage State Space Model (MS3M) to
the state-of-the-art methods on the
Argoverse 2 online benchmark (test
set), as shown in Table. 1. The
results indicate that MS3M achieves
performance comparable to the cur-
rent state-of-the-art method, QC-
Net (Zhou et al., 2023), a pure
transformer-based architecture. Even
without ensembling, MS3M demon-
strates strong performance, ranking
second-best across most metrics with
different numbers of stages. This
suggests that the performance of the
individual stages complements each
other. For example, MS3M with 2 stages performs better on metrics like minADE6 and MR6, while
MS3M with 3 stages excels in minADE1 and minFDE1. This motivated us to ensemble MS3M with
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Figure 5: Qualitative results. We compare MS3M to the state-of-the-art method, QCNet (Zhou et al.,
2023). Blue arrows represent the predicted future trajectories (K=6), while the pink arrow denotes
the ground truth future trajectory. The orange bounding box indicates the focal agent while the blue
bounding boxes denote surrounding agents. The proposed method demonstrates the ability to pro-
duce diverse (Columns 1 and 2) yet accurate (Columns 3 and 4) predictions. In certain scenarios,
QCNet generates implausible predictions (Columns 3 and 4), which are avoided by the proposed
method. This highlights the strong spatial and temporal modeling capabilities of the proposed ap-
proach.

different stages, leading to a clear improvement in performance and enabling MS3M to surpass most
previous methods.

The superior performance of QCNet (Zhou et al., 2023) comes at the cost of high latency, as shown
in Table. 2. We observe that even though MS3M with 4 stages has more parameters compared to
QCNet (Zhou et al., 2023), it still reduces latency by more than half. It is important to note that QC-
Net (Zhou et al., 2023) reuses computations from previous observation windows, reducing latency
by over 6×, as indicated in (Zhou et al., 2023). Despite not employing such optimizations, MS3M
still achieves significantly lower latency. Furthermore, reducing the number of stages in MS3M fur-
ther widens the latency gap. Currently, MS3M with 2 or 3 stages achieves the best performance,
outperforming QCNet (Zhou et al., 2023) in both model size and latency by a large margin.

Finally, we present some qualitative results in Figure. 5, where we observe that MS3M produces
future trajectories that are both as accurate and diverse as those generated by QCNet. In some
scenarios, the trajectories predicted by MS3M even appear more reasonable, further highlighting its
effectiveness.

4.3 ABLATION STUDY

Next, we conduct some ablation studies on the Argoverse 2 validation set to demonstrate the effec-
tiveness of our designs. The experimental results are presented in Table. 3.

Decoder Design We first explore different designs for the query-based decoder. For the traditional
query-based decoder (“non-Hier” in Table. 3) used in motion forecasting, which feeds all tokens as
key and value into the attention layer simultaneously, we ensure a fair comparison by using the same
number of attention layers as the proposed hierarchical query-based decoder (“Hier” in Table. 3). We
observe that feeding scene tokens in a structured and sequential manner based on their different types
leads to overall better performance. This improvement is primarily due to the reduction of ambiguity
within the input tokens for each attention layer. Additionally, by processing 3× fewer tokens as
key and value, the model’s efficiency is further enhanced, reducing computational complexity and
improving runtime performance without sacrificing accuracy.

Intermediate Supervision Choice We also investigate the influence of added supervision at in-
termediate stages. A straightforward approach is to apply the same supervision across all stages,
meaning the supervision used in the final stage, as described in Section 3.3, is also applied to all
preceding stages. However, we found that this strategy (“best FDE” in Table. 3) does not perform
as well as our current solution (“best prob” in Table. 3). We assume that selecting the trajectory
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Method minADE6 minFDE6 MR6 minADE1 minFDE1

Decoder non-Hier 0.735 1.435 0.177 1.692 4.200
Hier 0.732 1.429 0.177 1.687 4.179

Loss type best fde 0.732 1.432 0.179 1.700 4.234
best prob 0.732 1.429 0.177 1.687 4.179

Stage Effect Deep S4M 0.746 1.471 0.199 1.853 4.634
MS3M 0.732 1.429 0.177 1.687 4.179

Table 3: Ablation Study.
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Figure 6: Qualitative results for the different number of stages. We observe that increasing the
number of stages leads to more accurate predictions (Columns 1 and 2), whereas predictions from a
single stage are often less precise, frequently deviating from the ground truth or even entering non-
driving areas. Furthermore, increasing the number of stages also results in more diverse predictions,
as shown in Columns 3 and 4.

with the max probability in the intermediate stages allows the model to focus on the most likely and
plausible outcomes, ensuring it explores realistic scenarios without prematurely narrowing its focus
on less probable trajectories.

Deep Single-Stage Model In the previous section, we demonstrated that our multi-stage architecture
outperforms a single-stage model. However, that comparison alone doesn’t clarify whether the
improvement stems from the multi-stage design itself or simply from the increase in parameters as
more stages are added. To ensure a fair comparison, we train a single-stage model with the same
number of parameters as the multi-stage version. As shown in Table. 3, our multi-stage architecture
significantly outperforms the single-stage counterpart (“Deep S4M” in Table. 3), highlighting the
effectiveness of the proposed architecture in enhancing prediction quality.

Finally, we present some qualitative results to illustrate the impact of varying the number of stages,
shown in Figure. 6. Please refer to the supplementary material for additional ablation studies and
qualitative results.

5 CONCLUSION

In this paper, we propose a Multi-Stage State Space Model (MS3M) for motion forecasting in
autonomous driving scenarios. Compared to previous dominant transformer-based methods, the
proposed approach strikes an exceptional balance between accuracy and efficiency by leveraging
Mamba model for both spatial and temporal information modeling. The Temporal Mamba Model
effectively captures fine-grained temporal information, while spatial interactions among scene ele-
ments are modeled through the Single-Stage State Space Model (S4M). Within S4M, a spatial in-
ductive bias (anchor point) is learned and injected into scene tokens via Mamba’s state-space model
structure. Additionally, a hierarchical query-based decoder is introduced, further enhancing both
model performance and efficiency. Extensive experimental results demonstrate that the proposed
approach achieves superior performance while maintaining high computational efficiency, making
it well-suited for practical real-time autonomous driving systems.
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bining recurrent, convolutional, and continuous-time models with linear state space layers. Ad-
vances in neural information processing systems, 34:572–585, 2021a.

Albert Gu, Karan Goel, and Christopher Re. Efficiently modeling long sequences with structured
state spaces. In International Conference on Learning Representations, 2022.

Junru Gu, Chen Sun, and Hang Zhao. Densetnt: End-to-end trajectory prediction from dense goal
sets. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 15303–
15312, 2021b.

Hang Guo, Jinmin Li, Tao Dai, Zhihao Ouyang, Xudong Ren, and Shu-Tao Xia. Mambair: A simple
baseline for image restoration with state-space model. arXiv preprint arXiv:2402.15648, 2024.

Agrim Gupta, Justin Johnson, Li Fei-Fei, Silvio Savarese, and Alexandre Alahi. Social gan: So-
cially acceptable trajectories with generative adversarial networks. In Proceedings of the IEEE
conference on computer vision and pattern recognition, pp. 2255–2264, 2018.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Danijar Hafner, Timothy Lillicrap, Jimmy Ba, and Mohammad Norouzi. Dream to control: Learning
behaviors by latent imagination. In International Conference on Learning Representations, 2020.

Joao P Hespanha. Linear systems theory. Princeton university press, 2018.

Joey Hong, Benjamin Sapp, and James Philbin. Rules of the road: Predicting driving behavior with
a convolutional model of semantic interactions. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 8454–8462, 2019.

Weizhe Hua, Zihang Dai, Hanxiao Liu, and Quoc Le. Transformer quality in linear time. In Inter-
national conference on machine learning, pp. 9099–9117. PMLR, 2022.

Rudolph Emil Kalman. A new approach to linear filtering and prediction problems. 1960.

Kunchang Li, Xinhao Li, Yi Wang, Yinan He, Yali Wang, Limin Wang, and Yu Qiao. Videomamba:
State space model for efficient video understanding. arXiv preprint arXiv:2403.06977, 2024.

Dingkang Liang, Xin Zhou, Xinyu Wang, Xingkui Zhu, Wei Xu, Zhikang Zou, Xiaoqing Ye, and
Xiang Bai. Pointmamba: A simple state space model for point cloud analysis. arXiv preprint
arXiv:2402.10739, 2024.

Ming Liang, Bin Yang, Rui Hu, Yun Chen, Renjie Liao, Song Feng, and Raquel Urtasun. Learn-
ing lane graph representations for motion forecasting. In Computer Vision–ECCV 2020: 16th
European Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part II 16, pp. 541–556.
Springer, 2020a.

Ming Liang, Bin Yang, Rui Hu, Yun Chen, Renjie Liao, Song Feng, and Raquel Urtasun. Learn-
ing lane graph representations for motion forecasting. In Computer Vision–ECCV 2020: 16th
European Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part II 16, pp. 541–556.
Springer, 2020b.

Chengkai Liu, Jianghao Lin, Jianling Wang, Hanzhou Liu, and James Caverlee. Mamba4rec: To-
wards efficient sequential recommendation with selective state space models. arXiv preprint
arXiv:2403.03900, 2024.

Yicheng Liu, Jinghuai Zhang, Liangji Fang, Qinhong Jiang, and Bolei Zhou. Multimodal motion
prediction with stacked transformers. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, pp. 7577–7586, 2021.

Hui Lu, Albert Ali Salah, and Ronald Poppe. Videomambapro: A leap forward for mamba in
video understanding. CoRR, abs/2406.19006, 2024. doi: 10.48550/ARXIV.2406.19006. URL
https://doi.org/10.48550/arXiv.2406.19006.

Wenjie Luo, Bin Yang, and Raquel Urtasun. Fast and furious: Real time end-to-end 3d detection,
tracking and motion forecasting with a single convolutional net. In Proceedings of the IEEE
conference on Computer Vision and Pattern Recognition, pp. 3569–3577, 2018.

Harsh Mehta, Ankit Gupta, Ashok Cutkosky, and Behnam Neyshabur. Long range language model-
ing via gated state spaces. In International Conference on Learning Representations, 2023.

Jean Mercat, Thomas Gilles, Nicole El Zoghby, Guillaume Sandou, Dominique Beauvois, and
Guillermo Pita Gil. Multi-head attention for multi-modal joint vehicle motion forecasting. In
2020 IEEE International Conference on Robotics and Automation (ICRA), pp. 9638–9644. IEEE,
2020.

Seong Hyeon Park, Gyubok Lee, Jimin Seo, Manoj Bhat, Minseok Kang, Jonathan Francis, Ashwin
Jadhav, Paul Pu Liang, and Louis-Philippe Morency. Diverse and admissible trajectory forecasting
through multimodal context understanding. In Computer Vision–ECCV 2020: 16th European
Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part XI 16, pp. 282–298. Springer,
2020.

Charles R Qi, Hao Su, Kaichun Mo, and Leonidas J Guibas. Pointnet: Deep learning on point sets
for 3d classification and segmentation. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 652–660, 2017.

12

https://doi.org/10.48550/arXiv.2406.19006


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Nicholas Rhinehart, Rowan McAllister, Kris Kitani, and Sergey Levine. Precog: Prediction con-
ditioned on goals in visual multi-agent settings. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 2821–2830, 2019.

Tim Salzmann, Boris Ivanovic, Punarjay Chakravarty, and Marco Pavone. Trajectron++:
Dynamically-feasible trajectory forecasting with heterogeneous data. In Computer Vision–ECCV
2020: 16th European Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part XVIII
16, pp. 683–700. Springer, 2020.

Shaoshuai Shi, Li Jiang, Dengxin Dai, and Bernt Schiele. Motion transformer with global intention
localization and local movement refinement. Advances in Neural Information Processing Systems,
35:6531–6543, 2022.

Tong Su, Xishun Wang, and Xiaodong Yang. Qml for argoverse 2 motion forecasting challenge.
arXiv preprint arXiv:2207.06553, 2022.

Charlie Tang and Russ R Salakhutdinov. Multiple futures prediction. Advances in neural information
processing systems, 32, 2019.

A Vaswani. Attention is all you need. Advances in Neural Information Processing Systems, 2017.

Chloe Wang, Oleksii Tsepa, Jun Ma, and Bo Wang. Graph-mamba: Towards long-range graph
sequence modeling with selective state spaces. arXiv preprint arXiv:2402.00789, 2024a.

Jingke Wang, Tengju Ye, Ziqing Gu, and Junbo Chen. Ltp: Lane-based trajectory prediction for au-
tonomous driving. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 17134–17142, 2022.

Mingkun Wang, Xinge Zhu, Changqian Yu, Wei Li, Yuexin Ma, Ruochun Jin, Xiaoguang Ren,
Dongchun Ren, Mingxu Wang, and Wenjing Yang. Ganet: Goal area network for motion forecast-
ing. In 2023 IEEE International Conference on Robotics and Automation (ICRA), pp. 1609–1615.
IEEE, 2023.

Zeyu Wang, Chen Li, Huiying Xu, and Xinzhong Zhu. Mamba yolo: Ssms-based yolo for object
detection. arXiv preprint arXiv:2406.05835, 2024b.

Shih-En Wei, Varun Ramakrishna, Takeo Kanade, and Yaser Sheikh. Convolutional pose machines.
In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pp. 4724–
4732, 2016.

Tianhan Xu and Wataru Takano. Graph stacked hourglass networks for 3d human pose estimation.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp.
16105–16114, 2021.

Chaolv Zeng, Zhanyu Liu, Guanjie Zheng, and Linghe Kong. C-mamba: Channel correla-
tion enhanced state space models for multivariate time series forecasting. arXiv preprint
arXiv:2406.05316, 2024.

Wenyuan Zeng, Ming Liang, Renjie Liao, and Raquel Urtasun. Lanercnn: Distributed represen-
tations for graph-centric motion forecasting. In 2021 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pp. 532–539. IEEE, 2021.

Chen Zhang, Honglin Sun, Chen Chen, and Yandong Guo. Banet: Motion forecasting with boundary
aware network. arXiv preprint arXiv:2206.07934, 2022.

Hang Zhao, Jiyang Gao, Tian Lan, Chen Sun, Ben Sapp, Balakrishnan Varadarajan, Yue Shen,
Yi Shen, Yuning Chai, Cordelia Schmid, et al. Tnt: Target-driven trajectory prediction. In Con-
ference on Robot Learning, pp. 895–904. PMLR, 2021.

Zikang Zhou, Luyao Ye, Jianping Wang, Kui Wu, and Kejie Lu. Hivt: Hierarchical vector trans-
former for multi-agent motion prediction. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pp. 8823–8833, 2022.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Zikang Zhou, Jianping Wang, Yung-Hui Li, and Yu-Kai Huang. Query-centric trajectory prediction.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
17863–17873, 2023.

Lianghui Zhu, Bencheng Liao, Qian Zhang, Xinlong Wang, Wenyu Liu, and Xinggang Wang. Vi-
sion mamba: Efficient visual representation learning with bidirectional state space model. arXiv
preprint arXiv:2401.09417, 2024a.

Lianghui Zhu, Bencheng Liao, Qian Zhang, Xinlong Wang, Wenyu Liu, and Xinggang Wang. Vi-
sion mamba: Efficient visual representation learning with bidirectional state space model. arXiv
preprint arXiv:2401.09417, 2024b.

14


	Introduction
	Related Work
	Motion Forecasting
	State Space Models

	Methodology
	Preliminaries
	Motion Forecasting
	Selective State Space Model

	Multi-Stage State Space Model (MS3M)
	Scene Encoder
	Multi-Stage Architecture
	Hierarchical Query-based Decoder

	Supervision

	Experiments
	Experiment Setting
	Comparison to State-of-the-art Methods
	Ablation Study

	Conclusion

