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Abstract

Polynomial Neural Networks (PNNs) possess a rich algebraic and geometric struc-
ture. However, their identifiability—a key property for ensuring interpretability—
remains poorly understood. In this work, we present a comprehensive analysis
of the identifiability of deep PNNs, including architectures with and without bias
terms. Our results reveal an intricate interplay between activation degrees and layer
widths in achieving identifiability. As special cases, we show that architectures
with non-increasing layer widths are generically identifiable under mild conditions,
while encoder-decoder networks are identifiable when the decoder widths do not
grow too rapidly compared to the activation degrees. Our proofs are constructive
and center on a connection between deep PNNs and low-rank tensor decomposi-
tions, and Kruskal-type uniqueness theorems. We also settle an open conjecture on
the dimension of PNN’s neurovarieties, and provide new bounds on the activation
degrees required for it to reach the expected dimension.

1 Introduction

Neural network architectures which use polynomials as activation functions—polynomial neural
networks (PNN)—have emerged as architectures that combine competitive experimental performance
(capturing high-order interactions between input features) while allowing a fine grained theoretical
analysis. On the one hand, PNNs have been employed in many problems in computer vision [[1H3]],
image representation [4], physics [3]] and finance [6]], to name a few. On the other hand, the geometry
of function spaces associated with PNNs, called neuromanifolds, can be analyzed using tools from
algebraic geometry. Properties of such spaces, such as their dimension, shed light on the impact
of a PNN architecture (layer widths and activation degrees) on the expressivity of feedforward,
convolutional and self-attention PNN architectures [7/H11]]. They also determine the landscape of
their loss function and the dynamics of their training process [[7, 12, [13]].

Moreover, PNNs are also closely linked to low-rank tensor decompositions [[14H18]], which play a
fundamental role in the study of latent variable models due to their identifiability properties [19]. In
fact, single-output 2-layer PNNs are equivalent to low-rank symmetric tensors [[7]. Identifiability—
whether the parameters and, consequently, the hidden representations of a NN can be determined
from its response up to some equivalence class of trivial ambiguities such as permutations of its
neurons—is a key question in NN theory [20-32]]. Identifiability is critical to ensure interpretability
in representation learning [33H335]], to provably obtain disentangled representations [36]], and in
the study of causal models [37]. It is also critical to understand how the architecture affects the
inference process and to support manipulation or “stitching” of pretrained models and representations
[35L 138, 139]]. Moreover, it has important links to learning and optimization of PNNs [40, (9} [13]].
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Identifiability of deep PNNSs is intimately linked to the dimension of their so-called neurovarieties:
when this dimension reaches the effective parameter count, the number of possible parametrizations
is finite, which means the model is finitely identifiable and the neurovariety is said to be non-defective.
In addition, many PNN architectures admit only a single parametrization (i.e., they are globally
identifiable).This has been investigated for specific types of self-attention [9]] and convolutional [§]]
layers, and feedforward PNNs without bias [11]. However, current results for feedforward networks
only show that finite identifiability holds for very high activation degrees, or for networks with the
same widths in every layer [11]. A standing conjecture is that this holds for any PNN with degrees at
least quadratic and non-increasing layer widths [[L1], which parallels identifiability results of ReLU
networks [29]. However, a general theory of identifiability of deep PNNss is still missing.

1.1 Our contribution

We provide a comprehensive analysis of the identifiability of deep PNNs considering monomial
activation functions. We prove that an L-layer PNN is finitely identifiable if every 2-layer block
composed by a pair of two successive layers is finitely identifiable for some subset of their inputs.
This surprising result tightly links the identifiability of shallow and deep polynomial networks, which
is a key challenge in the general theory of NNs. Moreover, our results reveal an intricate interplay
between activation degrees and layer widths in achieving identifiability.

As special cases, we show that architectures with non-increasing layer widths (i.e., pyramidal nets)
are generically identifiable, while encoder-decoder (bottleneck) networks are identifiable when the
decoder widths do not grow too rapidly compared to the activation degrees. We also show that the
minimal activation degrees required to render a PNN identifiable (which is equivalent to its activation
thresholds) is only linear in the layer widths, compared to the quadratic bound in [[L1, Theorem 18].
These results not only settle but generalize conjectures stated in [11]. Moreover, we also address the
case of PNNs with biases (which was overlooked in previous theoretical studies) by leveraging a
homogenization procedure.

Our proofs are constructive and are based on a connection between deep PNNs and partially symmetric
canonical polyadic tensor decompositions (CPD). This allows us to leverage Kruskal-type uniqueness
theorems for tensors to obtain identifiability results for 2-layer networks, which serve as the building
block in the proof of the finite identifiability of deep nets, which is performed by induction. Our
results also shed light on the geometry of the neurovarieties, as they lead to conditions under which
its dimension reaches the expected (maximum) value.

1.2 Related works

Polynomial NNs: Several works studied PNNs from the lens of algebraic geometry using their asso-
ciated neuromanifolds and neurovarieties [[1] (in the emerging field of neuroalgebraic geometry [41]])
and their close connection to tensor decompositions. Kileel et al. [7] studied the expressivity or feed-
forward PNNs in terms of the dimension of their neurovarieties. An analysis of the neuromanifolds
for several architectures was presented in [[L0]. Conditions under which training losses do not exhibit
bad local minima or spurious valleys were also investigated [[13} 12, 42]]. The links between training
2-layer PNNs and low-rank tensor approximation [13]] as well as the biases of gradient descent [43]
have been established.

Recent work computed the dimensions of neuromanifolds associated with special types of self-
attention [9] and convolutional [8] architectures, and also include identifiability results. For feed-
forward PNNS, finite identifiability was demonstrated for networks with the same widths in every
layer [[L1], while stronger results are available for the 2-layer case with more general polynomial
activations [44]. Finite identifiability also holds when the activation degrees are larger than a so-called
activation degree threshold [[11]. Recent work studied the singularities of PNNs with activations
consisting of the sum of monomials with very high activation degrees [45]. PNNs are also linked to
factorization machines [40]; this led to the development of efficient tensor-based learning algorithms
[47,148]]. Note that other types of non-monomial polynomial-type activations [49} 50, 5, 51 have
shown excellent performance; however, the geometry of these models is not well known.

NN identifiability: Many studies focused on the identifiability of 2-layer NNs with tanh, odd, and
ReLU activation functions [20H23]]. Moreover, algorithms to learn 2-layer NNs with unique parameter
recovery guarantees have been proposed (see, e.g., [[52,153]]), however, their extension to NNs with 3
or more layers is challenging and currently uses heuristics [54]]. Identifiability of deep NNs under



weak genericity assumptions was first studied in the pioneering work of Fefferman [24] for the case
of the tanh activation function through the study of its singularities. Recent work extended this result
to more general sigmoidal activations [25) 126]. Various works focused on deep ReLU nets, which are
piecewise linear [28]]; they have been shown to be generically identifiable if the number of neurons
per layer is non-increasing [29]. Recent work studied the local identifiability of ReLU nets [30H32].
Identifiability has also been studied for latent variable/causal modeling, leveraging different types of
assumptions (e.g., sparsity, statistical independence, etc.) [55H60]. Note that although some of these
works tackle deep NNs, their proof techniques are completely different from our approach and do not
apply to the case of polynomial activation functions.

Tensors and NNs: Low-rank tensor decompositions had widespread practical impact in the com-
pression of NN weights [61H65]]. Moreover, their properties also played a key role in the theory of
NN [18]. This includes the study of the expressivity of convolutional [66] and recurrent [67} [68]]
NNs, and the sample complexity of reinforcement learning parametrized by low-rank transition and
reward tensors [69, (70]. The decomposability of low-rank symmetric tensors was also paramount in
establishing conditions under which 2-layer NNs can (or cannot [71]) be learned in polynomial time
and in the development of algorithms with identifiability guarantees [52, 72} [73]]. It was also used to
study identifiability of some deep linear networks [74]. However, the use of tensor decompositions
in the studying the identifiability of deep nonlinear networks has not yet been investigated.

2 Setup and background
2.1 Polynomial neural networks: with and without bias

Polynomial neural networks are functions R% — RY~ represented as feedforward networks with
bias terms and activation functions of the form p,.(-) = (-)". Our results hold for both the real and
complex valued case (F = R, C), thus, and we prefer to keep the real notation for simplicity. Note
that we allow the activation functions to have a different degree r, for each layer.

Definition 1 (PNN). A polynomial neural network (PNN) with biases and architecture (d =

(do,dy,...,dp),» = (r1,...,r_1)) is a map R% — RIL given by a feedforward neural network

PNNd-,T‘[e] = PNNT‘[G] = fL OPrp_1©° fL*l OPrp_o0 "0pPr O fl ) (1)

where fi(x) = Wz + b; are affine maps, with W; € R%*%i-1 being the weight matrices and

b; € R% the biases, and the activation functions p, : R? — RY, defined as p,(z) = (27,...,2})
are monomial. The parameters 0 are given by the entries of the weights W ; and biases b;, i.e.,

0= (w,b), w = ("Vvl7 WQ, ey WL), b= (bl,bg, ey bL) (2)

The vector of degrees 7 is called the activation degree of PNN.,.[0] (we often omit the subscript d if it
is clear from the context).

PNNSs are algebraic maps and are polynomial vectors, where the total degree is 1'iotq; = 71+ TL—1,
that is, they belong to the polynomial space (2, ,,.,..) <%, where &, denotes the space of d-
variate polynomials of degree < r. Most previous works analyzed the simpler case of PNNs without
bias, which we refer to as homogeneous. Due to its importance, we consider it explicitly.

Definition 2 (hPNN). A PNN is said to be a homogenous PNN (hPNN) when it has no biases (by = 0
forall? =1,... L), and is denoted as

hPNNg »[w] = hPNN,[w] := W_op,, ,oW_10p, ,0---0p, o Wy. 3)
Its parameter set is givenby w = (W1, Wo, ... Wp).

It is well known that such PNNs are in fact homogeneous polynomial vectors and belong to the
polynomial space (7, r,,,..) %=, where 75, C P4, denotes the space of homogeneous d-variate
polynomials of degree . hPNNs are also naturally linked to tensors and tensor decompositions,
whose properties can be used in their theoretical analysis.

Example 3 (Running example). Consider an hPNN with L = 2, r = (2) and d = (3,2, 2). In such
a case the parameter matrices are given as

b1 b1 W a1 a2 a3
W 2 = b b 5 1= 5
21 22 a1 ag2 a23



and the hPNN p = hPNN,.[w] is a vector polynomial that admits the expression
_ _|bu 2, |b12 2
p(x) = Wop(Wiz) = by (@111 + ar1222 + a1323)° + Doy (a2171 + agowa + ag3x3)”.

the only monomials that can appear are of the form xﬁxémlg with i + j + k = 2 thus p is a vector of
degree-2 homogeneous polynomials in 3 variables (in our notation, p € (7 2)?).

2.2 Equivalent PNN representations

It is known that the PNNs admit equivalent representations (i.e., several parameters 0 leading to
the same function). Indeed, for each hidden layer we can (a) permute the hidden neurons, and
(b) rescale the input and output to each activation function since for any a # 0, (at)” = a”t".
These transformations lead to different sets of parameters that leave the PNN unchanged. We can
characterize all such equivalent representations in the following lemma (provided in [7]] for the case
without biases).

Lemma 4. Let PNN ,.[0] be a PNN with 6 as in @). Let also Dy, € R“*% be any invertible

diagonal matrices and P, € 7Z.%*% ({ = 1,... L — 1) be permutation matrices, and define the
transformed parameters as
W« P.D,W,D,"""'P]_,, b, < P;Dyby,

with Py = Do = I and P, = Dy, = I by convention. Then the modified parameters W', b},
define exactly the same network, i.e. PNNg .[0] = PNNg .[0'] for the parameter vector

0 = (W, Wh ..., W), (b],by,...,b})).
If 0 and 0' are linked with such a transformation, they are called equivalent (denoted 6 ~ '),
Example 5 (Example[3] continued). In Example[3|we can take any o, 8 # 0 to get

B72byo

o (ai171+aarazet+aarzrs)®+ B~2byy (Bagi w1+ Bazexa+Baszs)?.

hPNNg . [w] = [0421721
which correspond to rescaling rows of W1 and corresponding columns of W o. If we additionally

permute them, we get W' = PDW |, W4 = WoD 2P with D = (5 2] and P = [9}].

This characterization of equivalent representations allows us to define when a PNN is unique.
Definition 6 (Unique and finite-to-one representation). The PNN p = PNNy ,.[0] (resp. hPNN
p = hPNNy ,.[w]) with parameters 0 (resp. w) is said have a unique representation if every other
representation satisfying p = PNNg .[0'] (resp. p = hPNNg .[w’]) is given by an equivalent set of
parameters, i.e., 8" ~ 0 (resp. w' ~ w) in the sense of Lemmald|(i.e., they can be obtained from the
permutations and elementwise scalings in Lemma H).

Similarly, a PNN p = PNNg .[0] (resp. hPNN p = hPNNg ,.[w]) is called finite-to-one if it admits
only finitely many non-equivalent representations, that is, the set {0’ : PNNg .[0'] = p} (resp.
{w’ : hPNNg ..[w’'] = p}) contains finitely many non-equivalent parameters.

Example 7 (Example[5] continued). Thanks to links with tensor decompositions and their uniqueness,
it is known that the hPNN in Example 3| has unique representation if W 5 is invertible and W1 full
row rank (rank 2), see Proposition[33]in Section

2.3 Identifiability and link to neurovarieties

An immediate question is which PNN/hPNN architectures are expected to admit only a single (or
finitely many) non-equivalent representations? This question can be formalized using the notions of
global and finite identifiability, which considers a general set of parameters.

Definition 8 (Global and finite identifiability). The PNN (resp. hPNN) with architecture (d,r)
is said to be globally identifiable if for a general choice of @ = (w,b) € RX %(de—1+1) (regp,
w € RXdede-1) (j e for all choices of parameters except for a set of Lebesgue measure zero), the
network PNNg .[0] (resp. hPNNg .[w]) has a unique representation.

Similarly, the PNN (resp. hPNN) with architecture (d,r) is said to be finitely identifiable if for a
general choice of 0, (resp. w) the network PNNg .[0] (resp. hPNNy ,.[w]) is finite-to-one (i.e., it
admits only finitely many non-equivalent representations).



In the following, we use the term “identifiable” to refer to finite identifiability unless stated otherwise.
Note also that the notion of finite identifiability is much stronger than the related notion of local
identifiability (i.e., a model being identifiable only in a neighborhood of a parameterization).

Example 9 (Example [7] continued). From Example[]} we see that the hPNN architecture with
d = (3,2,2), r = (2) is identifiable due to the fact that generic matrices W 1 and W o are full rank.

Note that Definition[8]excludes a set of parameters of Lebesgue measure zero. Thus, for an identifiable
architecture such as the one mentioned in Example[9] there exists rare sets of pathological parameters
for which the hPNN is non-unique (e.g., weight matrices containing collinear rows).

With some abuse of notation, let hPNNg ,.[-] be the map taking w to hPNNg ,.[w]. Then the image
of hPNNg .[-] is called a neuromanifold, and the neurovariety V. 18 defined as its closure in the
Zariski topologyﬂ The study of neurovarieties and their properties is a topic of recent interest
(7, 41} [T1, 10]]. More details are given in Appendix[A] An important property for our case is the link
between identifiability of an hPNN, the dimension of its neurovariety, and the rank of its Jacobian.

Proposition 10. The architecture hWPNNg .[-] is finitely identifiable if and only if the dimension
of V. s equal o the effective number of parameters, i.e., dim ¥ ,. = Zle dedp_1 — Zf;ll dp.
In such case, ”//d’r is said to be nondefective. Equivalently, the rank of the Jacobian of the map

hPNNg ,.[-] is maximal and equal to 25:1 dedy_1 — ZEL:_ll dy at a general parameter w.

3 Main results

3.1 Main results on the identifiability of deep hPNNs

Although several works have studied the identifiability of 2-layer NN, tackling the case of deep
networks is significantly harder. However, when we consider the opposite statement, i.e., the non-
identifiability of a network, it is much easier to show such connection: in a deep network with L > 2
layers, the lack of identifiability of any 2-layer subnetwork (formed by two consecutive layers) clearly
implies that the full network is not identifiable. What our main result shows is that, surprisingly,
under mild additional conditions the converse is also true for hPNNs: if the every 2-layer subnetwork
is identifiable for some subset of their inputs, then the full network is identifiable as well. This is
formalized in the following theorem.

Theorem 11 (Localization theorem). Let ((dy,...,dr),(r1,...,7r—1)) be the hPNN format. For

¢ =0,...,L — 2 denote d; := min{dy,...,de}. Then the following holds true: if for all { =
1,...,L — 1 the two-layer architecture hPNN 7, », ['] is finitely identifiable, then the

L-layer architecture hPNNg .[-] is finitely identifiable as well.

The technical proofs are relegated to the appendices. This key result shows a strong relation between
the finite identifiability of shallow and deep hPNNs. However, as we move into the deeper layers,
the identifiability conditions required by Theorem|[IT]are stricter than in the shallow case, since the
number of inputs is reduced to d,. This can lead to a requirement of larger activation degrees to
guarantee identifiability compared to the shallow case.

Theorem|[TT]allows us to derive identifiability conditions for hPNNs using the link between 2-layer
hPNNs and partially symmetric tensor decompositions and their generic uniqueness based on classical
Kruskal-type conditions. We use the following sufficient condition for the identifiability of shallow
networks.

Proposition 12 (Sufficient condition for identifiability of 2-layer hPNN). Let dg,dy > 2, do > 1 be
the layer widths and r > 2 such that

2d1 - min(dg, dl)
min(dl, do) —1 ’
Then the 2-layer hPNN with architecture ((do, dy,d2),r) is globally identifiable.

“

Remark 13. If the above condition is satisfied for every 2-layer architecture ((cjg,h de,dog1),70),
{=1,...,L — 1, then Theorem |l I|implies that the L-layer hPNN is finitely identifiable for the
L-layer architecture (d, 7).

*i.e., the smallest algebraic variety that contains the image of the map hPNNg .[-].



Remark 14. Note that for the single output case dy, = 1, Equation (4) means the activation degree
in the last layer must satisfy r,_1 > 3, in contrast tory > 2 for { < L — 1.

Remark 15 (Our bounds are constructive). We note that the condition @) for identifiability is not
the best possible (and can be further improved using much stronger results on generic uniqueness of
decompositions, see e.g., [75] Corollary 37]). However, the bound (@) is constructive, and we can use
standard polynomial-time tensor algorithms to recover the parameters of the 2-layer hPNN.

3.2 Implications for specific architectures

Proposition [12]has direct implications for the finite identifiability of several architectures of practical
interest, including pyramidal and bottleneck networks, and for the activation thresholds of hPNNs, as
shown in the following corollaries.

Corollary 16 (Pyramidal hPNNs are always identifiable). The hPNNs with architectures containing
non-increasing layer widths (except possibly the last layer), i.e., dy > di > ---dp_1 > 2 and
dy, > 1, are finitely identifiable for any degrees satisfying

(i) m1,...,rp—1 22 if dp =22, or (i) ri,...,rp2 22,7123 if dp =1

Note that, due to the connection between the identifiability of hPNNs and the neurovarieties presented
in Proposition a direct consequence of Corollary [16|is that the neurovariety A//d,r has expected
dimension. This settles a recent conjecture presented in [11, Section 4]. This implication is explained
in detail in Appendix [A]

Instead of seeking conditions on the layer widths for a fixed (or minimal) degree, a complementary
perspective is to determine what are the smallest degrees 7, such that a given architecture d is finitely
identifiable. Following the terminology introduced in [L1]], we refer to those values as the activation
degree thresholds for identifiability of an hPNN. An upper bound is given in the following corollary:
Corollary 17 (Activation degree thresholds for identifiability). For fixed layer widths d =
(doy...,dr) withdy > 2, £ = 0,...,L — 1, the hPNNs with architectures (d,(r1,...,71-1))
are finitely identifiable for any degrees satisfying
re > 2dy — 1.

Note that due to Proposition the result in this corollary implies that the neurovariety ”Vdm has
expected dimension. This means that (2d, — 1) is also a universal upper bound to the so-called
activation thresholds for hPNN expressiveness introduced in [11]. The existence of such activation
degree thresholds was conjectured in [[7] and recently proved in [11, Theorem 18], but the for a
quadratic in dg bound (the bound in Corollary is linear).

Remark 18 (Admissible layer sizes). The possible layer sizes in a deep network are tightly linked with
the degree of the activation. For example, for vy = 2, identifiability is impossible if dy > %
(for general ry, a similar bound O(d?_l) follows from a link with tensor decompositions [70]]).
Therefore, to allow for larger layer widths, we need to have higher-degree activations.

It is enlightening to consider the admissible layer widths when taking into account the joint effect

of layer widths and degrees. By doing this, Proposition|12|can be leveraged to yield identifiability

conditions for the case of bottleneck networks, as illustrated in the following corollary.

Corollary 19 (Identifiability of bottleneck hPNNs). Consider the “bottleneck” architecture with
do>di > > dy <dpy1 <...<dL

and dy > 2. Suppose that r1,...,r, > 2 and that the decoder part satisfies ‘f,—j < dy — 1 for
te{b+1,...,L — 1}. Then the bottleneck hPNN is finitely identifiable.

This shows that encoder-decoder hPNNss architectures are identifiable under mild conditions on the
layer widths and decoder degrees, providing a polynomial networks-based counterpart to previous
studies that analyzed linear autoencoders [[77, [78]].

Note that the width of the bottleneck layer d; constrains the entire decoder part of the architecture: the
degrees ¢, £ > b are constrained according to the width dj,. The presence of bottlenecks has also been
shown to affect the expressivity of hPNNs in [7, Theorem 19]: for d, = 2dy — 2 there exists a number
of layers L such that for r, > 2 and dy > 2, the hPNN neurovariety is non-filling (i.e., its dimension
never reaches that of the ambient space) for any choice of widths dy, ..., dp—1,dps1,-..,dL.



3.3 PNNs with biases

The identifiability of general PNNs (with biases) can be studied via the properties of hPNNs. The
simplest idea is truncation (i.e., taking only higher-order terms of the polynomials), which eliminates
biases from PNNs. Such an approach was already taken in [44]] for shallow PNNs with general
polynomial activation, and is described in Appendix We will follow a different approach based
on the well-known idea of homogenization: we transform a PNN to an equivalent hPNN with
structured parameters keeping the information about biases at the expense of increasing the layer
widths. Our key result is to show how this can be used to study the identifiability of PNNs with bias
terms. The following correspondence is well-known.

Definition 20 (Homogenization). There is a one-to-one mapping between polynomials in d variables
of degree r and homogeneous polynomials of the same degree in d + 1 variables. We denote this
mapping Pq, — Has1, by homog(-), and it acts as follows: for every polynomial p € Pq,
p = homog(p) € Hyt1,, (that is p(x1, ..., T4, Tar1)) is the unique homogeneous polynomial in
d + 1 variables such that

],5(5517 - Td, 1) = p(‘rla s axd>-
Example 21. For the polynomial p € &5 5 in variables (x1,x2) given by

p(x1,20) = ax? + bryao + cx3 + exy + fao + g,
its homogenization p = homog(p) € 54 o in 3 variables (1, x2,x3) is

~ 2 2 2
p(x1, 22, 3) = ax] + brixs + cx5 + exrx3 + froxs + gus,

and we can verify that p(1, x1, z2) = p(z1, T2).

Similarly, we extend homogenization to polynomial vectors, which gives the following.

Example 22. Let f(x) = Wap,, (W1ix + by) + by, and define extended matrices as
W, = [W61 lﬂ € RIGTDX(ot1) 37, — Wy by) € REX(@+D)

Then its homogenization f: homog( f) is an hPNN of format (do + 1,d; + 1, d>)

J@) = Wap,, (W13)

where T = [0, T1,. .., Tdy, Tdyt1) ', S0 that f(x1,...,wq,,1) = f(z1,...,T4,)

The construction in Example [22|similar to the well-known idea of augmenting the network with an
artificial (constant) input. The following proposition generalizes this example to the case of multiple
layers, by “propagating” the constant input.

Proposition 23. Fix the architecture v = (r1,...,r5—1) and d = (do, ..., dr). Then a polynomial
vector p € (Pay.rioin) %% admits a PNN representation p = PNNg ,.[(w, b)] with (w,b) as
in @) if and only if its homogenization p = homog(p) admits an hPNN decomposition for the
same activation degrees r and extended d = (do + 1,...,d; 1 + 1,dr), p = hPNN3 [w],

w = (Wl, ce WL) with matrices given as
W, by
— R(de+1)x(de—141) L
W, = [ 0 1] € , £<L,

(W, by] € RUX(@deatl) - p = [,

That is, PNNs are in one-to-one correspondence to hPNNs with increased number of inputs and
structured weight matrices.

Uniqueness of PNNs from homogenization: An important consequence of homogenization is
that the uniqueness of the homogenized hPNN implies the uniqueness of the original PNN with bias
terms, which is a key result to support the application of our identifiability results to general PNNs.

Proposition 24. [f hPNN,.[w] from Proposition is unique (resp. finite-to-one) as an hPNN
(without taking into account the structure), then the original PNN representation PNN,.[(w, b)] is
unique (resp. finite-to-one).



The proposition follows from the fact that we can always fix the permutation ambiguity for the
“artificial” input.
Remark 25. Despite the one-to-one correspondence, for generic properties (e.g., finite identifiability)

we cannot immediately apply the results from the homogeneous case, because the matrices Wy are
structured (they form a set of measure zero inside R(¢+1)>(de—1+1))

However, we can prove that the identifiability of the hPNN implies the identifiability of the PNN.

Lemma 26. Let the 2-layer hPNN architecture be finitely (resp. globally) identifiable for ((dy +
1,dy + 1,d3),71). Then the PNN architecture with widths (dy, d1, d2) and degree r1 is also finitely
(resp. globally) identifiable.

Using Lemma[26]and specializing the proof of Theorem TT} we obtain the following result:
Proposition 27. Let ((do,...,dr),(r1,...,7L—1)) be the PNN format. For { = 0,...,L — 2

denote dy = min{dy,...,ds}. Then the following holds true: If forall ¢ = 1,...,L — 1 each
two-layer architecture hPNN(gei1 H1de+1,desr) e ['] is finitely identifiable, then the L-layer PNN

with architecture (d, r) is finitely identifiable as well.

In particular, we have the following bounds for generic uniqueness.
Corollary 28. Let ((dy,...,dr),(r1,...,7-1)) be such that dy > 1, and vy > 2 satisfy
(de+1) —min(dy + 1,dp+1)
min(dg, dg—1)
tlllien the L-layer PNN with architecture (d,r) is finitely identifiable (and globally identifiable if
=2).

Remark 29. For general PNNs with bias, similar conclusions hold to the ones in the hPNN case.
In particular, for fixed layer widths dy > 1, the activation threshold for a PNN architecture (d, )
becomes ry > 2dy + 1. Also, pyramidal PNNs are identifiable in degree 2.

2
Ty >

A distinctive feature of PNNs with bias is that they can be identifiable even for architectures with

layers containing a single hidden neuron: for dy = 1 and dgy1 > 2 and/or de—1 = 1, the condition
in Corollary28|is still satisfied when ry > 2.

4 Proofs and main tools

Our main results in Theorem [ 1] translates the identifiability conditions of deep hPNNs into those
of shallow hPNNs. Our results are strongly related to the decomposition of partially symmetric
tensors (we review basic facts about tensors and tensors decompositions and recall their connection
between to hPNNGs in later subsections). More details are provided in the appendices, and we list key
components of the proof below.

4.1 Identifiability of deep PNNs: necessary conditions

Increasing hidden layers breaks uniqueness. The key insight is that if we add to any architecture
a neuron in any hidden layer, then the uniqueness of the hPNN is not possible, which is formalized as
following lemma (whose proof is based, in its turn, on tensor decompositions).

Lemma 30. Let p = hPNN,.[w] be an hPNN of format (dy,...,dy,...,dy). Then for any ¢
there exists an infinite number of representations of hPNNs p = hPNN,.[w] with architecture
(doy...,de+1,...,dL). In particular, the augmented hPNN is not unique (and is not finite-to-one).

Internal features of a unique hPNN are linearly independent. This is an easy consequence of
Lemma [30| (as linear dependence would allow for pruning neurons).

Lemma 31. Ford = (dy,...,dr), let p = hPNN,.[w] have a unique (or finite-to-one) L-layers
decomposition. Consider the output at any £-th internal level £ < L after the activations

q,(x) =p,, o Wyo---0p, o Wi(x). (5

Then the elements of q,(x) = [qr1(x) - o, (m)}T are linearly independent polynomials.



Identifiability for hPNNs and Kruskal rank. Identifiability of 2-layer hPNNs, or equivalently
uniqueness of CPD is strongly related to the concept of Kruskal rank of a matrix that we define below.

Definition 32. The Kruskal rank of a matrix A (denoted krank{ A}) is the maximal number k such
that any k columns of A are linearly independent.

This is in contrast with the usual rank, which is the maximal k such that there exist k linearly
independent columns. Therefore krank{A} < rank{A}. Note that krank{A} > 2 means that none
of the pairs of columns of A are linearly dependent (no columns are pairwise collinear). Using the
notion of Kruskal rank, we can state a necessary condition on weight matrices for identifiability of
hPNNSs, which is a generalization of the well-known necessary condition for the uniqueness of CPD
tensor decompositions (6) (i.e., shallow networks), and is a corollary of Lemma [30]and Lemma 31}

Proposition 33. As in Lemma[31} let the widths be d = (dy, . .., dy,), and p = hPNN,.[w] have a
unique (or finite-to-one) L-layers decomposition. Then we have that forall{ =1,..., L — 1

krank{W}} > 2, krank{Wy,1} > 1,

where krank{W 11} > 1 simply means that W ;11 does not have zero columns.

4.2 Shallow hPNNs and tensor decompositions

An order-s tensor T~ € R™1*X™s is an s-way multidimensional array (more details are provided
in Appendix and more background on tensors can be found in [[14-16]). It is said to have a
d-term CPD (canonical polyadic decomposition) if it admits a decomposition into d rank-1 terms
T = Z‘j:l a; ®---®as; for a; ; € R™, with ® being the tensor (outer) product. The CPD is
also written compactly as 7 = [A1, Ao, - - - , A,] for matrices A; = [a; 1, ,a; 4] € R™>*4 T
is said to be (partially) symmetric if it is invariant to any permutation of (a subset) of its indices [79].
Concretely, we will consider tensors T~ partially symmetric on dimensions i € {2, ..., s}, with CPD
that is also partially symmetric, i.e., with A;, ¢ > 2 satisfying Ay = A3 = --- = A,. Our main
proofs strongly rely on results of [7]] on the connection between hPNN and tensors decomposition in
the shallow (i.e., 2-layer) case (see also [[79]).

Proposition 34. There is a one-to-one mapping between partially symmetric tensors F €
Rd2xdoxxdo gnd polynomial vectors f € (4, ) %2, which can be written as
F s f(x) = FWz®
with FV) € Re2%d5 gpe first unfolding of F. Under this mapping, the partially symmetric CPD
F =W, Wi, W] ©)

is mapped to hPNN W op,. (W 1x). Thus, uniqueness of hPNN (4, a, a,),»[(W1, W3)] is equivalent
to uniqueness of the partially symmetric CPD of F.

Thanks to the link with the partially symmetric CPD, we prove the following Kruskal-based sufficient
condition for uniqueness (which is a counterpart of Proposition 33).

Proposition 35. Let p,,(x) = Wap,., (Wix) be a 2-layer hPNN with layer sizes (dy,d1,ds)
satisfying do, dy > 2, dy > 1. Assume that r > 2, krank{Wy} > 1, krank{WI} > 2 and that:

S 2d; — krank{W,}
krank{W1} — 1
then the 2-layer hPNN p,, () is unique (or equivalently, the CPD of F in (0) is unique).

Remark 36. For 2-layer hPNNs (L = 2), when the activation degree 1 is high enough Proposition[33|
gives both necessary and sufficient conditions for uniqueness due to Proposition[33]

Remark 37. Proposition|35|forms the basis of the proof of Proposition which comes from the
fact that the Kruskal rank of a generic matrix is equal to its smallest dimension.

Remark 38. Propositionis based on basic (Kruskal) uniqueness conditions [SOHS82|]. As mentioned
in Remark[I3] by using more powerful results on generic uniqueness [I83,84|], we can obtain better
bounds for identifiability of 2-layer PNNs. For example, for “bottleneck” architectures (as in
Corollary[I9), the results of [83] Thm 1.11-12] imply that for degrees r, = 2, identifiability holds for

decoder layer sizes satisfying a weaker condition dy < M (instead of ;‘f—f <d,—1)

)



4.3 Proof of the main result

The proof of Theorem|[I1|proceeds by induction over the layers £ = 1,. .., L. The key idea is based
on a procedure that allows us to prove finite identifiability of the L-th layer given the assumption that
the previous layers are identifiable. For this, we introduce a map (last layer map)

w[anL] = WLPTL71(q(x17"~7wdo))7 (7)
where q is the vector polynomial of degree R = 1 - - - 1,9, representing the output of the (L — 1)-th
linear layer. Then the L-layer hPNN is a composition:

hPl\INr[H7 WL] = ¢[hPNN(r1,...,rL,2) [0], VVvL]7 for 6 = (Wl, ey WL—1)~
To obtain finite identifiability, we look at the Jacobian of the composite map. The key to this recursion

is to show that the Jacobian J (g, W 1) (Jacobian of 1 with respect to the input polynomial vector
and W 1) is of maximal possible rank. For this, we construct a “certificate” of finite identifiability g

-~

realized by hPNN(,., ., .y [6], but of simpler structure which inherits identifiability of a shallow
hPNN.

Remark 39. For d;, = 1, maximality of the rank for J,(q, W 1) is closely related to nondefectivity
of the variety of sums of powers of forms, which is often proved by establishing Hilbert genericity of
an ideal generated by the elements of q (a question raised in Froberg conjecture, see e.g., [85]).

A key limitation of our techniques is that they only allow for establishing finite identifiability for
deep PNNs. There exist recent results linking finite and global identifiability, [75} [86] but only for
additive decompositions (shallow case). We state, however, the following conjecture.

Conjecture 40. Under the assumptions of Theorem|I1] the L-layer hPNN is globally identifiable.

Note that the conjecture may be valid only for global identifiability (i.e., for a generic choice of
parameters) and not for uniqueness, since it is not true that the composition of unique shallow hPNNs
yield a unique deep hPNNs, as shown by the following example.

Example 41. Consider two polynomials: p(z1,x2) = [(23 +23)* (2] — x%)Q]T. We see that this
polynomial vector admits two different representations

p(x) = Ipa(Waps(Ix)) = Wsp, <;W202(W2w)) :

1 1 1 0
W2|:1 _1:|7 W3|:1 _1:|7

which are not equivalent. However, each 2-layer subnetwork is unique (see Example[/).

with

5 Discussion

In this paper, we presented a comprehensive analysis of the identifiability of deep feedforward
PNN5s by using their connections to tensor decompositions. Our main result is the localization of
identifiability, showing that deep PNNs are finitely identifiable if every 2-layer subnetwork is also
finitely identifiable for a subset of their inputs. Our results can be also useful for compression
(pruning) neural networks as they give an indication about the architectures that are not reducible. An
important perspective is also to understand when two different identifiable PNN architectures can
represent the same function, as the identifiable representations can potentially occur for different
non-compatible formats (e.g., a PNN in format d = (2,4, 4, 2) could be potentially pruned to two
different identifiable representations, say, d = (2,3,4,2) and d = (2,4, 3,2)).

While our results focus on the case of monomial activations, we believe that this approach can be ex-
tended for establishing theoretical guarantees for other types of architectures and activation functions.
In fact, the monomial case constitutes as a key first step in addressing general polynomial activations
(see, e.g., [43]]) which, in turn, can approximate most commonly used activations on compact sets.
Moreover, the close connection between PNN's and partially symmetric tensor decompositions (which
benefit from efficient computational algorithms based on linear algebra [87]]) can also serve as support
for the development of computational algorithms based on tensor decompositions for training deep
PNNs. In fact, tensor decompositions have been combined with the method of moments to learn
small NN architectures (see, e.g., [52| 88]]), extending such approaches for training deep PNNs with
finite datasets is an important direction for future work.
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A roadmap to the appendice

The appendices of the paper contain background on tensor decompositions and neurovarieties, the
proofs of the technical results, as well as a discussion on the changes between the originally submitted
and final version of the paper. They are organized as follows:

* Appendix[A]presents background on neurovarieties for homogeneous PNNs. This is a crucial
part for understanding the link between finite identifiability of an hPNN, the dimension of
its neurovariety and the rank of the Jacobian of its parametrization map.

* Appendix [B| contains the main technical tools used in the proof the localization theorem and
follows the structure of Section[d} In particular, it presents the proofs of necessary conditions
for uniqueness (Section {f.T), background on tensor decompositions and Kruskal-based
sufficient conditions for the identifiability of 2-layer hPNNs (Section[4.2).

* Appendix [C| presents the proof of the localization theorem (Theorem [TT)) and its conse-
quences for several hPNN architectures, as well as some supporting technical results.

* Appendix [D] presents the proofs for the case of PNNs with biases. Appendix [D.3|discusses
the idea of truncation, an alternative approach to tackle the PNNs with biases.

* Appendix [E]discusses necessary and sufficient conditions for the identifiability of hPNNs,
as well as changes between the originally submitted and the final version of the paper which
were done to correct a mistake in the proof of one of the main results.

A Homogeneous PNNs and neurovarieties

hPNNs are often studied through the prism of neurovarieties, using their algebraic structure. Our
results have direct implications on the expected dimension of the neurovarieties, as explained in this
appendix.

A.1 Neurovarieties and dimension

An hPNN architecture (d, r) defines a map hPNNg ,.[-] from the weight tuple w = (Wy,..., W)
to a (polynomial) function space ¢

hPNNg,[]: w +— hPNNg,[w]
RE e dede—1 — 7,

The space 77 is the space of length-d;, vectors of homogeneous polynomials of degree 7101 =
71Ty ...7T_1 in dg variables:

jf = (%O,T‘toml ) X ;

thus .77 is a finite-dimensional vector space of dimension

dO + Ttotal — 1)

Ttotal

N = dim(#) = dL<

which follows from the fact that dim(54;,,.) = (d”*l).

The key observation is that hPNNg ,.[-] is a polynomial-in-the-parameters map, which has important
implication on the space of networks with a given architecture. The image Im(hPNNy ,.[-]), called a
neuromanifold, is a semi-algebraic setﬂ The properties of Im(hPNNg ,.[-]) are tightly linked to the
properties of the neurovariety '/ ,. defined as the closure of Im(hPNNg ,.[-]) in the Zariski topology,
i.e., the smallest algebraic variety ( algebraic seﬂ) containing Im(hPNNg ,.[-]). The key property

is the dimension of the neurovariety[] which is equal to the dimension of the neurovariety [89, Prop.
2.8.2].

“The appendices have been reorganized and reworked for better readability.

3891 Def. 2.1.1]: a set cut out by polynomial equations and inequalities.

8[89] Def. 2.1.4]: a set cut out by polynomial equations.

"roughly defined as the dimension of the tangent space at general point, see [89} §2.8] for more details.
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The properties of neurovarieties depend on the field (i.e., results can differ between R or C), and we
focus on the real case. However, most of the results can be translated to the complex case as well. We
mostly follow [90} Section 4], and an overview on semialgebraic sets can be also found in [91] (see
[89] for a detailed account).

The following upper bound on dim 7 ,. the bound was presented in [[7]:

L L-1
dim ¥, < min (Z dede—y =Y dy, dim 7 > ®)
=1 (=1 output space dimension

degrees of freedom

If there is an equality in the bound (8], we say that the neurovariety has expected dimension. There
are two fundamentally different cases when the expected dimension is reached.

Expressive case. If the right bound is reached, i.e., the neurovariety:

dO + Ttotal — 1)

dim ¥, = dim () = dL<
’ Ttotal
the hPNN is expressive, and the neurovariety 7 ,. is said to be thick [7], as it fills the whole function

space ¢ (and thus the neuromanifold is of posyitive Lebesgue measure). In particular, this implies
that (see [[7, Proposition 5]) any homogeneous polynomial vector from 57 (i.e., of degree r¢ytq; With
dy inputs and dy, outputs, with degrees fixed as 1y = ro = --- = rp_1) can be represented as an
hPNN with layer widths (dg, 2d1, . .., 2dr_1,dr) and the same activation degrees.

Identifiable case. The left bound (Zle dedp—1 — 25;11 dy) follows from the presence of equiva-
lences defined in Lemmafd](i.e., the size of the vector w minus the number of independent rescalings)
and defines the number of effective parameters of the representation (this is explained in the following
subsections). Moreover, the left bound is reached if and only if the hPNN architecture is finitely
identifiable:

Proposition @] The architecture hAPNNg .[-] is finitely identifiable if and only if the dimension of Var

is equal to the effective number of parameters, i.e., dim ¥V ,. = Zle dedp—1 — Zf:_ll dy. In such
case, “I/d,r is said to be nondefective. Equivalently, the rank of the Jacobian of the map hPNNg ,.[']

. . L L—1
is maximal and equal to ;. dyde—1 — >, dy at a general parameter w.

Proposition [I0]is central to the proof of the main results of paper. The proof of Proposition [I0]relies
on properties of fibers of polynomial maps and is reviewed in the next subsection, together with the
Jacobian of the parameterization.

A.2 Polynomial maps and fiber dimension

We recall some key facts on the polynomial maps and their images. We begin by highlighting the link
between dimensions of semialgebraic sets and the Jacobian of the polynomial maps.

Lemma A.1. Let ¢ : R™ — R" be a polynomial map, and denote by J,(0) the n x m Jacobian
matrix. Let

ro 1= max rank{J,(0)}.
Then we have that:

1. rank{J,(0)} = ro for generic O (i.e., for all @ € R™ except a set of Lebesgue measure
zero, where the rank of the Jacobian is strictly less than 7).

2. 1o is equal to the dimension of Im(y) and its (Zariski) closure:
ro = dim (Im(p)) = dim (Im(e)).

The proof of Lemmal[A.T]is given in [90, Theorem 4.7] and the preceding paragraph (in [90], the
number rg is called generic rank of the parameterization ¢). It mainly follows from semicontinuity
of the rank of a matrix.
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Remark A.2 (On genericity). Due to the algebraic structure of p, the genericity statement in
LemmalA.1|is much stronger: in fact, the set of points @ where rank{.J,,(8)} # rq is a semialgebraic
subset of R™ of dimension strictly less than m. The same holds for all generic statements and
definitions in the paper (such as finite identifiability, global identifiability, etc.), see the definition of
genericity in [90, Definition 4.1].

Remark A.3. The right bound for neurovariety dimension in (8) follows essentially from Lemmal[A.I}
indeed, in the case ¢(-) = hPNNg ,.[-], rank{J,} does not exceed the dimension of the ambient
space of ¢ (equal to dim (7).

The following lemma is key for linking finite identifiability to the dimension of the neurovariety.

Lemma A.4 (Fiber dimension). Let ¢ : R™ — R"™ be a polynomial map, so that ro = dim(Im(yp)).
Then the dimension of its generic fiber is equal to m — r, that is, for generic @ € R™, the preimage
0 1(p(0)) is a semialgebraic set with

dim ™1 (¢(8)) =m —ro.

LemmalA.4]is well known to specialists, but in the literature it is mostly formulated for the complex
case (see [90, Theorem 4.7]). For the real field it is a special case of [90, Theorem 4.9].

A particular case is when ry = m, in which case Lemma[A.4]implies finiteness of the fiber:
Corollary A.5. The following two statements are equivalent:

* For general @ € R™, rank{J,(0)} = m;

e For general @ € R™, the fiber (i.e., the preimage =1 ((8))) consists of a finite number of
points.

Proof. The statement follows from Lemma [A.4] specialized to (rp = m) and from the fact that
0-dimensional semialgebraic sets are collections of a finite number of points. [

Finally we make the following remark that is very commonly used.
Corollary A.6. If rank{.J,(0¢)} = m for some 6y € R™, then rank{J,(0)} = m for generic 6.

Proof. This directly follows from Lemma[A.T] since ¢ in Lemma[A.T]is equal to m. O

Remark A.7. Corollary[A.6|implies that finding a single point with full column rank Jacobian implies
finitieness of the generic fiber.

A.2.1 The case of neurovarieties

The first implication of Lemmal[A.4]is the left upper bound in (8). It is based on the following lemma
from [[7], for which we provide a short proof for completeness.

Lemma A.8 ([7, Lemma 13]). For a general parameter w = (W, ... , W 1), the set of equivalent
hPNN representations in Lemma|is semialgebraic and of dimension ZZL:_ll dy.

Proof. First, note that the set of equivalent representations is of dimension at most Zf;ll dy (by the

number of parameters). Consider a general w = (W,..., W), so that the first column of each
Wy forld=1,...,L —1,equalto v, € R4 does not have zero elements. Now take any collection
of vectors v; € R%, ..., 9;_; € R% -1 having elementwise the same signs as v,. Then there exist

. . . . = g =T L — ~ .
matrices Dy so that the equivalent weight matrices W, = DgWngfi " have vy exactly as their
first columns. Thus the set of equivalent representations is exactly of dimension Zf:_ll dy. O

Remark A.9. The left upper bound in () simply follows from Lemma (as written in [7,
Lemma 13]): indeed, the dimension of the fiber of hPNNg .[-] must be at least Zf;ll dyp. This
implies, by LemmalA.4)

L L—1
rank{J,(0)} <> dy_rde— > dy, )
=1 =1

which is exactly the right dimension bound in ) by Lemma
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Note that Proposition [I0] will exactly consider the case when the equality is reached in (9) for
generic 0. Similarly to Corollary the following corollary of Lemma[A.T|implies that for the
case of neurovarieties it suffices to find a single set of parameters w where the Jacobian of the
parameterization is of maximal rank to guarantee finite identifiability of hPNN architecture. This will
be used in the proofs to give a certificate of finite idenitifiability.

Corollary A.10. If there exists a particular point 0y such that equality is achieved in (9), then the
equality in (9) is achieved for generic 6.

Proof. Since there exists such a 8, then the r defined in LemmalA.T|satisfies

L L—-1
ro > dpydg— Y dy. (10)
=1 /=1

But from (@), 7o must be bounded from above by the same number. Therefore the equality for rg is
achieved in (I0).

A.3 Proof of the proposition

Proof of Proposition[I0} We denote ¢(-) = hPNNg ,.[-] for simplicity (so that m = ZZL:1 dedy_1
and n = dim .7#’) and consider separately the “only if” ((= ]) and “if” (<) parts.

Assume that for a generic w the fiber ¢! (¢(w)) consists of finite number of equivalence
classes, thus it is a finite union of non-intersecting semialgebraic subsets of dimension Zf;ll dy.
Therefore, by [89, Theorem 2.8.5] the whole fiber =1 ((w)) has the dimension equal to Ef;ll dy
as well, hence dim 7 ,. = ZeL:1 dedp_1 — ZL:—11 dy.

The proof follows a similar argument as in the proof of [90, Theorem 4.9]. We consider a
(Zariski open) subset of parameters without zero values % = (R \ {0})™. It can be shown that

the preimage of the image of its complement 2 := ¢~ !(¢(R™ \ %)) is a (semialgebraic) set of
measure zero. Therefore for the set %' := % \ % the preimage of the image is contained in % :

e (") cu.

Note that any w € % can be brought (by diagonal scaling and permutation) to an equivalent form:

W, = [:LW;} , W, e Re—)xdes an

forall £ = 2,..., L where the reduced W, parameterize the classes of equivalent parameters in %
up to permutation. Now denote w = (W1, Wy, ..., W) and define w(w) = (W1,..., W)
with W as in (TT)). Consider the following map

W : W hPNNg . [w ()] .

Then if the generic fiber of 1) is finite, this will imply that on %', the fiber of the map ¢ contains
finitely many equivalence classes. For this, note that the Jacobian of ¢ is just a submatrix of the

Jacobian of ¢ with exactly m — ZEL:_ll dy columns. We will show that it is full rank at a generic point
w.

Consider the following map
g : (W17W27"'7WL7D15"'5D2) = (leﬁ//Qa"'vﬁ//L)
defined as
o~ 1 ..
W o[y,
for ¢ = 2, ..., L (with the convention that D, = I, .

Consider a particular wy constructed as above (by normalization of a w € 7). Then for a neighbor-
hood % of W, and a neighbourhood ¥ of (I4,,...,14, ,), the map £ is a diffeomorphism from
% x ¥ to an open neigbourhood of the corresponding wo = w(Wwy).
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Consider the composition ¢ o . Then at the point (W1, Ws,... . W, I4,,..., 14, _,), we have
that (i) the derivatives with respect to D, at identity matrices are zero and (ii) the Jacobian of
p o & with respect to w coincides with the Jacobian of 1, hence it must have full column rank
(m — ZZL:_ll dy) which is equal to the dimension of the neurovariety. Hence, the fiber of ¥ is finite,
which implies finite identifiability of .

B Main tools for the proof

This appendix contains the main technical tools used in the proof the localization theorem. It is
organized in three subsections, following the same structure as in Section {4}

» Appendix [B.T| presents the proofs of necessary conditions for uniqueness corresponding to
Section[.1|in the main body of the paper;

* Appendix [B.2]presents background on tensor decompositions and the proof of Proposition[34]
from the main body of the paper, which shows the link between 2-layer hPNNs and partially
symmetric tensors;

* Appendix [B.3|presents Kruskal-based sufficient conditions for the identifiability of 2-layer
hPNNs (Propositions [35]and[T2]in the main paper).

B.1 Necessary conditions for uniqueness

In this subsection we prove the key lemmas stated in Section4.T|(Lemma[30|and Lemma [3T)). These
results give necessary conditions for the uniqueness of an hPNN in terms of the minimality of an
unique architectures and the independence (non-redundancy) of its internal representations.

Lemma @] Let p = hPNN,.[w] be an hPNN of format (dy,...,dys,...,dr). Then for any ¢
there exists an infinite number of representations of hPNNs p = hPNN,.[w] with architecture
(doy ..., de+1,...,dy). In particular, the augmented hPNN is not unique (and is not finite-to-one).

Proof of Lemma[30] Let (W, ---, W) the weight matrices associated with the representation of
format (dy, ...,dy,...,dr) of the hPNN p = hPNN,.[w]. By assumptions on the dimensions, the
two matrices W, € R4 *de=1 and W, € R%+1%d read

Wi =[wy -+ wa,], where, for each i, w; € R%+1 |
]T

Wy=[v1 --- wvgq,] , where, foreachi, v; € R%e-1 |

Without loss of generality, let us assume none of the w; is a zero Vectoﬂ and set
o T
W;=[0 vy - wvg] €REFDxd

in which we add a row of zeroes to W . In this case, we can take the following family of matrices
defined for any u € R%+1:

Wx)l =u w; -+ wg]€ R+1x(det1)

Then, we have that for any choice of u and for any z,

W10, (Wez) = Wopip,,(Wez).

The matrices Wéi)l and W;i)l for u # 0 have a different number of zero columns and cannot be a
permutation/rescaling of each other, constituting different representations of the same hPNN p. In fact,
every choice of w' that is not collinear to w and w;, i = 1,. .., d, leads to a different non-equivalent
representation of p. Thus, we have an infinite number of non-equivalent representations

= (u)

Wooo o , Wi, W, W[, . W)
of format (dy,...,d¢ + 1,...,dy) for the APNN p = hPNN,.[w]. O

8otherwise, we can replace a zero vector w; with a randomly chosen non-zero vector and set the corresponding
Vi = 0
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Lemma [30] can be seen as a form of minimality or irreducibility of unique hPNNG, as it shows that a
unique hPNN does not admit a smaller (i.e., with a lower number of neurons) representation.

Lemma[31| For the widths d = (do, ..., dy), let p = hPNN,.[w] be a unique L-layers decomposi-
tion. Consider the vector output at any {-th internal level ¢ < L after the activations

q(z) =pr,oWyo---0p, OWl(w)‘

Then the elements q,(z) = [qe1(z) -+ qu.a,(@)]" are linearly independent polynomials.

Proof of Lemma[31] By contradiction, suppose that the polynomials ¢¢ 1 (), .. ., qe.q4,(2) are lin-
early dependent. Assume without loss of generality that, e.g., the last polynomial ¢, 4, () can

expressed as a linear combination of the others. Then, there exists a matrix B € Rdex(de=1) g6 that

()
p:WLOp’r’Lfl O 0 Prpyy oWy B ’
qr.de—1(T)
i.e., the hPNN p admits a representation of size d = (dy,...,dy — 1,...,d) with parameters

(Wi,...,Wy1B,...,Wp). Therefore, by Lemma [30|its original representation is not unique,
which is a contradiction. O

Using Lemma[30]and Lemma[31] we can prove the conditions on the Kruskal ranks of weight matrices
that are necessary for uniqueness. These conditions are based on the notion of Kruskal rank which
we recall from [15]].

Definition The Kruskal rank of a matrix A (denoted krank{A}) is the maximal number k such
that any k columns of A are linearly independent.

Note that the following two cases of particular interest also have simple equivalent interpretations:

» krank{ A} > 1 is equivalent to saying that matrix A has no zero columns;
» krank{A} > 2 is equivalent to saying that no pair of the columns of matrix A are collinear.

Proposition 33| As in Lemma[31] let the widths be d = (dy, .. .,d), and p = hPNN,.[w] have a
unique (or finite-to-one) L-layers decomposition. Then we have that forall ¢ =1,..., L — 1

krank{W}} > 2, krank{W,.} > 1,

where krank{W 1} > 1 simply means that W ;1 does not have zero columns.

Proof of Proposition[33] Suppose that krank{W } < 2. Then we have that at level ¢, the vector
q,(x) of internal features defined in (5) contains linearly dependent or zero polynomials, which
violates Lemma[3T}

Similarly if krank{ W41} = 0, then the neuron corresponding to the zero column can be pruned to
obtain a representation with (dy — 1) neurons at the ¢-th level, which implies loss of uniqueness by
Lemma[3Q] and thus leads to a contradiction. O

B.2 Background on tensors

In this appendix, we first present a background on tensors and the CP tensor decomposition, and
demonstrate the link between hPNNs and the partially symmetric CPD (Proposition [34]in the main

paper).
B.2.1 Basics on tensors and tensor decompositions

Notation. The order of a tensor is the number of dimensions, also known as ways or modes. Vectors
(tensors of order one) are denoted by boldface lowercase letters, e.g., a. Matrices (tensors of order
two) are denoted by boldface capital letters, e.g., A. Higher-order tensors (order three or higher) are
denoted by boldface Euler script letters, e.g., X.
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Unfolding of tensors. The p-th unfolding (also called mode-p unfolding) of a tensor of order s,
T € R™XXms ig the matrix T® of size mp X (M1Mmg - - - Mp_1Mpt1 - - - M) defined as

s n—1
=T irvosiproias Where j =14 (in — 1) [ me.
n=1 l=1
n#p tF#p
We give an example of unfolding extracted from [14]. Let the frontal slices of X € R3*4*2 be
1 4 7 10 13 16 19 22
X1:<2 5 8 11>,X2:<14 17 20 23).
3 6 9 12 15 18 21 24
Then the three mode-n unfoldings of X" are

[T(ZJ)]

pyJ

1 4 7 10 13 16 19 22
XM =(2 5 8 11 14 17 20 23
3 6 9 12 15 18 21 24
1 2 3 13 14 15
x@ _ 4 5 6 16 17 18
17 8 9 19 20 21
10 11 12 22 23 24
x@®_(1 2 3 4 5 6 - 10 11 12
“\13 14 15 16 17 18 --- 22 23 24
Symmetric and partially symmetric tensors. A tensor of order s, 7~ € R™1 > *™s jg gaid to be
symmetric if my = - - - = my and for every permutation o of {1,...,s}:
Til»izr“ s T Ti0(1)1i0(2)1-”7io‘(s) .
The tensor T~ € R™1*"*™s jg gaid to be partially symmetric along the modes (p + 1,...,s) for
p < sif myy1 = --- = my and for every permutation o of {p +1,..., s}

] 01,82, 0p,Ip 1, 50s J Ulseesyipslo(p41)resbo(s)

Mode products. The p-mode (matrix) product of 7~ € R"1X™m2X"Xms with 3 matrix A € R/*™»
is denoted by T e, A and is of size my X -+ X mp_1 X J X Mppq X - -+ X mg. Itis defined as

mp

[T ®p A] Wi 1 rip gt ris Z Tiv...ieAji, -

ip=1

R-term decomposition. An R—ten‘rﬂ canonical polyadic decomposition (CPD) of a tensor T is a
decomposition of a tensor as a sum of R rank-1 tensors [[14} [15], that is

R
T22a21)®---®a53),
i—1

(

i

P) € R™7, and ® denotes the tensor (outer) product operation.

Alternatively, we denote AP = [agp ). ag)] € R™»*® and the corresponding CPD as

T=[AW, 4% AW,
When T is partially symmetric along the modes (p + 1,...,s), for p < s, its CPD satisfying

AP — A2 — . — A g called partially symmetric CPD. The case of fully symmetric
tensors (i.e., tensors which are symmetric along all their dimensions) deserves special attention [79].
The symmetric CPD of a fully symmetric tensor 7~ € R™*"™* X" ig defined as

where, for eachp € {1,...,s}, a

R
T:ZUiai®"’®ai;
i=1

where u; € R are real-valued coefficients. With a slight abuse of notation, we represent it compactly
using the same notation as an order-(n + 1) tensor of size 1 X m X -+ X m, as

T = H’U/,A,"' 7A]]a
where u € R'*™ is a 1 x m matrix (i.e., a row vector) containing the coefficients u;, that is, u; = u;,
1=1,...,R.

°In the definition of CPD, we do not require R to be minimal (thus R is not necessarily equal to tensor rank).
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B.2.2 Link between hPNNs and partially symmetric tensors

Recall that 73, . denotes the space of dy-variate homogeneous polynomials of degree < r. The
following proposition, originally presented in Section ] of the main body of the paper, formalizes the
link between polynomial vectors and partially symmetric tensors.

Proposition There is a one-to-one mapping between partially symmetric tensors F €
Rd2*doxxdo gnd polynomial vectors f € (Ha, ) *92, which can be written a

F s f(x) = FWg®r,
with FV) € Re2%d5 the first unfolding of F. Under this mapping, the partially symmetric CPD
F=[W2, Wi, W]
is mapped to hPNN W 3p,.(W 1 ). Thus, uniqueness of h\PNN 4, a, a,).-[(W1, W2)] is equivalent
to uniqueness of the partially symmetric CPD of F.
Proof. We distinguish the two cases, do = 1 and d2 > 2. We begin the proof by the more general
case do > 2.

Case dy > 2. Denoting by u; € R the i-th column of W and v; € R% the i-th row of W1, the
relationship between the 2-layer hPNN and tensor F can be written explicitly as

f(x) = Wap, (W)
dy
= Zui(vjw)r

dy
= Z ui(”?r)Tww
=1

— Wy (Wl oW 2%,

—F®
where © denotes the Khatri-Rao product. The equivalence of the last expression and the first unfolding
of the order-(r + 1) tensor F can be found in [[14].

The special case do = 1. When dy = 1, the columns of W, € R'*41 are scalars values u; € R,
1 = 1,...,d;. In this case, (WI ORERNO) WDW; becomes equivalent to the vectorization

of JF, which is a fully symmetric tensor of order r with factors WI and coefficients (W3] ;,
i=1,...,d;.

B.3 Kruskal-based conditions for the uniqueness and identifiability of 2-layer networks

B.3.1 Sufficient conditions for uniqueness

The direct links between 2-layer (L = 2) hPNNs and partially symmetric CPDs in Proposition [34]
allows us to obtain sufficient conditions for their uniqueness by means of Kruskal-based uniqueness
results for the CPD, which we recall in the following lemma.

Lemma B.1 (Kruskal’s theorem, s-way version [82]], Thm. 3). Let T = ﬂA(l), A(z), e ,A(S)]] the
R-term CPD with AW € R™ %R such that

> krank{A"} > 2R + (s —1). (12)
i=1
Then the CP decomposition of T is unique up to permutation and scaling ambiguities, that is, for any
~(1) ~(2 ~ (s
alternative CPD T = [[A( ), A( ), e ,A( )]], there exist a permutation matrix II and invertible
diagonal matrices A1, Ao, . .., A such that
A" = AOmA,
fori=1,... s.

1T the definition of £, the tensor ®" is viewed as a df vector when multiplied by F*).
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Now we prove Proposition 35| giving sufficient conditions for uniqueness in the case L = 2.
Proposition @ Let p,,(x) = Wap,, (W) be a 2-layer hPNN with W € R% >4 and W, €
R%* and layer sizes (dy, dy, do) satisfying do, dy > 2, do > 1. Assume thatr > 2, krank{W,} >
1, krank{W 1} > 2 and that:
< 2d; — krank{W,}
krank{W ]} —1

)

then the 2-layer hPNN p,, () is unique (or equivalently, the CPD of F in (6) is unique).

Proof of Proposition One can apply Proposition [34[to show that the 2-layer hPNN p,, () is in
one-to-one correspondence with the order r + 1 partially symmetric tensor

F=[WyWi, - W], (13)

thus, the uniqueness of hPNN,.[W1, W] is equivalent to that of the CP-decomposition of F in (T3).
By Lemma [B.1] the d;-tem CP decomposition of T~ is unique provided that

krank{ Wy} + rkrank{W{} > 2d;, + 7.

By noting that krank{W 7 } > 1 and rearranging the terms, we obtain the desired result. O

Note that for the case of dy > 2 (i.e., hPNNs with at least two outputs), Proposition gives
conditions that may hold for quadratic activation degrees » > 2. On the other hand, for networks
with a single output (i.e., do = 1), it requires r > 3.

B.3.2 Sufficient conditions for identifiability

Equipped with the sufficient conditions for the uniqueness of 2-layer hPNNs obtained in Proposi-
tion [35] we can now prove the generic identifiability result stated in Proposition 12}
Proposition Let dy,dy > 2, do > 1 be the layer widths and r > 2 such that
2d1 — min(dh dz)
min(dl, do) —1

Then the 2-layer hPNN with architecture ((do, d1,ds2), (7)) is globally identifiable.

Proof of Proposition[I2] For general matrices W1 € R4 % and W, € R92%41, we have

krank{W ]} =min(do,d;),
krank{Ws3} =min(ds, d;) .

Moreover, dy,d; > 2, d2 > 1 implies that generically krank{WI} > 2 and krank{W,} > 1.
This along with means that the assumptions in Proposition are satisfied generically (for
all parameters except for a set of Lebesgue measure zero). Thus, the hPNN with architecture
((do,dy,ds2), (r)) is globally identifiable. O

C Proof of the localization theorem

This appendix contains the main proofs of the localization theorem (Theorem TT) for deep hPNN, as
well as supporting lemmas and auxiliary technical results. We also provide proofs of the corollaries
that specialize this result for several choices of architectures (e.g., pyramidal, bottleneck) and to the
activation thresholds, discussed in Section[3.2]of the main paper.

Results from the main paper: Theorem[T1] Corollaries and ‘
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Roadmap of the proof: The proof of the localization theorem requires some setup. The main idea,
as briefly sketched in Section [4.3]of the main paper, is to construct a recursion for Jacobian of the
parameter map, and to certify that it has maximal rank (generically). This relies crucially on the
properties of the neurovarieties associated to an hPNN as explained in Appendix [A] in particular
on Proposition [I0]and Lemma[A.4] which link the the finite identifiability of the hPNN to the rank
of its Jacobian. The proof of the main result is presented towards the end of this appendix, in
Appendix [C.7] and proceeds by induction. However, it requires several technical tools which are
build in the subsections that precede it.

* Appendix [C.1|starts with some preparatory results on the rank of the Jacobian of a 2-layer
hPNN, setting the base case.

* Appendix [C.2] defines the so-called last layer map (i.e., the map that composes a dj-variate
polynomial with one hPNN layer) and illustrates the structure of its Jacobian by means of a
detailed example.

* Appendix [C.3| presents a key proposition which establishes a certificate to show that the
Jacobian of the last layer map has maximal rank, and before proceeding to the proof,
illustrates the result with an example.

* Appendix [C.4]introduces some additional notation and setup which will be used in the proof
of the key proposition.

* Appendix [C.5|presents the proof of the key proposition for the special case when the number
of input variables dy is equal to the number of variables used in the certificate (equal to the
smallest bottleneck in the network).

* Appendix [C.6] gives the proof of the key proposition in the general case when the number of
input neurons dy can be larger than the number of variables the certificate.

* Appendix [C.7] contains the proof of the localization theorem.

* Finally, Appendix [C.§] presents the proofs for the results concerning the implications of the
localization theorem to different hPNN architectures.

Simplifying the notation: In Appendices|C.I]to we denote the number of input neurons by m,
the number of hidden neurons in the second-to-last layer by d, and the number of output neurons
as n. For two-layer networks, we denote the first- and second-layer weight matrices by V and W,
respectively.

C.1 Preparatory lemmas - rank of Jacobian of a 2-layer PNN

Lemma C.1. Ler (m,d,n) and r be such that the 2-layer hPNN with architecture ((m,d,n),r)
is finitely identifiable (resp. the partially symmetric d-term CPD is generically unique). Then for
general matrices V., W the Jacobian of the map ¢(V, W) = hPNN,.[(V, W], given by

Jo=J(V,W) = ]V JéW)} ,

has maximal possible rank:

rank{J,} = (m+n —1)d, (14)
and also its submatrix containing the derivatives with respect to elements of V' is full column rank:
rank{JéV)} = md. (15)

Proof. The first statement follows from dimension of the neurovariety (that is, (m + n — 1)d), and
the second statement follows from the fact that the subset of pairs (V', W) with W given as

1 .- 1 N
W:[W}, W e R(m—1xd
parameterizes an open subset of the neurovariety (i.e., due to the scaling ambiguity, almost any pair

of V and W can be reduced to such a form). As shown in the proof of Proposition[I0] (specialized to
(W1, Wy) = (V,W)), the reduced Jacobian is full column rank:

rank{ [Jév) Jéw)}} =md+ (n—1)d,
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where Jéw) denotes the Jacobian with respect to W. Note tnis implies that all the submatrices are
full column rank and, as therefore J;V) is full column rank.

O

Remark C.2. The conditions in Lemma|C.I|are satisfied, for example, if the Kruskal-based generic
uniqueness conditions are satisfied (see Proposition[I2).

Before giving the elements of the main proof, we provide an example of explicit Jacobian computation
for the map hPNNy ,.[-] which will be the guiding example for the proof of identifiability.

Example C.3 (Simplest architecture). Consider example (m,d,n) = (2,2,2), r = 2, and denote
the elements of V and W as

_ o B _ W1,1 W1,2
V= {OQ ﬁz] » W= |:W2,1 W2,2] ’
so the hPNN map o(V ,W) = hPNNg .[V, W] is given by

e(V, W) = wi(a1z1 + f112)” + wa(aoz + Baz2)?,
where w1, wo denote the columns of the matrix W :

_ Wi _ | Wi
wi= k] w22

The image of ¢ lives in the space of vector polynomials (5 2)*? (of dimension 6), therefore, the

blocks of the Jacobian Jév) and Jg(pw) are of sizes 6 x 4. The matrix Jév) has as its columns
derivatives with respect to a; and B}, for j € {1, 2} which are, respectively:

0 0
% = 2wjx1(ajx1 + /811‘2), 676@] = 2wja?2(ajx1 + 51.%'2). (16)
Let us choose the canonical basis of (/4.2)*? as e;x3 'z, i € {1,2}, £ € {0,1,2}, where e; are

unit vectors. Then the block Jév) is represented in the matrix form as:

jel-N B¢
dap 1 dag B2

B
e1z? Wii10q 0 Wi 200 0
e Tz W1,151 W1,1a1 W1,252 W1,2042
(V) _ ez} 0 Wi 161 0 W1,282
TV = (2).
¥ ezzf Wg’lal 0 WQ’QOZQ 0
esviza | WaiBi Waiar Waofa Waaam
e’ 0 Wa 161 0 W 282

[ore) D dep
Izl

The block JLW) contains the derivatives with respect to W; ;, for i, j € {1,2}, which are:
dp

8Wi,j = ei(ajxl + 6j$2)2. (17)
In the same monomial basis, the matrix can be expressed as
_9p _O¢ RN Oy
OWy 1 oWy 1 dag 9B2
elx% Oé% 0 Oé% 0
ejr1T2 2a1B1 0 20[152 0
JéW) _ elrg B3 02 B3 02
esx? 0 of 0 o5
€2r1T2 0 204161 0 204162
€23 0 % 0 3

Remark C.4. It is easy to show why (T4) and (13) are satistfied for the architecture in Example[C.3|
For this example, we choose particular V- and W to be identity matrices, which gives us

2 1

-

SO O

S oo O NO
ONOO OO
NOOO OO
SO OO O

[ NaN o N Na)
oo+, OO
O OO OoO0o



It is easy to see that the left block (matrix J V) ) has rank 4, and the total matrix has rank 6 =
(2+ 2 —1)2. Therefore, by Corollarzes-and [A.10) (T4) and (T35) are satisfied generically.

We will also need an explicit form of the Jacobian in the general case, which is a generalization of
the expression in Example[C.3]

Remark C.5. Let (m,d,n), r, V and W be as in Lemma With some abuse of notation we
denote v; € R™ and w; € R"

VT:[vl g, W=[wp - wy,
andletz =[z1 -+~ zm]T be the input variables. Then the hPNN ¢[-] = hPNNg ,.[-] has the form
d
j=1

Therefore, we have that derivatives with respect to the elements of the matrix W can be expressed as

agvsjj = 8(('?11()0])2 = ei('v;——z)T, (19)
where e; is the i-th unit vector in R", and, with respect to elements of V, we have
dp _ Oy
Ve  0(v))e
Note that Lemma[C.1|concerns the dimensions of linear spaces spanned by the sets of polynomials in

(M9)-@20). Also, (20) and (19) are generalizations of (16) and (7)), respectively.

=Tz W; (va-z)’"_l. (20)

C.2 Jacobian of composition of polynomial maps

The goal of this subsection, is to exhibit the structure of the composition of polynomial NN-like maps
and their Jacobians. Consider an outer layer of an hPNN, which is denoted as

Wp7(q17 te Qd)'
In order to see what happens when we substitute variables ¢1, ..., gq by dp-variate polynomials
q(z1,...,74,) € (H5, r)*? we introduce the following definition (which corresponds to (7)):

Definition C.6 (Last layer map). Let W € R"*? be n x d matrix r € N. We define the map ) that
transforms a vector of R-degree dy-variate polynomial as follows:
w . (%07R)xd % Rnxd — (%07Rr)xn
(q(xly R xdo)a W) = w[qa W] = WPr(Q($17 s 7xdo))7

and denote the Jacobian with respect to the parameters (and its blocks) as

Tulg. W) = |76 7],

where Jqu) has d(RJr;l?f’*l) columns and Jl(pW) has nd columns.

Example C.7. Similarly to Example we take the case n = 2, d = 2, r = 2, and denote
W = [w: wa]. Then the last layer map becomes

V(q1,q2) = w1q; + wags .

Consider a special case dy = 2, R = 2 so that y maps (q1, q2) € (H%.2)*? to a vector polynomial
in (/6 ,4) %2 and let the input polynomials be parameterized as

(20) 22 (1,1)

qj(z1,22) = 1+ 2q; " 2120 +q( a2 jed{1,2},

where q( 1.82), (i1,12) € {(2,0),(1,1),(0,2)} are the coefficient of q; next to monomials ik,
Then the Jacobian Jy(q, W) is a 10 x 10 matrixEl whose blocks are described below.

"since dim(4,4) = 5.
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The block Ji}q) is a 10 x 6 matrix, whose columns are the 6 polynomials (similarly to (16)):

) o
6(;/;2)=2wjx§1x;2(qj(m1,x2)), § € {1,2}, (i1,42) € {(2,0),(1,1),(0,2)}.  (21)
q;

In the canonical basis is given as Jl(bq) =

i) ) Y i) 3
) aqu 0) gL 2q(0:2) aqu.o) P ENY) 50:2) )
et | Wiig? 0 0 Wy 0qs*? 0 0
e1zdz, W1,1q§1’1) W1,1q§2’0) 0 W172q£1’1) W1,2q§2’0) 0
eratad | Wing)”? W1,1q%(1)’; W1,1qgi’(1); Wi2q5"" W1,2q2;’;; W1,2Q§j’(1);
eizia) 0 Wi ™7 Wiig~ 0 Wiagy ™ Wiagy'
(2) . el.”t,';1 0 0 WquiO,z) 0 0 W1,2q50)2)
eant | Woig®” 0 0 Wo g5 " 0 0
exzims W2,1Q§1’1) W2,1q§2,0) 0 WQ,QQS’I) Wz,gqéz’o) 0
esx}w} W2,1Q1O’2) W2,1q11’1) W2,1Q£2’0) W2,2Q£0’2) W2,2q21’1) W2,2q§2’0)
exzia) 0 W2,1Q§0’2) W2,1q11’1) 0 W2,2q20’2) W2,2q21’1)
eaat L0 0 Wa,iqt"? 0 0 Wa a5 |
The second block, similarly to (T7), is a 10 x 4 matrix whose columns are
o 2
o, = el e)’, ige {12}, (22)

and has similar structure to that JSE,W) in Example( it will be explicitly shown in the next example).

C.3 A certificate of maximal rank for the Jacobian of the last layer
The following proposition gives a condition for when the Jacobian of the last layer map has maximal
rank, based on constructing a certificate.

Proposition C.8 (Certificate of last layer map). Let m,d,n and r > 2 be fixed, and the matrices
V € R and W € R4 be such that the equalities (]E[)— are satisfied. Fix dy > m, R > 2,
and consider the polynomial vector (1, . .., Tm) € (#n r)*? C (H#y, 1)< defined as

dz)=v|]. (23)

Then we have that the evaluation of the Jacobian of the last layer map 1) (see Definition at the
point (q, W) is of maximal possible rank:

~ dy+R—-1
rank{Jy (g, W)} = d(n — 1) +d< O+R > (24)
and its submatrix containing derivatives with respect to q is full column rank
~ do+R—-1
rank{J{" (g, W)} = d( 0 " ) . (25)

Before proving Proposition[C.8] we give an illustrative example of the Jacobian of the last layer map
evaluated at the certificate q.

Example C.9 (Example[C.3] continued). We continue Examples|C.3|and[C.7) In this case, the vector
polynomial q from Proposition reads

Gl a) = D1 2)) _ [(naf + prad
q(z1,22) = [ZA;(E,Z)} - {Egﬁ% +ﬁ;ﬁ§ﬂ ’
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i.e., using the notation of Example|[C.3] the coefficients of the polynomials are
2,0) ~(1,1) ~0,2
(aﬁ )’Z]\g )7§§ )):(a170351)7

@2, 3577) = (09,0, Ba).

Specializing Example[C.7|(and removing factor 2 for simlicity), we get

24 24 Y o9 oy o9
_ aquo) qul,l) aqgo,z) 8qé2,0) aqél'l) aqéO,2)
ejz] Wiion 0 0 Wi a0 0 0
€1I?I2 0 W1710£1 0 0 WLQOfQ 0
ersiay | Wi181 0 Wiiar Wiafe 0 Wi aaz
1 ez T 0 Wl,lﬂl 0 0 W172ﬂ2 0
DG W)= e 0 0 W11 0 0 W1,282
2 ¥ ’ egz‘ll WQ710{1 0 0 WQQO&Q 0 0
ezxfxz 0 W2710é1 0 0 W272042 0
eszia] W 161 Wai01 Waafs 0 Wa 200
exz17} 0 W15 0 0 Wa 282 0
eazy | 0 0 W 161 0 0 W28 |

The matrix JLW) then, according to @, becomes

Y 9 Ay 9
oW1 1 oW 1 W, 2 oW1 2
elw‘f i OZ% 0 OZ% 0 T
61.7,'?.’13'2 0 O 0 O
ewie | 2015 0 20232 0
elmlmg 0 O O 0
(W)~ _ e 2 0 2 0
Jw (q’W) elméll O Oé% 0 0{%
611‘?1‘2 0 0 0 0
elzfzg 0 20[1/31 0 20&262
81331332 0 0 0 O
esi L0 i 0 g

The crux of the proof of Proposition[C.8)is the following observation. If we stack together matrices
J = [%Jg’) Jfbw) and permute the rows and columns as follows, we get the block-diagonal

matrix
Y Y oy [k oY Y [k} [k} [k} Y
6q§2,0) quo’z) aqélo) Bqéﬁﬂ) oWyl OWz 1 OWip OWp qul’l) 8(1;1,1)
3133411 W111011 0 lezaz 0 OL? 0 Otg 0
2 2
E11122 Wi181 Wiiar WigBe Wigaz 2181 0 2a182 0
eﬂi 0 Wi1,161 0 Wi282 B3 0 B3 0 0
€exr W211a1 0 WQYQOéQ 0 0 OL? 0 ag
J = e2rizl Wa 181 Wa1a1 Wa o2 Wooaz 0 20181 0 2a1f2
exxs 0 W 161 0 Wa2B2 0 B3 0 B3
eiziTy Wi 1a1 Wi saz
ez 0 Wi181 Wi 282
exaizs Wa 101 Waaan
esxixs L Wa 181 Wa B2 |

We see that the top-left block of the matrix J is nothing but the matrix
% w
(1],

where o is as in Example [C.3] thus it has rank 6, and its left 4 columns are linearly independent.

Moreover, its bottom-right block can be viewed as submatrix %Jé,v) (taking first and third columns,
for instance), and therefore has full column rank 2.

Thus matrix Jy, has rank 8 = 6 + 2 and Jifn has rank 6 = 4 + 2.
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C.4 Extra notation for the proof of the proposition

In order to prove Proposition [C.8] we introduce extra notation for the columns of .J,,. We first let
W =[w; --- wy|asinRemark|C.5 so we can express

d
Ylg, W] = ij(qj)r.

Already this, similarly to (T9) gives us
0 0
{ll) =
Wi~ O(wy)

= ei(qj)r’

and we denote the linear space spanned by these polynomials (i.e., the range of Jé}w)) as

1,j=1

0 n,d w
w) _ — (W)
L span { o, 1/1} _ range{J¢ }.

Now we look into details of the structure of the matrix Jl([)q). Let i = (i1,...,%4,) € Z be a
multi-index that runs over
ZT={i:= (i1, 0dy) s i1,---,%dy > 0and iy +--- +iq, = R}

so that the coefficients of a polynomial ¢ € .7, , can be numbered by the elements in 7 as

aors ) = Y q Ol .

il
Then, the columns of Ji}q) forg(z) = [gi(x) --- qd(m)]T are given by the polynomials
0 ; i . ) .
Fii(x) = Eil(i)(q,W) = (raf ~-~xd‘j)°)wj(qj)’_1, j=1,...,d, 1€TZ, (26)
4

which are precisely generalizations of (2I)). We denote the spaces spanned by such polynomials as
L@ = span{f; ;(2)}71,
and their span (the range of Jé}q)) as
LD = span{L£T9} ;o7 = range{l((pq)}.
Example C.10. In notation of Example[C.7) T = {(2,0), (1,1), (0,2)}. In this case, we have

£@20) _ gpan { o oY }
(2,0)° (2,0)
9q; 9q;

£@0D) — gpan {31@”1 311/’1} ’
9ai""" 9gy"Y

L«(q,(o,z)):Span{ o _0v }
02 5 09 (°
0q; 0gs

which correspond to the columns {1,4}, {2,5}, {3, 6}, respectively, of the matrix Jéq).
Remark C.11. Proving Proposition|C.8|(i.e., proving that Q4)-@23) hold) is equivalent to showing

that
d -1
dimspan{£@, LW} = d(n — 1) + d( 0 +I§ ), (27)
dim £@ — d<d0 tR- 1> , 8)
R
respectively.

The strategy of proving that the dimensions of these subspaces are maximal is to show that the
individual subspaces L£\9% are orthogonal under some conditions (which is similar to bringing J
into the block-diagonal form in Example[C.9).
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C.5 Proof of the proposition on certificate: case m = d

We first prove the proposition for the case when the number of input variables dy is equal to the
number of variables m used in the certificate.

Proof of Proposition( case m = dgp). Recall that in the notation of the previous subsection we
need to calculate

dim span (L‘(W), span{ﬁ(q’i)}iez) .

Now let us consider these subspaces for a particular choice of g = g of the form (23)). We have that
f ;i from (26) have the form

o i1( mod R) im ( mod R)
fj7(i17“_,,im)(x1,...,xm) = () x Soex .
——
polynomial in %%, . .. =

Therefore we get that £(9:%) 1 £(9-9) unless one of the following conditions holds:
i=L or {i,l}C
with Zp := {(R,0,...,0),(0,R,0,...,0),...,(0,0,..., R)}. For the same reasons we get
LY L 2@ foralli e T\ T .
Therefore, we get
rank{Jy } = dimspan (E(W),span{ﬁ(q’i)}iezo> + Z dim(£@9).
i€T\To

Let us look at those dimensions separately. Denote z = [z1 - - zm]T, with

R
1=, vy BEm=2C

so that for g of the form (23) it holds
~ _ T
gj=vz.

Then, for ¢ € Z \ Zj it is easy to see that
dim(£(49) = dimspan ({w;(7;)""}j=1) = d.
where the last equality follows from Lemma [C.T]and (20).

By doing the same substitution, we obtain that

[ r r—114d:m
span (,C(W),span{/j(q’ )}iezo> = span ({ei(v}z) }i,jzl’ {wjz(v]2) 1}M:1>’

which is exactly the set of vectors in (T9)—(20). Therefore, by Lemma[C.I] we have

dimspan (L) {£@9} 7)) = (n — 1)d + md, and (29)
dim Span{/l(q’e) teez, = md. (30)
Taking into account that
R+m-—1
#z=m wa g - (TR,

this proves (27) for dy = m. Equality 28) (for dy = m) can be proved similarly using the fact that

rank{J{? (g, W)} = dimspan{L @9 }pez, + Y dim(£@D)
i€T\Zo

= md + d(#(Z) — #(Zo)) = d(#(Z))-
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C.6 Proof of the proposition: extending to the case of more variables

Proof of Proposition|C.8|(case m < dy). We denote by Z,,, (with some abuse of notation) the multi-
indices that correspond to the monomials that depend only on 1, ..., Zp:

T ={8 €T ims,... iq, =0}

and we define . )
57(3) = Span{ﬁ(q’l)}iezm, Loyt = Spaﬂ{ﬁ(q’z)}iez\zm»

From the first part of the proof (case m = dg), we have already proved that

R -1
dim span (,65,3),,6(“’)) =d(n— 1)+d< +g > (31)
and
R -1
dimcg?:d( o ) (32)
What is left to show is that adding L., to these subspaces does not drop the rank.
Since the particular choice of ¢ = (1, ..., x,,) depends only on the m variables, thanks to (26)
we have ) ;
Tm+1 d
fj,(il,...,ido)(xh ‘e 737do) = ( ) mil ---xdoo-
polynomial in x1, ..., Zm,

This immediately implies that £(@%) 1 L@ if (ip,y1,... 00,) # Cmst,---,La,), as well as
LD 1L L) Sf (i1, ..., d4,) # 0. Therefore, we get

LD =D gL, and span (ﬁ(q), C(W)) = span (££g>, E(W)) & Legt,

and, consequently, we just need to show that L., is of maximal dimension. To show this, we split
7\ Z,, into a direct sum according to the degrees of the last dy — m variables:

dim Legy = > dim L@ (riim1,miag)

Tt 1see050dg 20
1<imy1+...+igg <R

L@ Csimt1000a0)) = Span{ﬁ(qa(zl7~~-77'7n727n,+11-~~7zd0))}(Z_l’.“’im):ikzo’ )
i1+...+id0:R
But then, for a fixed (41,41, . - ., %4,) such that ¢y, 11 + ...+ ig, = Ro < R, the dimension of this

subspace is equal to

. i ; . i id, o~
dim L@ mi15eia0) = dimspan{af -+ e w, @)Y or,
T yeens G >0
i1+...+im=R—Ro

T . i1 Tm (o\r—1 .
= dimspan{z}' - zimw;(g;)" "'} j=1...4,
1y i >0
i1+...+im=R—Ro

ceamawi(@) Y end,
15-tm =

i14...+tm=R—Ro

= dim span{zoth

but the latter set of polynomials is linearly independent because it is a subset of the basis vectors

of Efg), which are linearly independent by (32). Therefore we get L., is of maximal possible
dimension (the spanning columns are linearly independent). O

C.7 Localization theorem

Theorem (Localization theorem) Let ((dy,...,dr),(r1,...,7—1)) be the hPNN format. For

¢ =0,...,L — 2denote dy = min{dy,...,d¢}. Then the following holds true: if for all { =
1,...,L — 1 the two-layer architecture hPNN 5 desr)re ['] is finitely identifiable, then the

L-layer architecture hPNNg .[-] is finitely identifiable as well.
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Proof. (Proof of Theorem[TT)) We prove the theorem by induction.

. The base of the induction is trivial since the case L. = 2 the full hPNN

consists in a 2-layer network.

. ‘Induction step: (L=k—-1) = (L =k) ‘Assume that the statement holds for L = k — 1.
Now consider the case L = k.

With some abuse of notation, let @ = (W,..., W _1), so that w = (6, W 1) and denote
R:T1°"’I"L,2.

Let ¢ be as the one defined in Proposition but given for the last subnetwork, so that
n=dr,d=dr_1,7r =r_1, W = W . Then we have that

plw] :=hPNN, ., [0, W) =1[h(0), W]
where h(0) = hPNN,, [6].

Therefore, by the chain rule

<q>‘ W)
J Jn0) J
Jp(w) = <”’ q—h<e>> w®) Ty e

:Jl(w) :Jz(e)

e TL—2)

Now we are going to show that the matrices have necessary rank for generic 6. For this,
note by the induction assumption, for generic 8, we have

L—2 L—2
rank{J,(0)} = > dedei1 — Y dy.
£=0 =1
Now we show the ranks for other matrices. Observe that

<q>‘ (W)‘ R+dy—1 B
k(7 J <dp- d —)dp_, (33
ran {[( ¥ q—h(e)) W q—h(B):|}_ L 1( R +(dr, — 1)dr—1 (33)

due to the essential ambiguities. But then if we find a particular point 5, where rank is

-~

maximal for g = h(0), then the rank in will be maximal for generic 6.

But then, let m = dy,_; = min{dy, ...,dr_1} and consider the following matrices:
—  [I,, 0 —~  [I, 0
Wl:|:0 0:|7"'7WL—2_|:0 0:|7
and
WL—I = [V 0]7

for V€ R -1X™ generic. Then we get that for (= (ﬁ\/l, el ﬁ\/L,g)

so exactly as in Proposition [C.8] (whose conditions are satisfied by the assumption on finite
identifiability of hPNN 5, = [']). Therefore, rank in (33)) will be maximal for
L—2,0L—1, L)arL—l

generic (68, W 1) and also

R+dy—1
RS

for generic 0 (i.e., the matrix is full rank).
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This leads to rank{.J 1 (w)} = J(0) for generic 6. Finally, we have that
rank{Jp(w)} = rank{J1(0)} + rank{lspan 7, (8), J2(0)}
> rank{J1(0)} 4+ rank{II

J2(0)}
span (Jff) >
a=h(e)/ |

L—2 L2
= dedgy1 — Z de+ (dp — 1)dp—1

=0 =1

L1 L1
= dedeyr =Yy de,

=0 =1

where 1I;, denotes the orthogonal projection onto a subspace {/. On the other hand,

L—-1 L—-1
rank{Jpw (w)} < Z dedgiq — Z dy
£=0 =1

due to presence of ambiguities (bound (8)). Hence, an equality holds and therefore the
neurovariety has expected dimension.

O

C.8 Implications of the localization theorem

Corollary [16|(Pyramidal hPNNs are always identifiable) The hPNNs with architectures containing
non-increasing layer widths (except possibly the last layer), i.e., dy > d1 > ---dp_1 > 2 and
dr, > 1, are finitely identifiable for any degrees satisfying (i) r1,...,r_1 > 2if dr > 2; or (ii)
Tl,...,"p—2 > 2,rp—1 > 3ifdr =1

Proof. (Proof of Corollary [T6) This follows from Theorem [TT]and the following facts:

* For such a choice of dy, cjg =dyforall{=0,...,L —1;
* Network (d¢—1,dy, dps1) with dg—1 > dy is identifiable (by Proposition for:

- rg > 2,incase dpy1 > 2;
- ry > 3,incase dpy1 = 1.

O

Corollary [I7) (Activation degree thresholds for identifiability) For fixed layer widths d =
(doy...,dp) withdy > 2, £ = 0,...,L — 1, the hPNNs with architectures (d, (r1,...,71,-1))
are identifiable for any degrees satisfying

re > 2dy — 1.

Proof of Corollary[I7} Note that the assumptions guarantee that CE > 2. Then the Kruskal bound (in
Proposition for identifiability of (d¢—1,dy, d¢+1) can be bounded as

2dy — min(dy, dyy1)
min(dy, cﬁ,l) -1

therefore, for rp > 2d, — 1 the hPNN (07@_1, dg,dyy1), 70 is identifiable, which implies the identifia-
bility of the L-layer architecture by Theorem IT] O

<2dy— 1.

Corollary [19)(Identifiability of bottleneck hPNNs) Consider the “bottleneck™ architecture with
do>dy>--2>2 dpy <dpy1 <...<dg

and dy > 2. Suppose that r1,...,ry > 2 and that the decoder part satisfies % < dy — 1 for
e {b+1,...,L — 1}. Then the bottleneck hPNN is finitely identifiable.
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Proof of Corollary[I9 This follows from Theorem[IT]and the following facts:

* For layers ¢ € {1,...,b} (the encoder part), we have dy = d, and thus identifiability of
(de—1,dp, dg+1) holds for ry > 2 (the same argument as in the pyramidal case).

 Forlayers ¢ € {b+1,..., L} (the decoder part), we have Jg = dy and thus identifiability
of (d¢—1,dys, dgs1) holds for

¢
ry > ——
[ db — 13
which, after rearranging, gives the desired result.

D Analyzing case of PNNs with biases

This appendix contains the proofs and supporting technical results for the identifiability results of
PNNs with bias terms presented in Section [3.3] of the main paper. We start by establishing the
relationship between PNNs and hPNNs and their uniqueness by means of homogeneization. We then
prove our main finite identifiability results showing that finite identifiability of 2-layer subnetworks
of the homogeneized PNNs is sufficient to guarantee the finite identifiability of the original PNN.

Results from the main paper: Definition[20] Propositions Lemmal[26] and Corollary [28] ‘

D.1 The homogeneization procedure: the hPNN associated to a PNN

Our homogeneization procedure is based on the following lemma:

Definition 20} There is a one-to-one mapping between (possibly inhomogeneous) polynomials in d
variables of degree r and homogeneous polynomials of the same degree in d + 1 variables. We denote
this mapping P4, — Hay1 » by homog(+), and it acts as follows: for every polynomial p € P4,
p = homog(p) € H11 , is the unique homogeneous polynomial in d + 1 variables such that

p(x1,. . xa, 1) =p(x1, ..., 24).

Proof of Definition 20} Let p be a possibly inhomogeneous polynomial in d variables, which reads

« «
p(x1,...,xq) = E bo 1" -z,

o, la|<r
fora = (aq,...,aq). One sets
D a Qg r—ap— - —a
p(z1,...,xq,2) = E boait - agty TN d
a,|al<r
which satisfies the required properties. O

Associating an hPNN to a given PNN: Now we prove that for each polynomial p admitting a PNN
representation, its associated homogeneous polynomial admits an hPNN representation. This is
formalized in the following result.

Proposition Fix the architecture v = (r1,...,7—1) and d = (dy, . .., dy,). Then a polynomial
vector p € (Piy.ryonn) % admits a PNN representation p = PNNg .[(w, b)] with (w,b) as
in ) if and only if its homogenization p = homog(p) admits an hPNN decomposition for the

same activation degrees r and extended d = (do + 1,...,dp_1 + 1,dr), p = hPNN3 [w],

W = (Wy,...,Wy), with matrices given as
W, by
. Rde+1)x(de—1+1)  p ~ [,
W, = [ 0 1 ] < ’ <4

[WL bL] c R(dL)X(dL—Hrl), ¢ =1L.
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Proof of Proposition[23] Denote p,(x) = p,, (Wix + by). Letx = {ﬂ € Rd+1, Observe first
that
(1) = [P
We proceed then by induction on L > 1.
The case L = 1 is trivial. Assume that L = 2. Then

Woap (W13) = Wa [PUP| = W, @)+ 70
Specializing at z = 1, we recover
Wop,(z) + by = p(z) = p(z, 1),

hence . N
Wap,, (W) = B(@).

For the induction step, assume that ¢ = hPNN(dl+1’“.’dL71+1’dL)’7:[(WQ, el W/L)} is the homo-
geneization of ¢ = PNN(g, . a,)»[(Wa,...,WL),(ba,...,br))]. By assumption,

B(z,1) = @ ([T’l(f’ ”]) — 4B, (1)) = a(p, (2)) = p(a),
which completes the proof. O

Proposition IfhPNN,.[w] from Propositionis unique as an hPNN (without taking into account
the structure), then the original PNN representation PNN,.[(w, b)] is unique.

Proof of Proposition Suppose hPNN,.[w] is unique (or finite-to-one), where w is structured as
in Proposition Note that any equivalent (in the sense of Lemma specialized for hPNN,.[w])

parameter vector w' = (W/;, cees W/JL) realizing the same hPNN must satisfy
=~y =T
~ [P,DW,D, | P L
A e (34)
WLDL—l PL—l’ KZL.

for permutation matrices 134 and invertible diagonal matrices bg, with 130 = 50 = I. We are going
—~
to show that bringing W, to the form
Wi b
— , (<L,
W[ - |: 0 1
(W7, bp], (=L
that does not introduce extra ambiguities besides the ones for PNN (given in Lemma 4)).
By Proposition for ¢ =1,...,L — 1 the extended matrices satisfy krank{(ﬁv/g)T} > 2 (as well

as for any equivalent krank{(ﬁ//;)T} > 2). This implies that the matrix W, contains only a single

row of the form [0 - - - 0 @] (which is its last row). Therefore in order for W/Il to be of the form (33),
the matrices P71, D1 must be of the form

(35)

= x 0 ~ x 0

el i el ]
Iterating this process for £ = 2, ..., L — 1, we impose constraints of the form

~ x 0 = * 0

R R

This implies that (W7, b;) and (W ¢, by) must be linked as in Lemmal4}

Now suppose that hPNN,.[w] is finite-to-one. Then the same reasoning applies to all alternative
(non-equivalent) parameters w that are realized by a PNN, because Proposition [23|holds for every
solution. Since there are finitely many equivalence classes, the corresponding PNN representation is
also finite-to-one. O
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D.2 Generic identifiability conditions for PNNs with bias terms

Lemma@Let the 2-layer hPNN architecture ((do + 1,dy + 1,d2), (1)) be finitely (resp. globally)
identifiable. Then the PNN architecture with widths (dy, d1,d2) and degree r1 is also finitely (resp.
globally) identifiable.

Proof of Lemma[26] By Proposition 24| we just need to show that for general (W, bo, W1, by), the
following hPNN is unique (finite-to-one)

p(@) = W2 bap,, (W) (36)
with VTfl given as
oo |[Wi1 b
W, = [ d 1].

We see that W lies in a subspace of (d1 + 1) x (dp + 1) matrices.

We use the following fact: by multilinearity, both uniqueness and finite-to-one properties of an hPNN

are invariant under multiplication of W1 on the right by any nonsingular (dg + 1) X (do + 1) matrix
Q. We note that the image of the polynomial map

R(dg+1)><(do+1) X Rdl X do X Rdo N R(d1+1)><(d(]+1)

(Q,W1,b1) — w,.Q,

which is surjective, and its image is dense.

Therefore, identifiability (resp. finite identifiability) holds except some set of measure zero in

R(d1+1)x (dOH), then it also hold for W'y constructed from almost all (W, b;) pairs. For example,
for finite identifiability this is explained by the fact that there is a smooth point of the hPNN

neurovariety corresponding to the parameters ([W2 by, Wl) O

Proposition @Let ((doy--.,dr),(r1,...,7—1)) be the PNN format. For ¢ =0,...,L — 2 denote

dy = min{dy,...,d¢}. Then the following holds true: If for all { = 1,...,L — 1 each two-
layer architecture hPNN(JZ,l-H do+1,desr) e ['] is finitely identifiable, then the L-layer PNN with

architecture (d, ) is finitely identifiable as well.
For the proof of the main proposition, we need the following lemma.

Lemma D.1. Global (resp. finite) identifiability of an hPNN of format ((m,d,n),r) implies (resp.
finite) identifiability of the hPNN in format ((m,d,n + k), r) for any k > 0.

Proof. Let the parameters of the larger hPNN be such that
Wy = [g} , AR BeR™ Wy,
so that

WPNN (1, ot k) [W 1, W] = [hPNN(m,d,n),r[WhA}] _ |:AO'7.(W1$):| .

hPNN(m’d7k)7T[W17B] BO’T(Wlw)

But then assume that hPNN(,,, 4 ), »[W 1, A] is finite-to-one. Then by Lemma 31| we have that the
elements of g, (x) = o.(Wx) are linearly independent, hence the linear system
hPNN (. 4,1),» (W1, B] = Bg, ()

has the unique solution, equal to B. Note that for (W, W), the subset of parameters (W, A) is
also generic, hence global (resp. finite) identifiability for widths (m, d, n) implies global (resp. finite)
identifiability for widths (m, d, n + k). O

Proof of Proposition[27} We are going to prove that under the condition of the theorem, two hPNN
architectures for degrees r and widths

(do+1,...,dp—1+1,dy) and (do+1,...,dp—1+1,dr +1)
are finitely identifiable.

We proceed by induction, similarly as in Theorem[T1]
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. The base of the induction follows is trivial since it is the 2-layer network,

and from Lemma D.1|for the architecture (dg—1 + 1,d¢ + 1, dg41 + 1).

. ‘Induction step: (L=k—1)— (L=k) ‘ Assume that the statement holds for L =
k — 1. Now consider the case L = k. As in the proof of Theorem we set
0 = (W/l, ce W/L_l), so that w = (5, WL), where W/g is as in Proposition and
denote R = ry - - - r,_o. The difference is that the parameters are now 0 .= 5(9), where

0=(Wi,....Wi_1,bi,....br_1).

Let ¢ be as the one defined in Proposition but given for the last subnetwork, so that
n=dr,d=dr_1+1,r=rr_1, W = W . Then we have that

pl0, W] := hPNN,.[@] = ¢[h(6(8)), W],

where h(0) = hPNN(,. ., .)[0].
Again, by the chain rule

() 7 (W)
N J B S Jn0(0)) J ~ _
Jp(0, W) = ( v ‘q=h<e<e))> n(006) I, ’q=h(e<e>> [Je(a) I},

=J1(w) =J2(0)

where the matrix in the right hand side is full column rank. Therefore, we just need to show

that the left hand side matrix is full column rank for a particular 0= 6(0). But, for this,
remark that we can use almost the same construction example Proposition [C.8] but choosing

slightly different matrices: 0 = (ﬁ\/;, e ﬁ\/;fl) with
=/ 0 O = 0 O
Wl - |:O Im:| 7.“7WL72 a |:O Im:|

W, . =0 V],

and

where in Lemma we can choose generic V' structured as

;- wV)  p(V)
)

Indeed, we need this to be a smooth point (i.e., full rank Jacobian of Wp,., | (V’ x)), which
is full rank for generic W(Vl), b(V/), by the same argument as in the proof of Lemma

But such 5/ indeed belongs to the image of 5(0) as they share the needed structure, which
completes the proof.

Corollary Let ((do,...,dp),(r1,...,7—1)) be such that dy > 1, and vy > 2 satisfy

2(dg + 1) —min(de + 1,dgy1)
Ty > =
min(dg, dg_l)

then the L-layer PNN with architecture (d, ) is finitely identifiable (and globally identifiable when
L=2).

Proof of Corollary[28 This directly follows from combining Lemma[26] Proposition [I2) and Propo-
sition O

39



D.3 Truncation of PNNs with bias terms

In this appendix, we describe an alternative (to homogenization) approach to prove the identifiability
of the weights W, of PNNg ,.[(w, b)] based on truncation. The key idea is that the truncation of a
PNN is an hPNN, which allow one to leverage the uniqueness results for hPNNs. However, we note
that unlike homogeneization, truncation does not by itself guarantees the identifiability of the bias
terms by.

For truncation, we use leading terms of polynomials, i.e. for p € &, we define It{p} € 7%, the
homogeneous polynomial consisting of degree-r terms of p:

Example D.2. For a bivariate polynomial p € 75 5 given by
p(z1,20) = ax? + brixy + cxl + exy + fao + g, .
its truncation ¢ = lt{p} € 4 o becomes

q(z1,22) = axf + brixo + cx% .

In fact 1t{-} is an orthogonal projection #;, — 7 ,; we also apply 1t{-} to vector polynomials
coordinate-wise. Then, PNNs with biases can be treated using the following lemma.

Lemma D.3. Let p = PNNy .[(w, b)] be a PNN with bias terms. Then its truncation is the hPNN
with the same weight matrices
It{p} = hPNNg ,.[w].

Proof. The statement follows from the fact that 1t{(g(x))"} = 1t{(¢(x))}". Indeed, this implies

1t{({(v, ) + ¢)"} = ({(v, x))", which can be applied recursively to PNNg ,.[(w, b)]. O
Example D.4. Consider a 2-layer PNN
f(x) = Wap,, (Wix + b1) + ba. (37)

Then its truncation is given by

{f}(x) = Wap,, (Wiz).

This idea is well-known and in fact was used in [44] to analyze identifiability of a 2-layer network
with arbitrary polynomial activations.

Remark D.5. Thanks to Lemmal|D.3] the identifiability results obtained for hPNNs can be directly
applied. Indeed, we obtain identifiability of weights, under the same assumptions as listed for the
hPNN case. However, this does not guarantee identifiability of biases, which was achieved using
homogeneization.

E Localization theorem: necessary and sufficient conditions for identifiability

This appendix has been added to the camera ready version on the request of the program committee.
It explains the changes between the original submission and the camera-ready version.

Our main technical result in Theorem [T ] gives sufficient conditions for finite identifiability of deep
hPNNs based on identifiability of two-layer subnetworks. In an earlier (submitted) version of the
paper, the following results were claimed.

Claim (A, specific uniqueness). Let hPNN,.[w], w = (W,..., W) be an L-layer hPNN with
architecture (d, r) satisfying do, ...,dr,—1 > 2, dr, > landry,...,r,—1 > 2. Then, hPNN,.[w] is
unique according to Definition|6]if and only if for every £ = 1,..., L — 1 the 2-layer subnetwork
hPNN,.,) (W, Wi 1)] is unique as well.

This strong claim implied another claim on identifiability of hPNN architectures, which can be seen
as a counterpart of the current Theorem[T1]

Claim (B, identifiability). The L-layer hPNN with architecture (d, r) satisfying do, . ..,dr—1 > 2,
dr, > land ry,...,r, > 2 is identifiable according to Definition [8| if and only if for every
¢=1,...,L — 1 the 2-layer subnetwork with architecture ((dy_1,dg, dgs1), (r¢)) is identifiable as
well.
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Figure 1: (from NeurIPS poster) Necessary and sufficient conditions for identifiability of an
L-layer PNN. Blue: necessary conditions, i.e., “only if” part of claim B (identifiability of the
((de—1,dp,dp41), (r¢)) subnetwork). Red: sufficient condition as given by Theorem(identiﬁabil-

ity of the ((d¢—1, de, dg+1), (r¢)) subnetwork).

We note that the “only if” part always holds (as argued in the beginning of Section [3.I)), as non-
uniqueness of any 2-layer subnetwork implies non-uniqueness of the overall network. The relation
between necessary and sufficient conditions for identifiability is illustrated in Fig. [T}

Thus, both claims (A) and (B) were in fact aiming to answer the following questions:

(A) Does uniqueness of all 2-layer subnetworks hPNN,.,\[(W ¢, W y11)] imply uniqueness of
the overall network hPNN(,., .. [(Wq,...,Wp)]?

(B) Does identifiability of all ((d¢—1,dg, dey1), (1)) 2-layer architectures imply the identifiabil-
ity of the overall architecture ((do, . ..,dr), (r1,-..,70-1))?

We show below that the answer to these questions is negative, both for specific uniqueness (uniqueness
of a particular choice of parameters) and generic uniqueness (identifiability of a given architecture),
which motivated the update of the paper.

E.1 Supporting examples

Absence of specific uniqueness (counterexample to claim (A)). Consider the simplest archi-
tecture with d = (2,2,2), r = (2,2), for which the conditions of Theorem [11|are verified due
to Proposition[T2} Example 1] from the last section of the paper provides an example of specific
network of the format (d, r) violating claim (A). We provide below an expanded version of this
example.

Example 1] (No specific uniqueness). Consider two polynomials:

i )

T . . .
Note that [1’% x%] = pa(x1,x2), therefore this polynomial vector can be written as

p(x) = p2(Waps(2))
for the following choice of weight matrix:

11
W2:[1 —1}’

p(x) = Iop2(Wolzpo(x))
= hPNN(Q,Q) [(I27 W27 12)] )
where I is the identity matrix. On the other hand, we can use the expansions
21+ 29)? + (21 — 22)?
:C%jo%:( 1+ 2) 2( s)
(21 +@2)* — (21 — 22)?
2

so that we have

2!,1;‘11‘2 =
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and the fact that
(] — a3) = (af + 23)* — (2w122)?

to show that there exists an alternative hPNN expansion of p(x), summarized as

1 1
p(x) = W3ps <2W2P2(W2$)) =hPNN(2 ) [(W2, 5 W2, W),

1 0
W, — [1 _1} |
We see that the two representations are not equivalent: (I5, Wo, Io) 7t (Wa, %WQ, W), as Wy
cannot be obtained from scaling and permutations of rows of I5.

where

On the other hand, all the matrices in the expansions (I2, Wy, W3) are 2 X 2 invertible and thus, for
example, the networks hPNN 5 [(I2, W2)] and hPNN ) [(W 3, I'3)] have unique representations
(similarly to Example[7). More precisely, all the matrices (I, Wy, W3) as well as their transposes
have their rank and Kruskal rank both equal to 2, and therefore the conditions of Lemma@] are
satisfied.

Absense of generic uniqueness (counterexample to claim (B)). Example [T]is not just an isolated
example that can be circumvented by looking at a generic parameter set, as shown in the following
example.

Example E.1 (No generic identifiability without further assumptions). We provide a counterexample
to the conjecture that localization holds in full generality in the generic sense based on the count of
dimension. Consider the following architecture:

d=1(2,3,3,1) and r=(3,3).
It is easy to see that the subnetworks ((dy, d1,ds), 1) and ((d1,da, d3), o) both satisfy the Kruskal-

based criterion in Proposition[I2]as
2d1 — min(d27 dl)
min(dl, do) —1

_ 37 3> 2d2.— min(d37d2) _ é’
min(da,dy) — 1 2

so both subnetworks are identifiable. However, due to Proposition for the global network (d, )
to be identifiable the dimension of its associated neurovariety must be equal to

dody + dids + dads — di — do = 12.

However, the image of hPNN g ,y[-] is in the space of degree-9 homogeneous bivariate polynomials,
and therefore the neuromanifold (and the neurovariety) lies in 5% 9. But 6 g has dimension 10,
thus we arrive at a contradiction with the identifiability of the 3-layer network.

E.2 Statement of changes

In the camera-ready version, the claims (A) and (B) have been replaced with Theorem [IT] which
uses a stricter condition. This replacement preserves the main conclusions and contributions of the
original paper, notably:

1. The localization of identifiability: identifiability of 2-layer subnetworks (composed by two
consecutive layers) is sufficient to guarantee identifiability of a deep L-layer polynomial
network;

2. As a consequence, uniqueness theorems for tensors can be leveraged to prove identifiability
of deep PNNss; for example, well-known Kruskal theorems imply:

a) that pyramidal networks (and their generalizations) are identifiable in degrees > 2;

b) linear bounds on the so-called activation degree thresholds (i.e., identifiability holds
for degrees linear in the layer widths);

3. Identifiability of networks with biases is implied by identifiability of (augmented) bias-free
PNN architectures.
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Drawbacks: Despite the fact that our main conclusions still hold, the amended version of the
localization theorem lead to the following changes:

* The theorem and the corresponding corollaries for deep architectures concern generic
properties (and not specific) and finite identifiability (instead of global identifiability).

* Theorem [[T]requires a stronger assumption on 2-layer subnetworks: not only each 2-layer
block needs to be identifiable, but also with a possibly smaller number of inputs.

* This stronger condition weakened the result for networks with a bottleneck layer, but keeps
the same conclusion (that is, a decoder network needs to have higher degrees compared to
the encoder in order to allow for increasing the layer widths).

In the following, we explain the mistake in the original proof of Theorem 11 and discuss the current
challenges to extending the amended proof to the localization of global identifiability.

E.3 Remark on the mistake in the original proof and related problems

The mistake in the original proof of Theorem 11 concerned equations (11)—(13) in the original paper
(Section A.2.2 of the original supplementary materials), in the induction step of the theorem (going
from L — 1 to L layers). The original argument is based on constructing the polynomial vector

pl, () using the flattening operation " — z, Ay o — R The issue is that the equation
(12, original paper) is only valid on a subset of z (z structured as a tensor power) and thus does
not imply (13, original paper) as we originally claimed. The absence of this implication broke the
inductive argument, requiring the proof to be amended.

An interpretation of this issue is that the flattening destroys the structure from lower layers. In fact,
the flattening mapping corresponds to a projection appearing in the computation of the decomposition
of polynomials as sums of powers of forms (see the commutative diagram in [92, Section 4]), which
makes such a computation (decomposition as a sum of powers of polynomials) very difficult and
currently an open problem in general, unless additional knowledge can be used [93]].

Our new proof still proceeds similarly by induction (going from L —1 to L layers), where the induction
step is related to showing non-defectivity (finite identifiability) of a subvariety of variety of powers
of forms, thus connecting to subtle questions in algebraic geometry, such as Froberg’s conjecture
[92] (the latter not solved in full generality, see [85] for an account of recent progress). Extending
finite identifiability to identifiability seems challenging, at least with the techniques we are aware of;
very recent work in algebraic geometry [[75} 86l shows that this transition (i.e., finite identifiability
implies global identifiability) is possible for the so-called X-rank decompositions, but this result is
only applicable to shallow polynomial networks. We are not aware of any systematic progress in the
direction of non-additive structures, of which deep PNNss is a special case. Thus, the transition from
finite to global identifiability of deep PNNs was left as an open conjecture (Conjecture [40) in the
camera-ready version of the paper. We hope that future progress in the field of algebraic geometry
will provide the adequate tools to settle this challenging proble

2While preparing the update of the camera-ready version of the paper, we became aware of a recent preprint
[94] that claims to prove a much stronger (in many cases) result than Theorem 11 and claims global identifiability
as well.
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NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Our paper is of a theoretical nature, we outline all the assumptions used to
derive the results very clearly.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We clearly state the assumptions used in each theoretical result, and complete
proofs are provided in an appendix in the supplemental material.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: Our paper does not include experiments.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: Our paper is theoretical and does not include experiments, thus it does not
require data or code.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: Our paper is theoretical and does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Our paper is theoretical and does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: Our paper is theoretical and does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research adhered to every aspect of the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our paper is theoretical in nature (we study the identifiability/uniqueness of
neural networks). Thus, our results advance the understanding of the behavior of neural
networks. We highlighted the potential positive impacts of our identifiability results on the
interpretability of neural networks in the paper.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: Our paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in our research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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