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Abstract

Cohesion is a fundamental element of conver-001
sations, reflecting the ability of interlocutors to002
establish meaningful connections across con-003
versational turns. We investigate the linguistic004
alignment of cohesive devices in the form of005
anaphoric references in dyadic dialogues be-006
tween users and conversational agents. Beyond007
their role as cohesive device, anaphoric refer-008
ences serve as a meta-commentary. By examin-009
ing the communicative goals that are conveyed010
through the lens of this meta-commentary, we011
uncover notable differences across pragmatic012
dimensions, including linguistic choices, mod-013
ulation strategies, and polarity trends. Our in-014
vestigation reveals a fundamental distinction015
in the use of cohesive devices: users primarily016
employ anaphoric references for fact-checking,017
contrasting with conversational agents focusing018
on descriptive clarity, often utilizing discursive019
markers, emotive elements, and moral framing.020

1 Introduction021

Conversational AI, fueled by advancements in lan-022

guage models (Brown et al., 2020; Chowdhery023

et al., 2023), has revolutionized human-computer024

interaction, achieving remarkable proficiency in025

mastering natural language and performing diverse026

tasks. Seamlessly integrated into everyday routines,027

conversational agents 1 have evolved into indispens-028

able tools, supporting users in managing personal,029

professional, and educational activities.030

Cohesion (Halliday and Hasan, 1976) is crucial031

for conversational interactions, enabling users and032

agents to navigate and contribute meaningfully to033

a conversation. However, subtle misalignments in034

cohesive devices can disrupt conversational flow035

and lead to frustration (Chaves et al., 2022). While036

prior studies have explored various aspects of con-037

versational interaction such as linguistic alignment038

1For brevity, we use ’agent’ and ’chatbot’ interchangeably
throughout this study to refer to conversational agents.

(Koulouri et al., 2016; Duplessis et al., 2021; Spill- 039

ner and Wenig, 2021; Wang et al., 2023; Sandler 040

et al., 2024) and stylistic variation (Thomas et al., 041

2018; Elsholz et al., 2019), showing that conver- 042

sational agents mirror the language of users and 043

adapt their tone to match specific contexts or situa- 044

tions, there is a lack of focused studies on linguistic 045

constructs that underpin cohesion. 046

To examine linguistic cohesion at scale, we nar- 047

row our focus on anaphoric references (Garnham, 048

2016), which serve as cohesive devices that con- 049

nect discourse to prior conversational turns, pro- 050

moting coherence and avoiding redundancy. Be- 051

yond their cohesive function, we argue that inter- 052

locutors frequently utilize anaphoric references to 053

convey meta-commentary on prior conversational 054

turns. This meta-commentary encompasses a spec- 055

trum of communicative purposes, ranging from 056

signaling agreement to requesting elaboration. 057

Contribution. We contribute a detailed profile 058

of anaphoric references in user-agent conversa- 059

tions, acting as a pragmatic lens onto cohesion 060

due to their integral role in linking conversational 061

turns. Specifically, we employ lexico-grammatical 062

pattern matching (Schmid et al., 2021) to extract 063

anaphoric references from LMSYS-Chat-1M (Zheng 064

et al., 2023), a large-scale corpus of dyadic dia- 065

logues between users and agents in the wild. This 066

scale and authenticity facilitate an linguistic inves- 067

tigation that is representative and grounded in ev- 068

eryday conversational contexts. Enriched by com- 069

municative goals embedded within anaphoric ref- 070

erences, this offers insights into how users and 071

agents construct and sustain cohesion in multi-turn 072

conversations, serving as the basis for identifying 073

misalignment in their use of cohesive devices. 074

2 Background 075

Conversations are a fundamental mode of human 076

communication, characterized by the dynamic ex- 077
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change of meaning between interlocutors. Linguis-078

tically, conversations are structured as a series of079

turns aimed at establishing mutual understanding080

(Clark and Schaefer, 1989), guided by principles081

of cooperation and relevance (Grice, 1975). These082

principles emphasize that conversations are cooper-083

ative efforts where interlocutors recognize a shared084

purpose or common direction in the dialogue.085

The structure of conversations is organized by086

turn-taking (Sacks et al., 1974; Wilson et al., 1984),087

which allows interlocutors to coordinate their con-088

tributions in a structured and orderly manner, en-089

suring that conversational flow is maintained.090

Cohesion plays a central role in conversational091

turn-taking (Schegloff, 2007), contributing to con-092

textual meaning and logical consistency. Halliday093

and Hasan (1976) argue that cohesion is often ac-094

complished through cohesive devices such as refer-095

ences substitution, ellipsis, and conjunction.096

• Reference involves elements whose interpre-097

tation is contingent upon their connection to098

another element. By obviating the need to re-099

peat full details, references through articles,100

pronouns, demonstratives, and comparatives101

play a crucial role in reducing cognitive load.102

• Substitution refers to the act of replacing an103

element by another element to avoid repeti-104

tion. Unlike references that connect meanings105

on the semantic level, substitution typically106

replaces words on the lexical level.107

• Ellipsis defines the process of omitting ele-108

ments, effectively replacing them with noth-109

ing. Since the element can be recovered from110

prior discourse, this process is anaphoric.111

• Conjunctions serve to organize textual mean-112

ing through logical connectors. By marking113

relations between elements, conjunctions op-114

erate at clause level rather than lexical level.115

3 Related Work116

Nass and Moon (2000) established that users read-117

ily anthropomorphize computer systems, applying118

conversational norms as if interacting with social119

actors. Hence, this phenomenon was termed com-120

puters are social actors and laid the groundwork121

for research into human-computer interaction.122

For investigations into linguistic characteristics123

of human-computer interaction, discourse analysis124

(Paltridge, 2021) became a key method for exam- 125

ining how agents replicate or diverge from natural 126

communication. A central focus of this branch has 127

been on linguistic alignment (Giles et al., 1991), 128

describing the tendency for interlocutors to accom- 129

modate each other’s linguistic choices and stylis- 130

tic variations over the course of their conversation, 131

leading to mutual convergence across various levels 132

of linguistic representation. This convergence has 133

been observed in human-human communication 134

across lexical choices (Brennan and Clark, 1996; 135

Metzing and Brennan, 2003), syntactic structures 136

(Branigan et al., 2000; Hartsuiker et al., 2004), and 137

semantic schemes (Garrod and Anderson, 1987). 138

Numerous studies explored whether this linguis- 139

tic behavior extends to human-computer interac- 140

tion (Branigan et al., 2010; Bergmann et al., 2015). 141

Early work by Hill et al. (2015) observed that users 142

adapt their language when interacting with early- 143

stage agents, simplifying their vocabular and em- 144

ploying more directive expressions, seemingly in 145

response to perceived limitations in linguistic com- 146

prehension (Pearson et al., 2006). While this lin- 147

guistic behavior suggests a unidirectional adapta- 148

tion from users to agents, recent studies highlight a 149

more reciprocal adaptation. Koulouri et al. (2016) 150

found that agents gradually reduce their vocabulary 151

over the course of a conversation, while Duplessis 152

et al. (2021) emphasized alignment through recipro- 153

cal repetition of words (Tannen, 1989). Wang et al. 154

(2023) further noticed that modern agents not only 155

mimic user language by reusing their expressions 156

but also actively influence users to repeat certain 157

lexical choices, resulting in shared expressions be- 158

coming more frequent within a conversation. 159

While most studies on human-computer interac- 160

tion emphasize alignment (Duplessis et al., 2021; 161

Wang et al., 2023) and perception (Mariacher et al., 162

2021), less attention has been paid to the specific 163

linguistic devices employed by users and agents, 164

especially for constructing and sustaining cohesion. 165

4 Methodology 166

To investigate cohesive devices in conversational 167

discourse at scale, we employ lexico-grammatical 168

pattern matching (Schmid et al., 2021) to extract 169

anaphoric references. The choice of anaphoric ref- 170

erences as a proxy for cohesion is motivated by 171

their role as a manageable yet meaningful subset 172

of cohesive devices, which enable interlocutors to 173

succinctly and pragmatically express some sort of 174
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That 's not correct .

Figure 1: Lexico-grammatical template for automatic extrac-
tion of anaphoric references from user-agent conversations.

comment while referring it to an entire segment of175

preceding discourse (Halliday and Hasan, 1976).176

Common forms of anaphoric references are man-177

ifested by pronouns or demonstratives, linking an178

expression to a preceding element in discourse. To179

analyze a pragmatically rich subset of anaphoric180

references, we targeted phrases in which a demon-181

strative is followed by the (contracted) form of the182

copula and an adjective. Figure 1 shows the lexico-183

grammatical pattern, where each component con-184

tributes distinct functions: (1) the demonstrative es-185

tablishes the anaphoric reference, (2) the adjective186

carries the communicative purpose, encapsulating187

a form of feedback, while (3) an optional adverbial188

modifier (e.g., not) adds nuances to this feedback.189

Note that we deliberately designed this pattern190

to balance computational tractability and linguis-191

tic interpretability, as its clear formulation ensures192

consistent and accurate extraction while affording193

rich insights into pragmatic functions.194

We apply our pattern to LMSYS-Chat-1M (Zheng195

et al., 2023), a large-scale corpus of one million196

dyadic dialogues between users and agents, cho-197

sen for its its scale and representativeness. Since198

LMSYS-Chat-1M contains multilingual conversa-199

tions, we restricted the extraction to conversations200

held in English. Following this language restric-201

tion, we leverage the spaCy library to systemati-202

cally extract instances of anaphoric references that203

conform to our lexico-grammatical pattern. This204

extraction process yielded an initial set of 2,146205

samples, which were manually reviewed to ensure206

relevance and appropriateness. After filtering out207

misleading and irrelevant cases using a blacklist of208

44 words, a set of 2002 samples were retained for209

discourse analysis. For each occurrence, we metic-210

ulously recorded the full attestation (e.g., that’s not211

correct), the slot-filling adjective (e.g., correct),212

and optionally the adverbial modifier (e.g. not).213

Once we extracted the anaphoric references, we214

categorized adjectives and modifiers based on their215

communicative purpose along with their polarity.216

discursive

ethicalemotive

descriptive

evaluative factual

0%
10%

20%
30%

40%
50%

Human
Chatbot

Figure 2: Distribution of communicative goals based on the
interpretation of adjectives, differentiated for users and agents.

• For the obligatory adjectives, we employ a 217

one-to-one correspondence according to six 218

dominant usage types (Schmid et al., 2021): 219

discursive (e.g., okay) for signaling uptake, 220

factual (e.g., correct) for judging accuracy, 221

descriptive (e.g., long) for providing descrip- 222

tions, evaluative (e.g., amazing) for express- 223

ing opinions, emotive (e.g., frustrating) for 224

reflecting emotions, and ethical (e.g., mean) 225

for indicating moral values. 226

• For the optional modifiers, we draw upon es- 227

tablished typologies of adverbial modification 228

(Huddleston and Huddleston, 1988), account- 229

ing for four dimensions of modulation: nega- 230

tion for reversing the meaning (e.g., not), de- 231

gree modifiers for adjusting the intensity (e.g., 232

very or kinda), scope modifiers for delimiting 233

focus and continuity (e.g., just or still), and 234

tone modifiers for expressing stance through 235

attitude markers (e.g., surprisingly). 236

5 Findings 237

Through the lens of anaphoric references, we aim 238

to investigate the alignment and divergence of co- 239

hesive devices employed by users and agents in 240

dyadic dialogues. Our investigation reveals remark- 241

able linguistic variations in terms of communica- 242

tive goals, richness, modulation, and polarity. 243

5.1 Communicative Goals 244

We commence with a comparison of communica- 245

tive goals. Figure 2 illustrates linguistic profiles 246

separate for users and agents, uncovering funda- 247

mental deviations in their communicative goals. 248

We notice that users appear primarily driven by 249

a desire for factual verification (n = 518) in tan- 250
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Figure 3: Count of unique adjectives per communicative goal,
illustrating lexical richness and diversity for users and agents.

dem with evaluative opinions (n = 300), making251

up 61% of the usage of anaphoric references. This252

indicates that users actively engage in commenting253

agent’s responses through objective and affective254

lenses. Conversely, agents demonstrate a more di-255

verse communicative approach when reacting to256

user responses. While delivering factual statements257

remain a key component (n = 336), agents prior-258

itize descriptive information (n = 212) over eval-259

uative statements (n = 140). This tendency un-260

derscores the agents’ role as information providers261

(Thomas et al., 2018), as they focus on reaffirming262

their stance by offering supporting clarifications or263

elaborations. Moreover, agents employ a higher264

proportion of discursive markers to acknowledge265

previous turns and maintain cohesion. By convey-266

ing emotive reactions and ethical comments, agents267

further adhere to a communicative style that is in-268

clined to incorporate moral framing.269

5.2 Lexical Richness and Diversity270

To provide insights into the lexical richness of271

users and agents, Figure 3 presents the count of272

unique adjectives employed within each commu-273

nicative goal. Although users (n = 139) and agents274

(n = 159) demonstrate comparable lexical diver-275

sity, they allocate their linguistic resources differ-276

ently in relation to the communicative goals.277

We observe nearly identical lexical diversity for278

discursive and factual language. For discursive lan-279

guage, this uniformity suggests a distinctive con-280

ventionality, reflecting a shared reliance on stan-281

dardized expressions to signal acknowledgment.282

For factual language, the parity indicates that both283

groups draw from a similar range of lexical items,284

suggesting comparable strategies in addressing is-285

sues of correctness. However, a remarkable di-286

vergence emerges for other communicative goals, 287

revealing a striking difference in lexical diversity. 288

Comparing the vocabulary, users tend to exhibit a 289

higher degree of diversity in their evaluative lan- 290

guage compared to agents, suggesting that users 291

tend to express their subjective opinions with a 292

richer and more varied vocabulary, while agents 293

appear to limit their range of evaluative terms. In 294

contrast, agents display substantially more diver- 295

sity in their descriptive language compared to users, 296

reflecting a pronounced emphasis on utilizing a 297

wider range of adjectives to provide more detailed 298

and varied descriptions. For emotive and ethical 299

language, agents marginally surpass users’ lexical 300

richness, albeit within a generally moderate level 301

of diversity. This suggests that agents employ a 302

broader range of expressions to convey affect and 303

moral nuances, although expressions in this cate- 304

gory remain relatively constrained overall. 305

Table 1 corroborates our analysis of richness and 306

diversity by listing the most frequently employed 307

adjectives according to their communicative goal, 308

providing insights into preferences and the poten- 309

tial dominance of specific terms. A closer exami- 310

nation of the distribution of specific terms reveals 311

varying degrees of dominance. Certain commu- 312

nicative goals display a higher degree of lexical 313

concentration, with a single term accounting for a 314

large proportion of occurrences, while other com- 315

municative goals lack a dominant term, indicating 316

a greater degree of lexical variation. Accounting 317

for 81%, discursive language is heavily dominated 318

by okay. This indicates a shared preference for this 319

simple acknowledgment marker and standard, low- 320

variability responses in establishing and managing 321

conversational flow. The overwhelming frequency 322

of correct in factual language also points to a strong 323

consensus in confirming information. 324

5.3 Modulation Strategies 325

We continue with the examination of modulation 326

strategies through adverbial modifiers. From a total 327

of 2,002 expressions, users employed 479 modi- 328

fiers, whereas agents utilized 348 modifiers. While 329

both users and agents utilize a range of modifying 330

elements, this initial observation of modifier usage 331

suggests clear areas of alignment and discrepancy. 332

Figure 4 shows adverbial elements that serve to 333

modify the meaning, degree, scope, and tone. 334

Regarding meaning modulation, we observe a 335

stark contrast in the prevalence of negation, which 336

is significantly more frequently employed by users 337
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Table 1: Frequently occurring adjectives associated with each communicative goal, highlighting preferences and variations.

Discursive n Factual n Evaluative n Descriptive n Emotive n Ethical n

okay 35 correct 307 awesome 74 ridiculous 36 amazing 63 unacceptable 32

fine 7 incorrect 146 great 60 important 28 frustrating 25 humiliating 13

alright 1 wrong 144 good 37 insane 28 disgusting 16 inappropriate 13

- - true 123 bad 32 normal 26 embarrassing 15 appropriate 11

- - right 51 incredible 23 crazy 16 exciting 14 toxic 6

Human Chatbot
0

100

200

300

400

C
ou

nt

Negation

Negation

Degree

Degree

Scope

Scope

Tone

Tone

Figure 4: Distribution of modulation strategies derived from
adverbial modifiers, shown separately for users and agent.

(n = 235) than agents (n = 123). This more dis-338

tinctive use of negation underscores the proactive339

role of users in initiating repair sequences and their340

willingness to actively engage in discourse correc-341

tion by refuting or rectifying prior responses.342

Degree modulation, as realized through intensi-343

fiers and quantifiers, serves to amplify or attenuate344

meaning. We find that users (n = 187) and agents345

(n = 183) employ these modifiers at comparable346

rates, indicating a shared strategy in adjusting their347

utterances while maintaining a cooperative tone.348

Examining scope modulation, we observe that349

users favor continuity modifiers (n = 12), while350

agents exhibit a clear preference for focus modifiers351

(n = 27). This contrast implies that users reinforce352

narrative coherence by acknowledging the ongoing353

discourse, whereas agents emphasize references to354

pinpoint the position within a discourse.355

Concerning tone modulation, we note that users356

(n = 21) employ attitude markers considerably 357

more frequently than agents (n = 4). This pro- 358

nounced asymmetry in the utilization of attitude 359

modifiers suggests that users readily integrate af- 360

fective signals into their communication, enriching 361

the emotional texture of the dialogue. Conversely, 362

agents appear to adopt an objective stance regard- 363

ing tone, reflective of design choices aimed at main- 364

taining objectivity and reducing ambiguity. 365

The differential pattern in modifier usage reflects 366

distinct communicative goals. While users show a 367

tendency to provide contextual nuance, agents pri- 368

oritize clarity and establishing logical connections. 369

5.4 Polarity Trends 370

Figure 5 reveals a shared polarity trend between 371

users and agents, with few distinctions across spe- 372

cific communicative goals. Discursive expressions 373

generally carry positive polarity, which can be at- 374

tributed to their function as uptake markers signal- 375

ing acknowledgment. However, the polarity for 376

factual expressions diverge. We derive that users 377

display facts in a negative tone, reflecting their 378

tendency to correct errors and challenge misinfor- 379

mation, whereas agents maintain a predominantly 380

neutral tone. In comparison, both groups demon- 381

strate varied polarity for evaluative, descriptive, 382

and emotive expressions. This polarity distribu- 383

tion suggests that sentiment in these categories is 384

not fixed but rather adjusted based on conversa- 385

tional context. Ethical expressions, while generally 386

neutral, show occasional strong polarity shifts, in- 387

dicating moments of pronounced moral judgment. 388

Despite an overall similarity in polarity between 389

users and agents, our findings suggest certain differ- 390

ences in epistemic approach. While users employ 391

factual statements mainly for criticism rather than 392

endorsement, agents prioritize affirmation and en- 393

gagement through expressions with neutral stance. 394
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Figure 5: Distribution of polarity trends across communica-
tive goals, calculated separately for users and agents.

6 Conclusion395

Cohesion, central to effective user-agent communi-396

cation, reveals notable pragmatic divergence when397

viewed through the lens of anaphoric reference.398

Examining communicative goals, reflected in meta-399

commentary, unveils a fundamental functional con-400

trast: while both users and agents utilize factual401

verification through anaphoric reference, users fur-402

ther convey subjective opinions, whereas agents pri-403

oritize clarity by providing objective descriptions.404

This asymmetry in the deployment of cohesive de-405

vices underscores a critical linguistic misalignment406

in user-agent conversational systems.407

Limitations. We recognize that this study is sub-408

ject to design choices limiting its generalizability.409

One key limitation is our reliance on a specific410

lexico-grammatical pattern for extracting cohesive411

devices. While this methodological approach en-412

sures computational efficiency and consistency in413

identifying anaphoric references, it inevitably ex-414

cludes other forms of cohesion that do not adhere to415

this specific pattern. Expanding the scope by incor-416

porating other grammatical constructions, such as417

interrogatives or imperatives, could provide a more418

comprehensive view on conversational coherence.419

Another notable constraint is the lack of demo-420

graphic differentiation. Our analysis does not ac-421

count for potential variations in linguistic choices422

influenced by factors such as language proficiency,423

communication style, educational background or424

cultural norms. Without access to metadata on user425

demographics, our findings remain generalizable426

only within a undifferentiated population.427
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