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Accurate lymph node (LN) segmenta7on in abdominal CT is vital for cancer diagnosis and staging but remains a 
challenging task due to the small size of LNs, high inter-pa7ent 
variability, low-contrast anatomical boundaries, and severe class 
imbalance. Tradi7onal deep learning models oDen struggle in such 
seEngs, especially when annotated data is limited or the target 
structure occupies a minute por7on of the image. With the 
emergence of large-scale vision founda7on models like SAM2 and 
MedSAM2, there is now an opportunity to harness general-
purpose and domain-specific pretrained architectures for precise 
medical image segmenta7on under data-scarce condi7ons. In this 
study, we systema7cally evaluate and compare SAM21 and 
MedSAM22 for the task of abdominal LN segmenta7on under three 
training regimes—zero-shot (no fine-tuning), few-shot (5 CTs), and 
big-shot (65 CTs)—using loss func7ons tailored for extreme pixel 
imbalance. We used the TCIA abdominal LN dataset3 which has only 
~13% of slices contain any lymph node annota7ons. Among these 
posi7ve slices, over 97% have LN pixels occupying less than 1% of the 
image area, underscoring the substan7al class and pixel-level 
imbalance that complicates automated segmenta7on. 
For SAM2, we fine-tuned the decoder only and used single-slice 
bounding box prompts for each 
LN instance. We experimented 
with three loss combinations: 
BCE_Dice, Focal_Dice, and Focal 
Tversky. In contrast, MedSAM2 
was also fine-tuned at the 
decoder level but used 
default dual-slice bounding 
boxes for CT scans and 
supported two loss settings: 
a paper-defined loss (95.2% 
Focal + 4.8% Dice) and 
weighted BCE (WBCE). Performance was evaluated on 21 unseen validation scans (~1450 slices) using Dice and 
IoU metrics. 
MedSAM2 achieved superior and more stable performance, with the paper loss yielding a peak Dice of 0.83 and 
smoother convergence (Figure 1). SAM2, while faster to train and still competitive in Dice (up to 0.83 using Focal 
Dice loss), showed higher fluctuations in training curves and less robustness under big-shot setups (Figure 2). 
Visual inspection of predicted masks (Figure 3–4) confirms that both models can delineate LN boundaries with 
high fidelity. Notably, SAM2 demonstrated the ability to detect multiple LNs per slice, while MedSAM2’s outputs 
appeared cleaner and more focused and generated results for instance segmentation. 
Performance summaries are presented in Tables 1 and 2. Despite SAM2’s speed advantage, MedSAM2 is better 
suited for clinically sensitive tasks due to its consistency and medical-specific refinement and pretraining. Our 
findings underscore the potential of adapting foundation models with tailored fine-tuning strategies and 
appropriate losses for small-structure segmentation in medical imaging.  
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