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Abstract

Legal judgment prediction (LJP) offers a com-
pelling method to aid legal practitioners and
researchers. However, the research question
remains relatively under-explored: Should mul-
tiple defendants and charges be treated sepa-
rately in LJP? To address this, we introduce a
new dataset namely multi-person multi-charge
prediction (MPMCP), and seek the answer by
evaluating the performance of several prevail-
ing legal large language models (LLMs) on
four practical legal judgment scenarios: (S1)
single defendant with a single charge, (S2) sin-
gle defendant with multiple charges, (S3) mul-
tiple defendants with a single charge, and (S4)
multiple defendants with multiple charges. We
evaluate the dataset across two LJP tasks, i.e.,
charge prediction and penalty term prediction.
We have conducted extensive experiments and
found that the scenario involving multiple de-
fendants and multiple charges (S4) poses the
greatest challenges, followed by S2, S3, and
S1. The impact varies significantly depending
on the model. For example, in S4 compared to
S1, InternLM?2 achieves approximately 4.5%
lower F1-score and 2.8% higher LogD, while
Lawformer demonstrates around 19.7% lower
F1-score and 19.0% higher LogD.

1 Introduction

Legal judgment prediction (LJP) is a crucial task
for intelligent legal assistants, which aims to
predict case outcomes based on factual descrip-
tions (Cui et al., 2022). These outcomes typi-
cally encompass the types of charges and terms
of penalty in the study of China’s criminal law.
The emergence of LLMs has significantly ad-
vanced research in this field. For instance, DISC-
LawLLM (Yue et al., 2023) excels in provid-
ing comprehensive legal consultation, and Law-
Bench (Fei et al., 2023) attracts an increasing num-
ber of LLMs for evaluation of legal tasks.
However, complex judgment prediction involv-
ing multiple defendants and multiple charges is
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Fact:Sniff stole the cheese. Fact:Sniff stole the cheese and engaged in insider
Judgment: Sniff is charged with theft and sentenced | trading by using confidential information.

to 1 year in prison. Judgment: Sniff is charged with theft and
speculation, and is sentenced to 2 years in prison.

(S3) Multiple Defendants, Single Charge. |((S4) Multiple Defendants, Multiple Charges.
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Fact:Sniff and Scurry stole a large amount of cheese. |Fact:Sniff and Scurry together stole cheese and ook
Judgment:Sniff, as the principal, is charged with part in insider trading using confidential information.
theft and sentenced to 2 years in prison. Scurry, as | Judgment:Sniff, as the principal, is charged with theft
an accessory, is charged with theft and to |and ion and to 3 years.

Lyear in prison. Scurry, as an accessory, is charged with theft and

sentenced to 2 year in prison.

Figure 1: An illustration of the various charges and
terms of penalty in four practical legal judgment sce-
narios: (S1) single defendant with a single charge, (S2)
single defendant with multiple charges, (S3) multiple
defendants with a single charge, and (S4) multiple de-
fendants with multiple charges.

common but highly challenging in real-world sce-
narios: In TOPJUDGE (Zhong et al., 2018), these
complex cases are fully neglected to explore rela-
tionales between various subtasks. In MAMD (Pan
et al., 2019), there are approximately 30.32%
of cases involve multiple defendants. In Mul-
tiLJP (Lyu et al., 2023), 89.58 % of the cases the
defendants received different judgments for at least
one of the subtasks in the multi-defendant LIP task.
To address this gap, we introduce MPMCP dataset
with four practical scenarios, as illustrated in Fig-
ure 1. For example, in (S4), the two defendants
(i.e., Sniff and Scurry) should receive different out-
comes (i.e., charges and penalty terms) based on
the description of a fact involving two charges (i.e.,
theft and speculation). Unlike (S1), the factual
description in (S4) involves more defendants and
charges and provides more details, such as activi-
ties (i.e., stealing cheese and insider trading) and
methods (i.e., using confidential information). As
the number of defendants and charges increases,
the complexity of the factual description also esca-



lates, presenting greater challenges for prediction
models. With an exploratory study of the proposed
dataset, we seek to answer the main research ques-
tion:

Should multiple defendants and charges
be treated separately in LIP?

We use five prevailing open-source LLMs (i.e.,
MTS5, MBERT, RoBERTa, LawFormer, and In-
ternLM?2) as benchmark models for generating
charges and penalty terms across four scenarios
in Chinese LJP. We also analyze the performance
of InternLLM?2 variants under multiple settings to
provide empirical insights into how these settings
influence different scenarios. The main findings
are that scenarios involving multiple defendants
and multiple charges (S4) pose the greatest chal-
lenges, followed by S2, S3, and S1; The overall
performance drops dramatically as the complexity
of the scenario increases, although the relative im-
pact varies significantly depending on the model.
Our contributions include:

* MPMCP dataset, which encompasses four practi-
cal legal judgment scenarios involving multiple
defendants and multiple charges.

* An exploratory study on benchmark models and
the variant settings in different scenarios.

2 Related Work

Legal judgment prediction (LJP) is a critical task
for smart legal assistants, which aims to predict
the outcomes of legal cases given the description
of facts (Cui et al., 2022). These outcomes usu-
ally include the types of the charge(s) and terms
of penalty. Different countries have distinct legal
systems (Sznycer and Patrick, 2020). Specifically,
we focus on criminal legal cases in China.

Most related works have introduced datasets and
methods to advance this field, as shown in Table 1.
CAIL2018 (Xiao et al., 2018) release a large-scale
legal dataset for fundamental LJP research consid-
ering a single defendant with a single charge. They
implement several conventional text classification
models (i.e., TFIDF+SVM, FastText, CNN) to fa-
cilitate the development and benchmarking of LJP
models. Zhong et al. (2018) highlight the challenge
of complex judgment prediction involving multi-
ple defendants and multiple charges in real-world
scenarios. However, their study focuses on ex-
ploring topological dependencies between various
subtasks, without handling these complex cases.

Pan et al. (2019); Lyu et al. (2023) focus on multi-
defendant legal judgment prediction, without distin-
guishing whether the charges are single or multiple.
CAIL-Long (Xiao et al., 2021) introduces Law-
former, a pre-trained language model specifically
designed for Chinese legal long documents. This
model addresses the challenges associated with
processing lengthy legal texts, improving the accu-
racy of judgment predictions by leveraging a hier-
archical transformer architecture. RLJP (Wu et al.,
2022) generate rationales and outcomes separately
to enhance the interactivity and interpretability of
legal judgment. SLJA (Deng et al., 2023) present a
method for syllogistic reasoning in legal judgment
analysis and provide several LLMs as benchmarks.
To sum up, these works address challenges such
as handling long documents, and multi-defendant
cases and enhancing logical reasoning with ratio-
nales. However, none of those works can fairly
compare the difference between the four practical
scenarios proposed in this study.

3 Dataset Construction

3.1 Raw data collection

We constructed the MPMCP dataset using first-
instance documents collected from China Judg-
ments Online', covering the period from 1998
to 2021. We exclusively obtain criminal cases
with judgment outcomes and retain documents that
clearly identify defendants, provide factual descrip-
tions, and include charges, penalty terms, and ap-
plicable legal articles.

3.2 Data Extraction

We utilize regular expressions to directly extract rel-
evant facts, applicable legal articles, charges, and
penalty terms from four sections in a document,
identified by inherent keyphrases, e.g., “Upon trial,
it was found”, “This court believes”, and “The judg-
ment is as follows”. The first section provides a
basic introduction to the case, which we do not
consider relevant for dataset construction. The
second section summarizes the facts of the case
as determined by the court, based on statements
from the parties involved, evidence presented, and
court inquiries. This section is typically used as
input for the LJP models. The third section con-
tains the judge’s explanation of the applicability
of the law, including the legal articles referenced
throughout the judgment process. The final section
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Defendant

Charge

Dataset #Case #Charge #Term #Article
Single Multiple Single Multiple
CAIL2018 (Xiao et al., 2018) v X v X 2,676,075 202 3 183
TOPJUDGE-CAIL (Zhong et al., 2018) v X v/ X 113,536 99 3 98
MAMD (Pan et al., 2019) v v v NA 164,997 NA NA NA
CAIL-Long (Xiao et al., 2021) v X v/ X 229,505 201 5 244
RLJP (Wu et al., 2022) 4 X v X 89,768 48 1 95
SLJA-COR (Deng et al., 2023) v X 4 NA 11,239 80 5 124
MultiLJP (Lyu et al., 2023) v v v NA 23,717 23 11 22
MPMCP (Ours) v v 4 v 20,000 306 1 234

Table 1: Comparable public datasets for legal judgment prediction involving single vs. multiple defendants and
charges. The symbol “v” indicates that a characteristic is explicitly covered in a dataset, “X” indicates that it is
explicitly not covered, and “NA” denotes “not applicable” as it is not explicitly concerned in the reference work.
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Figure 2: Box plots over the MPMCP dataset depict variations across four scenarios (S1, S2, S3, S4) for (a) number
of facts, (b) number of charges, (c) number of legal articles, and (d) terms of penalty. In each box plot, the median is
denoted by a line, and the mean value is marked by an “x”.

details the judgments for each defendant, includ-
ing the charges and the corresponding prison terms.
Notably, we preserve all defendants and their cor-
responding judgments for each case to ensure the
dataset accurately reflects the actual conditions of
judicial rulings.

To ensure data quality, we mask any content
within the extracted factual texts that precisely
matched the names of the charges to prevent infor-
mation leakage. We randomly select 5,000 cases
for each of the 4 scenarios and manually assess ap-
proximately 5% of the data to ensure the inclusion
of 20,000 qualified cases in the final dataset.

3.3 Data statistics

Figure 2 depicts the statistics of the proposed
dataset. We observe that: First, the length of facts
exhibits significantly higher median and mean val-
ues in (S4) compared to (S1, S2, S3), with the
largest interquartile range (IQR) indicating diverse
lengths. Similarly, this trend is observed in “terms
of penalty” and “number of articles”, where (S4) ex-
hibits greater variability and higher median, mean,
IQR values compared to (S1, S2, S3). This sug-
gests that in (S4), the legal cases are more complex.
Second, the number of charges is predominantly

concentrated on 1-2 charges. Compared to (S1, S3)
involving only 1 charge per case, scenarios (S2,
S4) exhibit an average of 2 charges per case, with
several outliers ranging from 3 to 10 charges.

4 Experimental Setup

4.1 Benchmark Models

We leverage the following five prevailing open-
source LLMs for Chinese LJP as benchmark mod-
els to generate outputs in four scenarios.

MTS5 (Xue et al., 2021), a TS variant with multi-
lingual capabilities, pre-trained on a novel dataset
derived from Common Crawl, encompassing 101
languages.

MBERT (Devlin et al., 2019), a BERT model pre-
trained on 104 of the most resource-rich languages
in Wikipedia, supporting multilingual functionality.
RoBERTa (Liu et al., 2019), a variant of the
BERT (Kenton and Toutanova, 2019) with mod-
ifications to training dynamics.

Lawformer (Xiao et al., 2021), a longfomer-based
model pre-trained using extensive Chinese legal
long case documents on a large scale

InternLLM2 (Cai et al., 2024), built upon internlm?2-
base and additionally pre-trained on domain-



Charge Penalty Term
Model Accuracy (%) 1 Precision (%) 1 Recall (%) 1 Fl-Score (%) 1 LogD (%) |
SI S2 S3 S4 SI S2 S3 S4 SI S2 S3 S4 SI S2 S3 S4 SI S2 S3 S4
MT5 75.2 45.4 68.8 30.0 77.7 77.6 732 727 70.0 672 68.8 57.7 76.4 72.0 70.9 643 60.7 62.0 79.8 68.3
BERT  78.6 44.6 77.8 29.8 78.6 67.8 77.8 62.8 78.6 64.9 77.8 57.7 78.6 66.3 77.8 60.1 45.8 51.5 53.6 56.8

RoBERTa 81.0 47.0 75.2 30.8
Lawformer 81.4 52.0 78.0 34.8
InternLM?2 84.6 80.2 81.4 56.2

81.0 71.9 75.2 64.1
81.4 73.8 78.0 64.1
85.8 92.1 81.7 84.1

81.0 69.1 75.2 60.3
81.4 71.0 78.0 59.4
84.8 91.6 80.4 77.7

81.0 70.5 75.2 62.1
81.4 72.4 78.0 61.7
85.3 91.8 81.0 80.8

43.3 493 51.7 57.1
39.5 46.4 48.7 58.5
59.3 54.1 61.3 56.5

Table 2: Main results of benchmark models in scenarios S1, S2, S3, S4. Bold font indicates the highest value in
each column. “1” denotes higher values are better, while “}” denotes lower values are better.

Charge Penalty Term
Setting Accuracy (%) 1 Precision (%) 1 Recall (%) 1 Fl-Score (%) 1 LogD (%) |
SI S2 S3 S4 SI S2 S3 S4 SI S2 S3 S4 SI S2 S3 S4 SI S2 S3 s4
Fine-tuning 84.6 80.2 79.6 56.2 85.8 92.1 81.7 84.1 84.8 91.6 80.4 77.7 85.3 91.8 81.0 80.8 59.3 54.1 61.3 56.5

Multi-task ~ 79.0 79.6 68.0 56.4
/wo example 55.4 37.2 55.6 26.0
/w example 61.8 58.6 69.2 37.2

84.7 91.0 77.3 80.9
64.1 62.1 70.2 54.0
67.8 81.9 77.7 64.7

80.0 91.6 68.6 80.6
55.8 73.6 56.0 62.1
62.4 829 69.6 72.6

50.9 35.8 582 534
105.6 83.8 103.1 84.0
56.3 61.7 56.9 70.8

82.3 91.3 72.7 80.7
59.7 67.3 62.3 57.8
65.0 82.4 73.4 68.4

Table 3: Analysis study of variant settings for InternLM?2 in scenarios S1, S2, S3, S4. Bold font indicates the highest
value in each column. “1”” denotes higher values are better, while “]” denotes lower values are better.

specific corpora, excels in its designated field eval-
vations while retaining strong general language
capabilities.

4.2 Evaluation Metrics

We evaluate the generated legal judgment results in
terms of charge prediction and penalty terms, fol-
lowing recent works (Deng et al., 2023; Pan et al.,
2019), across four scenarios. Charge prediction
is assessed as a standard classification task, and
we utilize commonly used metrics, i.e., Accuracy,
Precision, Recall, and FI-score, to evaluate its per-
formance. The penalty term prediction is assessed
by commonly used LogD (Cui et al., 2022), which
measures the logarithmic difference between the
predicted penalty term and the ground truth value.

5 Outcomes

We conduct massive experiments on several bench-
mark models in different scenarios, as shown in Ta-
ble 2. First, scenario (S4) involving multiple defen-
dants and multiple charges shows a significant drop
in all evaluation metrics across most models, fol-
lowed by S2, S3, and S1. For example, in S4 com-
pared to S1, InternLM2 achieves approximately
4.5% lower F1-score and 2.8 higher LogD, while
Lawformer demonstrates around 19.7% lower F1-
score and 19.0 higher LogD. This demonstrates
that scenarios involving multiple defendants and
charges are still challenging and cannot be treated

as simply as the single defendant and/or charge
scenarios. Secondly, the impact of scenarios varies
significantly depending on specific models. Com-
pared with the top-performing model, InternLM?2,
the inferior models exhibit larger differences across
the scenarios. For example, Lawformer decreases
by 19.7% in F1-score from (S1) to (S4), while In-
ternLM2 drops only 4.5%. Third, we analyze the
variant settings for InternLM2 as shown in Table 3
and find that supervised fine-tuning on separate sub-
tasks achieves the best overall performance. Learn-
ing in a multi-task setting increases the difficulty
of task accomplishment, resulting in inferior val-
ues. Last, adding an example in a prompt yields
better performance compared to prompts without
examples.

6 Conclusion

In this paper, we introduce a dataset with four prac-
tical scenarios involving various numbers of defen-
dants and charges in Chinese legal judgment pre-
diction. We aim to answer whether multiple defen-
dants and charges should be treated separately by
comparing experimental results on several bench-
mark models across different scenarios. We find
that scenarios involving multiple defendants and/or
multiple charges pose great challenges. We call for
future work in the research community to propose
advanced models to facilitate smart legal assistants
with real-world cases.



Limitations

While our study provides valuable insights, sev-
eral limitations should be acknowledged. First, the
dataset, sourced exclusively from Chinese criminal
cases, may limit the generalizability of our findings
to other legal systems. Second, the complexity of
our dataset, especially with multiple defendants
and charges, might affect how well models per-
form. Using a more balanced dataset with different
types of cases could help. Potential biases in the
training data could also affect model fairness, and
despite anonymization efforts, data privacy risks
remain, necessitating robust techniques and com-
pliance with privacy regulations. Third, we notice
that model performance varies, with some models
struggling in complex scenarios, and the evaluation
metrics used may not fully capture the nuances of
legal judgments. Improving models through extra
fine-tuning or combining different models might
reduce this issue. Lastly, the black-box nature of
LLMs limits their interpretability for understand-
ing how they make decisions, posing challenges
for practical use in the legal domain where deci-
sion transparency is critical. Developing methods
for better transparency and decision justification
could address this issue, making the models more
usable in practice. Addressing these limitations is
essential for advancing legal judgment prediction
and ensuring the ethical and practical deployment
of LLMs in the legal field.

Reproducibility

To support the development of research and ensure
the reproducibility of our work, we will make the
dataset and code available at https://anonymous.
4open.science/status/MPMCP-Q7F4.

Ethical Statement

Throughout this research, we strictly followed ethi-
cal guidelines to ensure the responsible use of Al
use and protect human data. We closely monitored
LLMs employed to avoid generating harmful or
biased content, especially in sensitive areas such as
legal judgments.

Data Anonymization and Privacy

Data privacy is a top priority in our research. Since
part of the data comes from legal judgments and
contains sensitive information. To protect the pri-
vacy of the individuals involved, we implement
strict anonymization procedures for any human

data. We carefully remove or replace all identi-
fiable information, such as names, addresses, and
specific personal details to ensure confidentiality
and anonymity.

Ethical Concerns

We carefully consider the ethical implications
throughout our research and strictly follow the ethi-
cal guidelines of the institute. We aim to minimize
any potential harm or misuse of the data and indi-
vidual information. Future researchers who wish
to use the dataset and findings should also follow
these ethical standards, ensuring the data is used
responsibly and ethically to advance knowledge in
the field.

Use of AI Tools

In this work, we utilize Al tools (e.g., ChatGPT
and Grammarly), solely for checking grammatical
erTors.
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A Implementation Details

We fine-tuned benchmark models using a training
dataset comprising 4,000 cases for each setting, fol-
lowed by validation on 500 cases. Subsequently,
we evaluated the models using a testing dataset of
500 cases. Additionally, we used prompt templates
with and without examples for InternL.M?2 genera-
tion on distinct subtasks, and we applied the same
method in a multitask setting.

Following the conclusions in (Shui et al., 2023),
we utilized the BM25 ? retriever to select the most
similar case from the test set in each setting, which
we then added as an example in our LLM genera-
tion. The details of our prompt templates for each
setting are provided in Appendix C.

B An Example of Data

See Table 4 for the examples of our dataset in four
different settings.

C Prompt template

Prompt templates for LLMs to generate outcomes
with an example or without an example are shown
in Table 5
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S1 (Single Defendant Single Charge)

Defendant: Al

Fact: Between October 7 and 20, 2019, defendant A1 stole a total of 2,140 yuan from victims A2, A3, and A4 in Hanjiang
District, Putian City. A was arrested on October 22, and the stolen cash was recovered and returned. On March 16, 2020, A
signed a plea agreement. During the trial, A did not dispute the facts. The evidence was sufficient to confirm A’s crimes.
Legal Judgment:

@Charges: Theft

@Penalty Term: 8 Months

S2 (Single Defendant Multiple Charges)

Defendant: B1

Fact: On November ..., BI sold drugs to B2 near a hospital in....B1 was caught with 200 yuan and one packet of heroin... B1 did
not contest the facts; the evidence was sufficient.

On March ..., BI injured B4 during a dispute, causing minor injuries... B1 did not contest the facts; the evidence was sufficient.
Legal Judgment:

@®Charges:Trafficking Drugs, Intentional Injury

@Penalty Term: 10 Years

S3 (Multiple Defendants Single Charge)

Defendant: C1

Fact:On May 20, 2019, C1 and C2 conspired to steal at MingmenShijia Community... CI stole 100 yuan and a gold pendant
from C3’s home... Items were not recovered. CI and C2 confessed; evidence was sufficient.

Legal Judgment:

@®Charges:Theft

@Penalty Term: 11 Months

S4 (Multiple Defendants Multiple Charges)

Defendant: D1

Fact:Between April and August, DI and D2 placed 27 gambling machines in Taizhou, earning 68,323 yuan. D1 earned 20,000
yuan, D2 ... D1 also placed one machine alone, paying a 2,100 yuan bribe.

In August, D3 contacted D1 and D2 to sell over 40 gambling machines ..., earning 180,000 yuan...The evidence was sufficient,
and all three had no objections.

Legal Judgment:

@®Charges:Operating a Gambling Den, Illegal Business Operations

@Penalty Term: 4 Years and 3 Months

Table 4: Examples of data in four scenarios of MPMCP dataset.



Charge Prediction

Instruction:

TEIRBEINEE R T ESE A S AT s f kg (—21)

SR BIIAREUmE, AR . Gl #ei NAEAT AR XER .

Please simulate a judge and predict all the charges (single/multiple) of the defendant based on the following factual description.
Respond only in the format provided, without explanation. For example: Defendant A is charged with XX.
Example:

T TH & — TR 4 5 5E 44 945 Here is an example:

#% A Defendant: B

E S Fact: [Fill based on the retrieval results of BM25]

TH Prediction: #% ABEAT HHIAIXXER - / Defendant B is charged with XX.

Input:

#i%5 N Defendant: [Fill based on the incoming data)

5K Fact: [Fill based on the incoming data)

Penalty Term Prediction

Instruction:

TERIEAIE B N 91 S S AN S AT R A R -

SR BIInRAE s Um s, R . flan. HIbses NAHBHERMXEXTA -

Please simulate a judge and predict the penalty term of the defendant based on the following factual description.
Respond only in the format provided, without explanation. For example: Defendant B is sentenced to X Years X Months.
Example:

TS TR 5 TR ER 1) T Here is an example:

#4 A Defendant: B

S Fact: [Fill based on the retrieval results of BM25]

T Prediction: HZb#E ABHBATEMXH - / Defendant B is sentenced to X Months.

Input:

#%5 A\ Defendant: [Fill based on the incoming data)

5K Fact: [Fill based on the incoming data)

Multitask: Charge and Penalty Term Prediction

Instruction:

TE RPN E IR OIS LA g ATMBCS AT 4 (241 DUERAFIHRIAI -

REBRGIMAREEE, SRR . Gl s NARTAMmRXXERE - XXIR, Hd HHENXEXDA -

Please simulate a judge and predict all the charges (single/multiple) and terms penalty of the defendant based on the following factual description.
Respond only in the format provided, without explanation. For example: Defendant A is charged with XX, and sentenced to X Years X Months.
Example: T [ 52— DI 2 J8 4 FI7H B {51 F Here is an example:

# %5 A\ Defendant: B

S Fact: [Fill based on the retrieval results of BM25]

TH Prediction: # 5 ABEAT A HXXE, BHISLHHATEMXH - / Defendant A is charged with XX, and sentenced to X Months.

Input:

#%5 A\ Defendant: [Fill based on the incoming data)

5K Fact: [Fill based on the incoming data)

Table 5: Prompt templates used in this paper.
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