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ABSTRACT

The remarkable performance of Large Language Models (LLMs) highly relies on
crafted prompts. However, manual prompt engineering is a laborious process, cre-
ating a core bottleneck for practical application of LLMs. This phenomenon has
led to the emergence of a new research area known as Automatic Prompt Opti-
mization (APO), which develops rapidly in recent years. Existing APO methods
such as those based on evolutionary algorithms or trial-and-error approaches real-
ize an efficient and accurate prompt optimization to some extent. However, those
researches focus on a single model or algorithm for the generation strategy and op-
timization process, which limits their performance when handling complex tasks.
To address this, we propose a novel framework called Ensemble Learning based
Prompt Optimization (ELPO) to achieve more accurate and robust results. Mo-
tivated by the idea of ensemble learning, ELPO conducts voting mechanism and
introduces shared generation strategies along with different search methods for
searching superior prompts. Moreover, ELPO creatively presents more efficient
algorithms for the prompt generation and search process. Experimental results
demonstrate that ELPO outperforms state-of-the-art prompt optimization meth-
ods across different tasks, e.g., improving F1 score by 7.6 on ArSarcasm dataset.

1 INTRODUCTION

Over the past few years, Large Language Models (LLMs) have emerged not merely as incremental
improvements in natural language processing (NLP), but as transformative agents redefining the
relationship between humans and intelligent systems. Flagship families including GPT (Radford
et al., 2018; 2019; Brown et al., 2020; Achiam et al., 2023), LLaMA (Touvron et al., 2023a;b),
and PaLM (Anil et al., 2023) are trained on web-scale corpora and display emergent capabilities
that are unforeseen in smaller-scale predecessors. Among these, in-context learning (Brown et al.,
2020) exemplifies a paradigm shift: models without any fine-tuning can tackle sentiment analysis,
text classification, code generation, logical reasoning, and other diverse tasks by following natural
language instructions, also known as “prompts”.

This ability has fueled visions of a “general-purpose linguistic interface” where machine behavior is
shaped as effortlessly as conversing with a colleague. Yet, this promise comes with a sharp problem:
LLMs are strikingly sensitive to small changes in prompts (Jiang et al., 2020; Zhao et al., 2021; Lu
et al., 2022). Synonym substitutions, minor structural tweaks or rephrased instructions may lead
to outputs drastically different from what human intuition expects (Webson & Pavlick, 2022). Such
fragility has propelled prompt engineering, the art and science of designing prompts for high-quality
outputs into the spotlight (Liu et al., 2023; Reynolds & McDonell, 2021). But for many users,
particularly non-experts, crafting effective prompts is an opaque, trial-and-error process, hindered
by the vast, unstructured search space of possible natural language instructions (Jiang et al., 2022).

To ease this burden, the field has turned toward Automatic Prompt Optimization (APO) (Zhou et al.,
2023). APO automates the prompt design process by creating candidate instructions and identi-
fying the optimal ones through performance evaluation. Strategies ranging from feedback-driven
refinement, evolutionary algorithms, to trajectory-based exploration have shown encouraging re-
sults. However, they have surfaced some new, fundamental difficulties. First, relying on a single
optimization algorithm risks fragility: in light of the “No Free Lunch” theorem for optimization
(Wolpert & Macready, 2002), no one strategy can consistently capture every subtlety across tasks.
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Second, most existing systems treat the candidate pool as a flat, unstructured set, leading to wasted
computation on unpromising variants, thereby diminishing efficiency. These bottlenecks leave APO
methods struggling to fulfil the promise of truly adaptive, scalable prompt engineering.

Motivated by both the remarkable potential of LLMs and the instability of prompt-based interaction,
we propose a novel framework for APO called Ensemble Learning based Prompt Optimization
(ELPO) which combines multiple generation and search algorithms to derive accurate and robust
results. As for the prompt generation, three strategies are applied to maintain the diversity and qual-
ity of candidate prompts. It is expensive to evaluate each candidate prompt on the entire training
dataset (Prasad et al., 2023), so well-designed search methods for minimizing the queries for em-
ploying LLMs are also necessary. With respect to prompt search, to the best of our knowledge,
we are the first to combine Bayesian search (Jones et al., 1998; Brochu et al., 2010; Snoek et al.,
2012) and Multi-Armed Bandit (MAB) (Audibert & Bubeck, 2010; Lattimore & Szepesvári, 2020),
applying it to APO for improving search efficiency substantially. Inspired by the idea of ensemble
learning (Zhou, 2012), a robust result is chosen by applying multiple generation and search methods
along with ensemble voting.

In summary, this paper makes the following main contributions.

(1) As for generation, we creatively propose Hard-Case Tracking which focuses on recurrent
error samples and analyzes them in conjunction with failed prompts, employing large lan-
guage models to generate more robust and generalizable prompts. Moreover, we combine
it with other two strategies simultaneously when generating new prompts.

(2) In terms of search efficiency, we propose a novel search algorithm in APO based on
Bayesian search. It reflects prompts into high-dimensional spaces to increase search ef-
ficiency as a result of evaluation on only part of the prompts.

(3) In terms of robustness and generalization, we use an ensemble voting strategy that aggre-
gates multiple well-performing yet structurally diverse candidate prompts.

(4) We conduct extensive experiments on various tasks and demonstrate that our algorithm
outperforms state-of-the-art methods. The ablation study validates the effectiveness of each
individual component, confirming their respective contributions to the algorithm’s success.

2 RELATED WORK

The field of APO has rapidly evolved, moving from simple generation-and-selection pipelines to
highly sophisticated search and refinement strategies. The existing methods can be broadly cat-
egorized by their core mechanism for proposing and selecting new prompts considering different
optimization space, criteria, operators and iterative algorithms (Cui et al., 2025).

Many researches are based on soft prompt space optimization (Li & Liang, 2021; Sun et al., 2022;
Zou et al., 2023; Zhao et al., 2024; Zhou et al., 2024; Zhao et al., 2025), despite their efficiency,
these methods suffer from two major drawbacks that limit their practical application, especially with
modern, closed-source LLMs. Firstly, they are inherently white-box, requiring direct access to the
model’s internal states, such as gradients and hidden layer activations, for backpropagation. This is
infeasible for practitioners who interact with powerful models like those from OpenAI or Anthropic
exclusively through APIs (Pryzant et al., 2023). Secondly, the resulting optimized prompts are
vectors of floating-point numbers, not human-readable text. Thus, it is necessary to explore a novel
APO algorithm with black-box APIs that this paper focuses on. Nevertheless, optimizing in a high-
dimensional, non-differentiable space of natural language presents its own set of challenges, leading
to various creative methodologies.

Reinforcement Learning (RL) Based Algorithms. These methods formulates prompt optimization
as an RL problem. Under this setting, the LLM acts as an agent, the prompt is the state, and the
actions are discrete text editing operations (e.g., add, delete, or rephrase a word). The reward is
derived from the task performance on a validation dataset. For example, RLPrompt (Deng et al.,
2022) and TEMPERA (Zhang et al., 2023) train a policy network to decide which editing actions
to take. While promising, RL-based methods can be complex to implement, often requiring the
training of an auxiliary policy or reward model. Furthermore, the discrete, phrase-level operations
may lead to grammatically flawed or semantically incoherent prompts (Prasad et al., 2023).
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Search and Evolution Based Algorithms. Early approaches in this domain treat prompt opti-
mization as a search problem. Some methods employ a simple but often inefficient Monte Carlo
search, where a large number of candidate prompts are generated (e.g., through paraphrasing) and
evaluated. The Automatic Prompt Engineer (APE) framework (Zhou et al., 2023) exemplifies this,
using an LLM to generate diverse instructions and then selecting the best one based on a score
function. Inspired by APE, Wang et al. (2024) propose PromptAgent which extend Monte Carlo
to a search tree through a series of selections, expansions, simulations, and backpropagation steps.
To make the search more structured, other works have turned to evolutionary algorithms. Methods
like GPS (Xu et al., 2022), EvoPrompt (Guo et al., 2024), and PromptBreeder (Fernando et al.,
2024) maintain a population of candidate prompts and iteratively apply genetic operators such as
mutation (e.g., rephrasing a sentence), crossover (e.g., combining parts of two prompts). While
more systematic than random search, a primary drawback is that the search can be directionless and
sample-inefficient. The generation of new candidates often relies on random modifications with-
out a clear signal on how to improve the prompt, potentially wasting many LLM API resources on
unpromising candidates (Pryzant et al., 2023).

LLM-as-Optimizer and Feedback Based Algorithms. Recently, a more directed approach has
emerged that leverages the LLM’s own reasoning capabilities to guide the optimization process
(Pryzant et al., 2023; Zhou et al., 2023; Cheng et al., 2024; Yang et al., 2024; Ye et al., 2024; Juneja
et al., 2025; Xiang et al., 2025). These feedback-based methods typically operate in an iterative
loop: (1) evaluate the current prompt on a batch of examples, (2) identify erroneous outputs, and
(3) feed these errors back to a powerful optimizer LLM, instructing it to critique the current prompt
and propose refined versions. A foundational method in this subfield is ProTeGi (Pryzant et al.,
2023), which introduces the concept of “textual gradients”. In this framework, the LLM-generated
critique serves as a semantic gradient for prompts. This directed feedback makes the search far
more efficient than directionless Monte Carlo or evolutionary approaches. Other concurrent works
have also explored using LLM feedback to refine prompts for SQL-generation (Chen et al., 2024) or
general tasks (Ye et al., 2024).

Although all the aforementioned methods have demonstrated some achievements, they exhibit crit-
ical limitations that our work aims to address. Firstly, these methods rely on a single optimization
algorithm which limits their performance. Secondly, they are often myopic, operating on a step-
by-step basis. They generate feedback based only on the errors in the current iteration and discard
it once a new prompt is selected. Potentially valuable historical feedback and unselected critiques
are lost, forcing the optimizer to potentially rediscover information and leading to a less efficient
optimization process (Yan et al., 2025). Finally, while some methods use retrieved exemplars to
augment prompts during inference, the selection of these exemplars is typically based on general
semantic similarity (Hu et al., 2024; Juneja et al., 2025), which may not be optimal for task per-
formance or align well with the optimized instruction. To overcome these deficiencies, this paper
proposes ELPO to derive accurate and robust results.

3 METHODOLOGY

3.1 PRELIMINARY

As we detail in Section 2, in the field of APO, various methods have been developed for searching
the best prompts. However, a persistent characteristic observed across these techniques is a notable
degree of performance instability. The efficacy of a single method can be highly sensitive to initial
conditions, stochastic elements within the algorithm, or minor perturbations in the training data
(Breiman, 1996). Furthermore, a closer examination of the existing landscape reveals that no single
method consistently outperforms all others across all tasks or datasets since LLMs are probability
based models which bring unpredictable randomness naturally. For instance, APE may excel in
scenarios requiring broad, exploratory search with a higher cost, while ProTeGi might be more
effective in solving problems with reasoning precess. Each approach possesses unique strengths and
weaknesses, and the performance of any individual method can be suboptimal or highly variable
depending on the specific problem context. This suggests that the individual models, or predictors,
are good but unstable, a characteristic that makes them prime candidates for improvement through
aggregation techniques (Breiman, 1996; Zhou, 2012; Ganaie et al., 2022).
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Figure 1: Pipeline of ELPO.

In most traditional approaches, the generation strategy and the search process tend to rely on a
single model or algorithm, which limits their performance when handling complex tasks. As a re-
sult, traditional methods usually lack flexible adjustment mechanisms and struggle to quickly adapt
and respond when task requirements change. As shown in Figure 1, the ensemble framework pro-
posed in this paper integrates shared generation strategies, different search, and voting mechanisms.
The main idea is to enhance the diversity and adaptability of the model through the integration of
multiple generation models, utilizing different feedback mechanisms and optimization strategies.
Furthermore, a voting mechanism is employed to ensure the reliability and accuracy of the final out-
put. Compared with existing methods, this ensemble framework enables optimization from multiple
dimensions, effectively avoids the biases of single strategy, and gives a more comprehensive and
efficient solution.

3.2 ABUNDANT PROMPT GENERATION

In the process of prompt optimization, the quantity and quality of candidate prompts directly de-
termine the outcome. To address this, we introduce an ensemble-based generation framework that
leverages a multi-generator strategy to enhance both the diversity and quality of candidate prompts.
Different generators are applied to capture various task-specific details and complement one an-
other. This ensemble mechanism not only broadens the range of choices during optimization but
also strengthens the accuracy and robustness of the final results.

Bad-Case Reflection. The core of the Bad-Case Reflection lies in conducting in-depth analyses of
erroneous cases through a reflection mechanism. Traditional feedback-based methods typically in-
volve collecting erroneous examples and directly modifying the prompts; however, these approaches
merely focus on correcting errors and lack a profound understanding of the underlying causes. In
contrast, the proposed method generates self-reflective prompts to assist the model in identifying
the fundamental sources of error and iteratively refines the system prompts based on the reflection,
thus improving the model’s performance on similar issues. Moreover, as shown in Algorithm 1,
this approach leverages some failure cases to create few-shot examples, which further enhance the
effectiveness of the prompts. The iteration terminates when all bad cases are resolved or the maxi-
mum number of iterations is reached. Compared to conventional error-feedback-based techniques,
this reflection-driven optimization method strengthens the model’s generalization capabilities by
incorporating few-shot examples.

Evolutionary Reflection. Evolutionary Reflection generator is inspired by mutation and crossover
operations in genetic algorithms (Holland, 1992b; Mitchell, 1998).The algorithm adopts two distinct
generation strategies: direct mutation and zero-order generation. Direct mutation involves modify-
ing the current prompt directly to produce new prompts that are semantically similar but expressed

4
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Algorithm 1 Bad-Case Reflection
1: Input: Initial prompt p, bad cases B, the number of iterations for optimization T
2: Sample bad case set Bs ⊂ B
3: for t = 1, . . . , T do
4: Generate reflection prompt pref based on p and Bs

5: Update target prompt pt using pref
6: Evaluate prompt pt on Bs to get a new bad cases set B̂s, and let Bs ← B̂s

7: end for
8: p∗ ← Generate Few-shot block from Bs and add it to target prompt pT
9: Output: p∗

differently, analogous to the mutation operation (Holland, 1992a) in genetic algorithms. This strat-
egy explores transitions from existing solutions to potentially superior ones, thereby enhancing the
diversity of generated prompts. Zero-order generation, on the other hand, analyzes the characteris-
tics of the current prompt population and generates an entirely novel prompt based on the structure
and techniques of existing prompts. This approach emulates the crossover operation in genetic al-
gorithms by synthesizing the attributes of multiple existing prompts, resulting in more innovative
candidate solutions. As we detail in Algorithm 2, these two strategies complement each other. In-
formed by heuristic principles of genetic methods, they establish a dynamic balance between local
refinement and global exploration, enabling the system to iteratively accumulate more diverse and
promising candidate solutions.

Algorithm 2 Evolutionary Reflection
1: Input: prompt population P , the number of iterations for optimization T , the sizes of candidate

prompts s1, s2
2: Generate new candidate prompts P1 via direct mutation from P with |P1| = s1
3: Generate new candidate prompts via zero-order generation from P with |P2| = s2
4: Evaluate candidate prompts P1 ∪ P2, and let p∗ ← best prompt in P1 ∪ P2

5: Output: p∗

Hard-Case Tracking. The design of this method is inspired by feedback-based methods and the
OPRO (Yang et al., 2024) framework, which highlights the importance of leveraging large language
models as optimizers based on solution-score pairs. A critical drawback of existing approaches is
their myopic perspective on prompt evaluation. They typically operate by either analyzing the failure
cases of an individual prompt or just considering the terminal performance metrics. Consequently,
these methods lack a global awareness of the optimization dynamics across the entire population
of candidate prompts. To overcome this, we propose Hard-Case Tracking, a novel technique that
maintains and utilizes a global view of all prompts’ behaviors and error patterns. Additionally, rec-
ognizing the sophisticated inferential power of contemporary LLMs (Kojima et al., 2022; Wei et al.,
2022), our framework forgoes the generation of explicit intermediate summaries. We instead em-
power the model to perform autonomous reasoning through an implicit chain of thought, a strategy
that preserves the full fidelity of information and prevents premature information loss. Specifically,
we employ a bad case tracker to dynamically monitor inputs associated with the highest frequency of
errors and their corresponding prompts in historical data, regarding these as “hard cases” within the
task. This hard-case-driven optimization given in Algorithm 3 fundamentally enables explicit mod-
eling of the optimization trajectory, effectively integrating the joint utilization of historical solution
pathways and problem text emphasized in the OPRO methodology, thereby enhancing adaptability
to challenging cases and improving the generalization of prompts. Moreover, this strategy can sys-
tematically and iteratively address frequent points of failure, resulting in superior task performance.

3.3 EFFICIENT PROMPT SEARCH

During the ensemble optimization phase, the evaluation of a large number of candidate prompts
poses significant time constraints, conducting assessments for each prompt would inevitably result
in substantial inefficiency. To address this challenge, we introduce an intelligent screening mech-
anism based on Bayesian optimization and the MAB principle to efficiently pre-select candidate
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Algorithm 3 Hard-Case Tracking
1: Input: Bad case tracker B, prompt population P , the size of Hard-Case dataset k
2: Select top-k cases by error frequency from B to build Hard-Case dataset

D := {(Casei, Failure timesi, Failed promptsi)}ki=1

3: Construct meta-prompt pmeta using D
4: Use an LLM to generate improved prompt p∗ based on pmeta

5: Output: p∗

prompts. This ensemble optimizer significantly reduces evaluation costs while maintaining cover-
age and fairness, and it is capable of prioritizing the identification of high-potential prompts. The
proposed design effectively alleviates computational bottlenecks encountered in large-scale prompt
optimization tasks and offers a scalable solution for automated prompt selection in the context of
complex tasks.

Bayesian Search. The core idea of Bayesian optimization is to perform probabilistic modeling
of the performance landscape over candidate prompts using historical evaluation data, enabling
sample-efficient selection under limited evaluation budgets. Specifically, given a set of evaluated
prompts {xi, yi}ni=1, where xi denotes the embedding of the i-th prompt and yi is its observed
performance, a Gaussian Process Regression (GPR) model is fitted to estimate the underlying ob-
jective function f(x). For any unevaluated candidate x, the posterior predictive distribution is
f(x) ∼ N (µ(x), σ2(x)), where µ(x) and σ2(x) represent the expectation and variance of x, re-
spectively. The acquisition function, Expected Improvement (EI), quantifies the expected gain over
the current best observed performance f∗, and is defined as:

EI(x) := E [max(f(x)− f∗ − ξ, 0)] ,

where ξ is a positive constant for exploration. The closed-form expression is: EI(x) = (µ(x) −
f∗− ξ)Φ(Z) + σ(x)ϕ(Z), where Z = (µ(x)− f∗− ξ)/σ(x), Φ(·) and ϕ(·) denote the cumulative
distribution function and the probability density function of the standard normal distribution, respec-
tively. By computing EI(x) for all candidate prompts and selecting those with the highest EI values
for evaluation, the algorithm efficiently explores the search space and identifies optimal or near-
optimal prompts with fewer evaluations. Bayesian optimization thus achieves a principled balance
between exploitation of known well-performing prompts and exploration, resulting in accelerated
convergence and improved resource efficiency. This process is shown in Algorithm 4.

Algorithm 4 Bayesian Search for Prompt Selection
1: Input: Candidate prompts C, evaluated prompts and their scores {(xi, yi)}ni=1, the number of

optimized prompts N
2: Fit GPR on (xi, yi) to estimate f(x)
3: for each candidate x ∈ C do
4: Calculate posterior mean µ(x) and variance σ2(x)
5: Compute EI value as: EI(x) = (µ(x)− f∗ − ξ)Φ(Z) + σ(x)ϕ(Z)
6: end for
7: Select top-N candidates C∗ with the highest EI(x)
8: Output: C∗

MAB Search. The MAB also achieves a principled balance between exploration and exploitation
from another perspective. Candidate prompts are first embedded and clustered via K-means, with
each cluster viewed as an individual arm. During each evaluation round, pulling an arm corresponds
to evaluating a prompt from the corresponding cluster, and the observed reward (e.g., F1 score) is
recorded. To efficiently allocate evaluation resources, the Upper Confidence Bound (UCB) criterion
is adopted. For the k-th arm, the UCB score is defined as:

UCBk := r̄k + c
√

lnN/nk,

where r̄k denotes the average reward for arm k, nk is the number of pulls for arm k, c is an explo-
ration parameter and N is the total number of pulls across all arms. At each step, the arms with
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the highest UCB scores are selected, and prompts are randomly sampled from these clusters for
evaluation. This strategy adaptively focuses on clusters likely to yield high-reward prompts while
ensuring adequate exploration of less-tested regions. This iterative process is formalized in Algo-
rithm 5. Compared to random or greedy strategies, the MAB method provides an asymptotically
optimal allocation of evaluation budget, leading to faster convergence and robust performance.

Algorithm 5 MAB Search for Prompt Selection
1: Input: Candidate prompts C, the number of clusters K
2: Embed C into Euclidean space and perform K-means clustering with parameter K, time steps

Ts, exploration parameter c
3: Initialize each cluster as an arm k ∈ {1, . . . ,K} with r̄k = 0 and nk = 0
4: for Nts = 1, . . . , TS do
5: For each arm k, compute UCB score: UCBk = r̄k + c

√
(lnNts)/nk

6: Select top arms as a set SK with the highest UCB scores
7: For each arm k ∈ SK , randomly choose a prompt for evaluation and updating nk and r̄k
8: end for
9: Output: Prompts with highest observed rewards

3.4 ENSEMBLE VOTING

In large-scale prompt optimization tasks, relying on a single prompt is often insufficient to achieve
robustness and generalization required by diverse and dynamic scenarios. To address this limitation,
we propose an ensemble voting strategy that aggregates multiple well-performing yet structurally
diverse candidate prompts. The ensemble is constructed by selecting top-ranked prompts from the
optimization population, with clustering and ranking employed to ensure diversity in linguistic ex-
pression and reasoning strategies, effectively mitigating the risk of local optima.

Within the ensemble, each member independently produces its prediction for the same input, and
the final output is determined through a voting mechanism. Since each prompt follows a different
generation path and the LLM involves inherent randomness during generation, prompt bias may be
amplified. Thus considering different prompts may be better suited for different tasks. We adopt a
weighted voting mechanism, where voting weights are assigned according to the capability of each
prompt. Formally, given M ensemble members, the final prediction ŷ(x) for input x is defined as:

ŷ(x) = argmaxy∈Y
∑M

j=1 wj · I{fj(x) = y},

where wj is the weight of the j-th prompt, fj(x) represents its prediction, and I is the indicator
function. The weight vector w is obtained by solving the following optimization problem:

minw
{
−F1macro(w) + λ∥w∥22

}
s.t.

∑M
j=1 wj = 1, wj ≥ wmin,

where λ is a regularization coefficient designed to ensure balanced weight allocation and reduce the
risk of overfitting, wmin > 0 is a pre-given constant as a weight threshold.

During each iteration, the ensemble pool is automatically updated based on the latest evaluation re-
sults, with new high-quality prompts continuously incorporated through clustering and performance-
driven selection. Consequently, both ensemble membership and weight assignments are dynamically
adapted, allowing the system to respond effectively to shifts in data distribution and task complex-
ity, thereby further improving robustness and generalization across heterogeneous test environments.
This voting method is summarized in Algorithm 6. Extensive experimental results demonstrate that
the ensemble voting approach consistently outperforms single-prompt baselines, yielding superior
stability and fault tolerance. These advantages are particularly pronounced in settings characterized
by high prompt diversity and dynamically evolving candidate spaces.

4 EXPERIMENTS AND RESULTS

Datasets. We perform evaluation on the following 6 datasets: Liar (Wang, 2017), BBH-navigate
(Suzgun et al., 2023), Ethos (Mollas et al., 2022), ArSarcasm (Farha & Magdy, 2020), WSC

7
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Algorithm 6 Ensemble Voting
1: Input: Queries Q, optimization population P , test dataset Dtest = {(qi, ai)}i consists of

queries and answers, ensemble size M , regularization parameter λ, minimum weight wmin

2: Select M well-performing and diverse prompts {pj}Mj=1 from P via clustering and ranking
3: Generate predictions fj(qi) for (qi, ai) ∈ Dtest and j ∈ {1, . . . ,M}
4: Construct prediction matrix F with Fij = fj(qi)
5: Optimize weights w = (w1, . . . , wM ) by solving

minw
{
−F1macro(w;F, Dtest) + λ∥w∥22

}
s.t.

∑M
j=1 wj = 1, wj ≥ wmin (j = 1, . . . ,M)

6: for each query q ∈ Q do
7: Aggregate predictions by weighted voting:

â(q) = argmaxa
∑M

j=1 wj I{fj(q) = a}
8: end for
9: Output: A(Q) = {â(q)}q∈Q

(Levesque et al., 2012), GSM8K(Cobbe et al., 2021). WSC features multiple-choice questions,
GSM8K includes questions that require integer answers, and the others offer true or false questions.

Baselines. Several representative methods are compared, including existing LLM-based prompt
optimizers such as APE, ProTeGi, OPRO, Promptbreeder, EvoPrompt, and GPO (Tang et al., 2025).
Besides, we consider two baselines: one using manually written simple prompts, which are provided
in the appendix, and another using the instruction “Let’s think step by step.” from chain-of-thought
(CoT) as proposed by Kojima et al. (2022) for performance comparison.

4.1 MAIN RESULTS

In Table 1, we present a comparison between ELPO and representative prompt optimization methods
on true/false questions, generative questions and multiple-choice questions. Overall, ELPO consis-
tently outperforms existing approaches across all datasets. All the F1 score and accuracy results are
multiplied by 100. For true/false questions, our approach shows notable improvement. Specifically,
ELPO achieves an F1 score of 91.1 on the BBH dataset, outperforming CoT’s 81.9 by 9.2 points and
demonstrating better generalization. For generative and multiple-choice questions, our method also
delivers substantial gains. On the WSC and GSM8K datasets, ELPO attains an accuracy of 95.9 and
a score of 96.0, respectively, surpassing GPO’s 84.0 and Promptbreeder’s 91.7.

These results indicate that ELPO not only shows stronger optimization ability in complex reasoning
tasks (e.g., LIAR, BBH, GSM8K) but also maintains stable advantages in fine-grained semantic
detection tasks (e.g., ETHOS, ArSarcasm, WSC). Compared with feedback-based methods (e.g.,
ProTeGi) and evolutionary methods (e.g., EvoPrompt, PromptBreeder), ELPO achieves significant
improvements in both accuracy and stability.

Method LIAR BBH ETHOS ArSarcasm WSC GSM8K
(F1) (F1) (F1) (F1) (Acc.) (Acc.)

Empty 46.4 69.4 93.0 83.7 77.3 89.0
CoT (Kojima et al., 2022) 46.0 81.9 84.5 83.7 81.3 89.0
APE (Zhou et al., 2023) 51.2 74.3 93.2 84.3 79.3 91.3
ProTeGi (Pryzant et al., 2023) 60.3 73.6 97.0 84.1 80.0 91.0
OPRO (Yang et al., 2024) 52.1 75.0 94.8 84.7 83.3 90.7
Promptbreeder (Fernando et al., 2024) 51.8 75.7 95.7 84.5 80.0 91.7
EvoPrompt (Guo et al., 2024) 52.3 76.4 94.3 83.9 78.8 90.7
GPO (Tang et al., 2025) 56.6 75.0 95.5 83.8 84.0 90.3
ELPO 72.1 91.1 98.4 92.3 95.9 96.0

Table 1: Comparison of performance between ELPO and existing methods.
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4.2 ABLATION STUDY

Effect of Each Component. We take the combination of Bad-Case Reflection and the MAB Search
as the “Baseline” configuration, as it represents the simplest form of APO. For comparison, we intro-
duce a “Generator” treatment group to evaluate the impact of incorporating diverse generators such
as Hard-Case Reflection and Evolutionary Reflection. In addition, a “Framework” treatment group
is established to assess the effectiveness of the ensemble framework, including the shared generation
strategy and ensemble voting strategy. This experimental design ensures that we can systematically
verify the effectiveness of each key component in our proposed method. The results are given in
Table 2. We observe that increasing the diversity of generators leads to a significant improvement
in F1 score on these datasets, which confirms the effectiveness of the generator expansion strategy.
Furthermore, benefited from the generator expansion strategy, the ensemble framework strategy can
further enhance model performance.

Baseline Generator Framework
LIAR BBH ETHOS ArSarcasm WSC GSM8K
(F1) (F1) (F1) (F1) (Acc.) (Acc.)

✓ 42.5 71.1 97.6 74.4 76.2 76.7
✓ ✓ 65.3 84.0 97.7 86.7 88.9 90.5
✓ ✓ 43.2 73.1 97.9 79.2 87.0 80.0
✓ ✓ ✓ 72.1 91.1 98.4 92.3 95.9 96.0

Table 2: Effect of each component in our method.

Effect of Voting Method. As shown in Table 3, we further validate the rationality of the ensemble
voting strategy in the ensemble framework. The results show that using an average strategy to vote
on the selected prompts can slightly improve accuracy, while applying a weighted voting strategy
can further enhance model performance.

Baseline average weighted
LIAR BBH ETHOS ArSarcasm WSC GSM8K
(F1) (F1) (F1) (F1) (Acc.) (Acc.)

✓ 63.3 84.7 95.1 83.3 91.2 93.3
✓ ✓ 66.7 85.8 98.3 85.7 94.7 93.8
✓ ✓ 72.1 91.1 98.4 92.3 95.9 96.0

Table 3: Effect of Voting Method.

5 CONCLUSION

In this paper, we propose a novel framework for APO called Ensemble Learning based Prompt
Optimization (ELPO) which combines multiple generation and search algorithms to derive accurate
and robust results. By integrating a variety of improved generators, we fully leverage the generative
capabilities and remarkable knowledge of LLMs to construct a rich pool of candidate prompts. To
conserve resources and enhance efficiency, we further propose an optimized search strategy that
selects the most promising prompts prior to actual sample evaluation. Additionally, we employ an
ensemble voting approach to improve model performance across diverse tasks, resulting in greater
accuracy and robustness.

Despite the promising results, our study has several limitations. Firstly, our generation strategy is
not plentiful enough, which may restrict the pool of candidate prompts. It is an interesting direction
to extend this framework to more generation strategies, such as human intervention methods, to
provide more promising candidates. Secondly, our search strategy is not sufficiently robust. Though
we can save resources by evaluating only the top-performing prompts, the search strategy does not
always guarantee that the best prompts will be selected from the candidates.
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Tor Lattimore and Csaba Szepesvári. Bandit algorithms. Cambridge University Press, 2020.

Hector J. Levesque, Ernest Davis, and Leora Morgenstern. The winograd schema challenge. In Pro-
ceedings of the Thirteenth International Conference on Principles of Knowledge Representation
and Reasoning, pp. 552–561, 2012.

Xiang Lisa Li and Percy Liang. Prefix-tuning: optimizing continuous prompts for generation. In
Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the
11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers),
pp. 4582–4597, 2021.

Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang, Hiroaki Hayashi, and Graham Neubig. Pre-
train, prompt, and predict: a systematic survey of prompting methods in natural language pro-
cessing. ACM Computing Surveys, 55(9):1–35, 2023.

Yao Lu, Max Bartolo, Alastair Moore, Sebastian Riedel, and Pontus Stenetorp. Fantastically ordered
prompts and where to find them: overcoming few-shot prompt order sensitivity. In Proceedings
of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long
Papers), pp. 8086–8098, 2022.

Melanie Mitchell. An introduction to genetic algorithms. MIT Press, 1998.

Ioannis Mollas, Zoe Chrysopoulou, Stamatis Karlos, and Grigorios Tsoumakas. Ethos: a multi-label
hate speech detection dataset. Complex & Intelligent Systems, 8(6):4663–4678, 2022.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Archiki Prasad, Peter Hase, Xiang Zhou, and Mohit Bansal. Grips: gradient-free, edit-based in-
struction search for prompting large language models. In Proceedings of the 17th Conference of
the European Chapter of the Association for Computational Linguistics, pp. 3845–3864, 2023.

Reid Pryzant, Dan Iter, Jerry Li, Yin Tat Lee, Chenguang Zhu, and Michael Zeng. Automatic prompt
optimization with “gradient descent” and beam search. In Proceedings of the 2023 Conference
on Empirical Methods in Natural Language Processing, pp. 7957–7968, 2023.

Alec Radford, Karthik Narasimhan, Tim Salimans, Ilya Sutskever, et al. Improving language under-
standing by generative pre-training. 2018.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, Ilya Sutskever, et al. Language
models are unsupervised multitask learners. OpenAI blog, 1(8):9, 2019.

Laria Reynolds and Kyle McDonell. Prompt programming for large language models: beyond the
few-shot paradigm. In Extended Abstracts of the 2021 CHI Conference on Human Factors in
Computing Systems, pp. 1–7, 2021.

Jasper Snoek, Hugo Larochelle, and Ryan P Adams. Practical bayesian optimization of machine
learning algorithms. In Advances in Neural Information Processing Systems, volume 25, pp.
2951–2959, 2012.

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao, Abu Awal Shoeb, Abubakar Abid, Adam Fisch,
Adam R Brown, Adam Santoro, Aditya Gupta, Adri Garriga-Alonso, et al. Beyond the imita-
tion game: quantifying and extrapolating the capabilities of language models. Transactions on
Machine Learning Research, 2023.

Tianxiang Sun, Yunfan Shao, Hong Qian, Xuanjing Huang, and Xipeng Qiu. Black-box tuning
for language-model-as-a-service. In International Conference on Machine Learning, pp. 20841–
20855, 2022.

Mirac Suzgun, Nathan Scales, Nathanael Schärli, Sebastian Gehrmann, Yi Tay, Hyung Won Chung,
Aakanksha Chowdhery, Quoc V Le, Ed H Chi, Denny Zhou, et al. Challenging big-bench tasks
and whether chain-of-thought can solve them. In Findings of the Association for Computational
Linguistics: ACL 2023, pp. 13003–13051, 2023.

Xinyu Tang, Xiaolei Wang, Wayne Xin Zhao, Siyuan Lu, Yaliang Li, and Ji-Rong Wen. Unleashing
the potential of large language models as prompt optimizers: Analogical analysis with gradient-
based model optimizers. In Proceedings of the AAAI Conference on Artificial Intelligence, vol-
ume 39, pp. 25264–25272, 2025.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée
Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: open and
efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023a.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert, Amjad Almahairi, Yasmine Babaei, Niko-
lay Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, et al. Llama 2: open foundation
and fine-tuned chat models. arXiv preprint arXiv:2307.09288, 2023b.

William Yang Wang. ” liar, liar pants on fire”: A new benchmark dataset for fake news detection.
arXiv preprint arXiv:1705.00648, 2017.

Xinyuan Wang, Chenxi Li, Zhen Wang, Fan Bai, Haotian Luo, Jiayou Zhang, Nebojsa Jojic, Eric P
Xing, and Zhiting Hu. Promptagent: strategic planning with language models enables expert-level
prompt optimization. In International Conference on Learning Representations, 2024.

Albert Webson and Ellie Pavlick. Do prompt-based models really understand the meaning of their
prompts? In Proceedings of the 2022 Conference of the North American Chapter of the Associa-
tion for Computational Linguistics: Human Language Technologies, pp. 2300–2344, 2022.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny
Zhou, et al. Chain-of-thought prompting elicits reasoning in large language models. In Advances
in Neural Information Processing Systems, volume 35, pp. 24824–24837, 2022.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

David H Wolpert and William G Macready. No free lunch theorems for optimization. IEEE trans-
actions on evolutionary computation, 1(1):67–82, 2002.

Jinyu Xiang, Jiayi Zhang, Zhaoyang Yu, Fengwei Teng, Jinhao Tu, Xinbing Liang, Sirui
Hong, Chenglin Wu, and Yuyu Luo. Self-supervised prompt optimization. arXiv preprint
arXiv:2502.06855, 2025.

Hanwei Xu, Yujun Chen, Yulun Du, Nan Shao, Yanggang Wang, Haiyu Li, and Zhilin Yang. Gps:
genetic prompt search for efficient few-shot learning. In Proceedings of the 2022 Conference on
Empirical Methods in Natural Language Processing, pp. 8162–8171, 2022.

Cilin Yan, Jingyun Wang, Lin Zhang, Ruihui Zhao, Xiaopu Wu, Kai Xiong, Qingsong Liu, Guoliang
Kang, and Yangyang Kang. Efficient and accurate prompt optimization: the benefit of memory
in exemplar-guided reflection. In Proceedings of the 63rd Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers), pp. 753–779, 2025.

Chengrun Yang, Xuezhi Wang, Yifeng Lu, Hanxiao Liu, Quoc V Le, Denny Zhou, and Xinyun Chen.
Large language models as optimizers. In International Conference on Learning Representations,
2024.

Qinyuan Ye, Mohamed Ahmed, Reid Pryzant, and Fereshte Khani. Prompt engineering a prompt
engineer. In Findings of the Association for Computational Linguistics: ACL 2024, pp. 355–385,
2024.

Tianjun Zhang, Xuezhi Wang, Denny Zhou, Dale Schuurmans, and Joseph E. Gonzalez. Tempera:
Test-time prompt editing via reinforcement learning. In International Conference on Learning
Representations, 2023.

Chenzhuo Zhao, Ziqian Liu, Xingda Wang, Junting Lu, and Chaoyi Ruan. Pmpo: Probabilistic met-
ric prompt optimization for small and large language models. arXiv preprint arXiv:2505.16307,
2025.

Yiran Zhao, Wenyue Zheng, Tianle Cai, Do Xuan Long, Kenji Kawaguchi, Anirudh Goyal, and
Michael Qizhe Shieh. Accelerating greedy coordinate gradient and general prompt optimization
via probe sampling. In Advances in Neural Information Processing Systems, volume 37, pp.
53710–53731, 2024.

Zihao Zhao, Eric Wallace, Shi Feng, Dan Klein, and Sameer Singh. Calibrate before use: improving
few-shot performance of language models. In International Conference on Machine Learning,
pp. 12697–12706, 2021.

Andy Zhou, Bo Li, and Haohan Wang. Robust prompt optimization for defending language models
against jailbreaking attacks. In Advances in Neural Information Processing Systems, volume 37,
pp. 40184–40211, 2024.

Yongchao Zhou, Andrei Ioan Muresanu, Ziwen Han, Keiran Paster, Silviu Pitis, Harris Chan, and
Jimmy Ba. Large language models are human-level prompt engineers. In International Confer-
ence on Learning Representations, 2023.

Zhi-Hua Zhou. Ensemble methods: foundations and algorithms. CRC Press, 2012.

Andy Zou, Zifan Wang, Nicholas Carlini, Milad Nasr, J Zico Kolter, and Matt Fredrikson.
Universal and transferable adversarial attacks on aligned language models. arXiv preprint
arXiv:2307.15043, 2023.

A THE USE OF LARGE LANGUAGE MODELS (LLMS)

LLMs were employed only for minor language editing, including spelling correction and grammar
checking, during the preparation of this manuscript. No technical content, research ideation, exper-
imental design, or data analysis was generated by LLMs. All factual and scientific statements were
written by the authors and verified independently. The authors take full responsibility for all content
in the paper.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

B ADDITIONAL DETAILS FOR THE SETUP

B.1 TASKS AND DATA DETAILS

We present a summary of the dataset sizes, data split information, sources, and licensing details
in Table 4. To the best of our knowledge, our usage of these datasets aligns with their intended
purposes, and the data we utilize do not contain any personal or sensitive information.

Dataset Name Task Train & Dev Test License
LIAR True/False 3681 461 Unknown
BBH-Navigate True/False 153 97 Apache-2.0
ETHOS True/False 300 217 GNU GPLv3
ArSarcasm True/False 8437 2110 MIT
GSM8K Integer Generation 7473 1319 MIT
WSC Multiple-Choice 162 123 CC BY 4.0

Table 4: Dataset tails.

The LIAR dataset (Wang, 2017) consists of 12,791 English statements for fake news detection, each
provided with contextual information and truthfulness labels. For our experiments, we split the
dataset randomly, then getting 3,681 samples for training and 461 samples for testing.

The BIG-bench Hard dataset (Suzgun et al., 2023) is a challenging subset of the BIG Bench corpus
(Srivastava et al., 2023), featuring 23 tasks that pose significant difficulties for current language
models. In our study, we focus on the navigation task, in which the goal is to determine whether an
agent, after executing a series of navigation steps, returns to its starting position. We allocate 153
instances for training and 97 instances for testing.

ETHOS (Mollas et al., 2022) is a hate speech detection dataset in English, comprising 998 online
comments, each annotated with hate speech labels. We split the dataset randomly then assigning
300 instances to the training set and 217 instances to the testing set.

The ArSarcasm dataset (Farha & Magdy, 2020) is an Arabic sarcasm detection corpus made up of
10,547 online comments, all labeled for sarcasm. We utilize the original data division, with 8,437
samples for training and 2,110 samples for evaluation.

The GSM8K (Cobbe et al., 2021) dataset consists of 8,792 high-quality, linguistically diverse grade
school math word problems, all created by human authors. Following the dataset division used in
GPO (Tang et al., 2024), we employ 7473 samples for training and 1319 for testing.

The WSC(Levesque et al., 2012) dataset was proposed as an alternative to the Turing Test, as well
as a benchmark for evaluating a system’s commonsense reasoning capabilities. In line with the
methodology adopted by GPO (Tang et al., 2024), we select 162 samples for training and 123 for
testing.

B.2 IMPLEMENTATION DETAILS

We select Doubao-pro as the task model and set its temperature to 0 to ensure deterministic outputs.
For the prompt optimizer, we utilize the model of GPT-4o to get high quality of prompt generation.
the prompts for different tasks can be founded later in the paper. At each step, we generate 10, 5 and
1 prompts using the Bad-Case Reflection, Evolutionary Reflection, and Hard-Case Tracking meth-
ods respectively and then aggregate them into the shared candidate prompts. The best-performing
prompts among them are selected as the parent prompts for the next iteration. All experiments are
conducted three times, and we report the average results.
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C ELPO PROCESS

C.1 PROMPT GENERATION

In each epoch, we will generate prompts based on the initial prompt and the excellent prompt in
previous iteration throuth three methods. All newly generated prompts constitute the candidate
prompts in each epoch.

Original Prompt

## Task
Solve the math problem. Please output only the answer to the math
problem without any additional response.
# Few-Shot Exemplars
Input: Ryan is considering buying a new multivitamin brand. Each
pill has 50 mg of Vitamin A in it. The recommended daily serving of
Vitamin A is 200 mg. How many pills does Ryan need to hit the
recommended amount for the week?
Expected: 28
## Prediction
Input: {input}
Expected:

Bad-Case Reflection

Prompt1
You are a specialist in navigation and spatial reasoning,
responsible for analyzing whether a set of movement instructions
returns to the original position (coordinate (0, 0) on a two-
dimensional Cartesian plane).

### **Evaluation Guidelines**:

1. **Starting Point**:
- Begin at the origin (0, 0).
- Assume an initial direction of north unless explicitly

specified otherwise.

2. **Sequential Processing**:
- Execute each instruction in order.
- Update orientation immediately upon commands that involve

changes in direction (e.g., "turn left," "turn right," "turn around
").

- For movement commands (e.g., "forward," "backward," "left," "
right"), revise x- and y-coordinates based on the current
orientation, ensuring all movement offsets are cumulative.

3. **Tracking Progress**:
- Log the updated position and orientation after each instruction

for clarity.
- Avoid skipping or combining intermediate steps to ensure

thoroughness.

4. **Final Analysis**:
- Compare the concluding position with the starting position (0,

0). The direction at the end does not matter for this comparison.
- If the final position matches the starting point, output: ‘[{"

label":"YES"}]‘.
- If the final position is different, output: ‘[{"label":"NO"}]‘.

### **Error Prevention Measures**:
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- Validate directional changes (e.g., turns) for accuracy.
- Track all movements along the x- and y-axes systematically.
- Base decisions strictly on the given instructions; avoid assuming
unstated positions or directions.
- Use intermediate results for each step to detect and address
discrepancies before generating the final output.

---

**Example Walkthroughs**:

- **Example 1**:
- **Input**: "Move 3 steps forward. Turn around. Move 3 steps

forward. Turn right."
1. Start at (0, 0), facing north. Move forward 3 steps: (0, 3).
2. Turn around to face south. Move forward 3 steps: (0, 0).
3. The final position equals the starting point (0, 0).
- **Output**: ‘[{"label":"YES"}]‘.

- **Example 2**:
- **Input**: "Face forward throughout. Move 7 steps backward.

Move 4 steps left. Move 7 steps left. Move 7 steps right. Move 8
steps forward."

1. Start at (0, 0), facing north. Move backward 7 steps: (0, -7)
.

2. Move left 4 steps: (-4, -7). Move left another 7 steps: (-11,
-7).

3. Move right 7 steps: (-4, -7). Move forward 8 steps: (-4, 1).
4. The final position does not equal the starting point (0, 0).
- **Output**: ‘[{"label":"NO"}]‘.

Follow these instructions closely to ensure consistent and accurate
navigation analyses.

Prompt2
You are an expert in navigation and spatial reasoning, tasked with
determining whether a sequence of movement instructions leads back
to the starting position (coordinate (0, 0) on a two-dimensional
Cartesian plane)...

Prompt3
You are an advanced navigation reasoning system designed to
accurately evaluate movement instructions and determine if they lead
back to the starting point. Your role is to simulate these

movements step by step in a precise 2D coordinate system, ensuring
accurate position and orientation tracking...
More candidates ...

Evolutionary Reflection

Prompt1
# Task Description:
Your role is to serve as an accurate navigation analyzer responsible
for evaluating whether a series of movement commands will lead back
to the starting position. Use logical reasoning and spatial

tracking to systematically assess the movement sequence and
determine if the endpoint aligns with the origin.

# Instructions for Analysis:
1. Interpret all types of movements and directional changes
explicitly. Movements include actions such as "forward," "backward,"
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and alterations in direction like "turn left," "turn right," and "
turn around."
2. Simulate the entire sequence step by step with precision,
ensuring meticulous tracking of:

- **Position**: Update grid coordinates accordingly (e.g., +1 for
movement north, -1 for south).
- **Orientation**: Monitor the current facing direction (north,

south, east, west) and adjust as per "turn" commands.
3. Determine whether the endpoint is identical to the starting point
(coordinates (0, 0)):
- If the coordinates match, return ‘{"label":"YES"}‘ in JSON

format.
- If the coordinates do not match, return ‘{"label":"NO"}‘ in

JSON format.

# Rules:
- Avoid making unwarranted assumptions for unspecified data; adhere
to logical default interpretations when ambiguous (e.g., "always
face forward" implies an initial orientation of north unless stated
otherwise).
- Follow a systematic, step-by-step approach to maintain accuracy.
- The output must strictly conform to the JSON format: ‘[{"label":"
YES"}]‘ or ‘[{"label":"NO"}]‘.

# Example Walkthrough:
Input: "Always face forward. Take 4 steps forward. Turn right. Take
2 steps forward. Turn around. Take 6 steps backward."
- Step-by-Step Processing:
1. Begin at (0, 0) facing north.
2. Move 4 steps forward then (0, 4).
3. Turn right then now facing east.
4. Move 2 steps forward then (2, 4).
5. Turn around then now facing west.
6. Move 6 steps backward then (-4, 4).
7. Final position is (-4, 4), which does not match the starting

point (0, 0).

Output: ‘[{"label":"NO"}]‘

Proceed to analyze the provided input and generate the output in the
required format.

Prompt2
You are an expert in navigation and spatial reasoning, tasked with
determining whether a sequence of movement instructions leads back
to the starting position (coordinate (0, 0) on a two-dimensional
Cartesian plane)...
Prompt3
You are a specialist in navigation and spatial reasoning,
responsible for analyzing whether a set of movement instructions
returns to the original position (coordinate (0, 0) on a two-
dimensional Cartesian plane)...
More candidates...

Hard-Case Tracking

Prompt1
You are a highly specialized navigation reasoning system tasked with
determining if a set of movement instructions leads back to the

starting point, (0, 0), on a 2D Cartesian grid. Follow the
instructions step by step, ensuring precise position and orientation
updates.
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### Key Operational Steps:
1. **Initialization**:

- Start at ‘(0, 0)‘ on the Cartesian plane.
- Default orientation is **North** unless explicitly stated

otherwise.

2. **Step-by-Step Execution**:
- Parse and execute all instructions sequentially. Handle each

movement and orientation update independently.
- Movements must increment or decrement ‘[X, Y]‘ according to the

current orientation:
- Facing **North**: ‘+Y‘ for forward, ‘-Y‘ for backward.
- Facing **East**: ‘+X‘ for forward, ‘-X‘ for backward.
- Facing **South**: ‘-Y‘ for forward, ‘+Y‘ for backward.
- Facing **West**: ‘-X‘ for forward, ‘+X‘ for backward.

- Update orientation for turn commands:
- **Turn Right**: 90 degrees clockwise.
- **Turn Left**: 90 degrees counterclockwise.
- **Turn Around**: Reverse orientation 180 degrees .

3. **Specific Constraints**:
- If instructions include ’Always face forward’, maintain

constant orientation **North** throughout.
- Do not make assumptions about implied details; default to

logical consistency.

4. **Final Validation**:
- After processing all instructions, verify if the final position

‘[X, Y]‘ equals ‘[0, 0]‘.
- If true, output ‘[{"label":"YES"}]‘; otherwise, output ‘[{"

label":"NO"}]‘.

### Output Requirements:
- Return your response in strict JSON format:

- ‘[{"label":"YES"}]‘ for paths leading back to the starting
point.

- ‘[{"label":"NO"}]‘ for paths that do not.

Example Input Processing:
**Input**: "Take 3 steps forward. Turn around. Take 3 steps forward
."
1. Start at ‘(0, 0)‘, facing North.
2. Move forward 3 steps then ‘(0, 3)‘.
3. Turn around to face South.
4. Move forward 3 steps then ‘(0, 0)‘.
**Output**: ‘[{"label":"YES"}]‘.

Strictly adhere to this approach to ensure logical accuracy and
format compliance.
More candidates ...

C.2 PROMPT SEARCH

Since there are many prompts in the candidates, it will consume a lot of resources to evaluate each
prompt. We use Bayesian Search and MAB Search Method to select potential prompt.
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Prompt Candidates

Prompt1
You are a specialist in navigation and spatial reasoning,
responsible for analyzing whether a set of movement instructions
returns to the original position (coordinate (0, 0) on a two-
dimensional Cartesian plane).

### **Evaluation Guidelines**:

1. **Starting Point**:
- Begin at the origin (0, 0).
- Assume an initial direction of north unless explicitly

specified otherwise.

2. **Sequential Processing**:
- Execute each instruction in order.
- Update orientation immediately upon commands that involve

changes in direction (e.g., "turn left," "turn right," "turn around
").

- For movement commands (e.g., "forward," "backward," "left," "
right"), revise x- and y-coordinates based on the current
orientation, ensuring all movement offsets are cumulative...
Prompt2
You are an expert in navigation and spatial reasoning, tasked with
determining whether a series of movement instructions leads back to
the starting position (coordinate (0, 0) on a 2D Cartesian plane).

### **Guidelines for Evaluation**:

1. **Initialization**:
- Begin at the origin point (0, 0).
- Assume an initial facing direction of north unless specified

otherwise.

2. **Step-by-Step Processing**:
- Execute each instruction sequentially in the given order.
- Adjust orientation immediately upon encountering direction-

changing commands (e.g., "turn left," "turn right," "turn around").
- For movement commands (e.g., "forward," "backward," "left," "

right"), update the x- and y-coordinates based on the current
orientation, ensuring all displacements are cumulative...
More candidates...

Bayesian Search

Prompt1
You are a specialized model focused on navigation and spatial
reasoning tasks. Your objective is to analyze sequences of movement
and orientation instructions to determine whether the endpoint
aligns with the starting position, ensuring precision and
consistency. Follow these principles:

1. **Instruction Parsing and Clarity**: Break down each instruction
explicitly. Separate movements (e.g., steps forward, backward) from
orientation changes (e.g., turn left, turn right). Resolve vague
terms logically (e.g., default "forward" to current facing direction
or "right/left" to standard cardinal directions if unspecified).

2. **Orientation and Movement Accuracy**: Maintain precise tracking
of orientation (north, east, south, west) throughout the sequence:
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- Apply directional changes before updating grid coordinates.
- For relative terms (e.g., "right," "left"), compute orientation

dynamically based on the existing facing direction.

3. **Step-by-Step Grid Simulation**: Treat the ‘(0, 0)‘ starting
point as a Cartesian grid origin. At every step:

- Update orientation and grid position incrementally based on the
instruction.
- Validate intermediate positions and orientation shifts

systematically to prevent accumulation of errors.

4. **Consistency in Ambiguity Handling**: Standardize rule-based
interpretations for unclear phrasing (e.g., assume "always forward"
unless explicitly reoriented). Reassess ambiguous instructions to
ensure consistent logic across all steps.

5. **Accurate Final Validation**: Compare the final coordinates ‘(x,
y)‘ to the origin ‘(0, 0)‘:
- If they match, return ‘[{"label":"YES"}]‘.
- If they differ, return ‘[{"label":"NO"}]‘.

6. **Output Specification**: Deliver results strictly in the format
‘[{"label":"YES"}]‘ or ‘[{"label":"NO"}]‘.

Approach every problem methodically:
- Parse, simulate, and validate every step of the sequence
systematically.
- Regularly reassess movements, orientation, and grid positions to
identify and correct potential errors early.
- Ensure default assumptions and interpretations align logically
with task requirements for coherent outcomes.

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 5 steps right. Take 4
steps backward. Take 8 steps left. Take 5 steps left. Take 6 steps
backward. Take 9 steps forward. Take 5 steps right. Take 1 step
forward. Take 3 steps right.
Options:
- Yes
- No
Expected: YES

[Example 2]
Input: If you follow these instructions, do you return to the
starting point? Take 3 steps. Turn around. Take 3 steps. Turn right.
Options:
- Yes
- No
Expected: YES
Prompt2
You are an expert navigation analyzer specializing in spatial
reasoning. Your task is to determine whether a sequence of movement
instructions results in returning to the starting point. To ensure
accuracy, follow these structured guidelines...
Prompt3
You are an advanced spatial navigation and path-tracking system
designed to evaluate movement instructions step by step and
determine whether the path returns to the starting point. Your focus
is on rigorous interpretation of instructions, precise handling of

direction, magnitude, positional updates, orientation rules, and
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constraints like "always face forward." Adhere to the following core
principles...

MAB Search

Prompt1
# Task Description:
Your role is to serve as an accurate navigation analyzer responsible
for evaluating whether a series of movement commands will lead back
to the starting position. Use logical reasoning and spatial

tracking to systematically assess the movement sequence and
determine if the endpoint aligns with the origin.

# Instructions for Analysis:
1. Interpret all types of movements and directional changes
explicitly. Movements include actions such as "forward," "backward,"
and alterations in direction like "turn left," "turn right," and "

turn around."
2. Simulate the entire sequence step by step with precision,
ensuring meticulous tracking of:

- **Position**: Update grid coordinates accordingly (e.g., +1 for
movement north, -1 for south).
- **Orientation**: Monitor the current facing direction (north,

south, east, west) and adjust as per "turn" commands.
3. Determine whether the endpoint is identical to the starting point
(coordinates (0, 0)):
- If the coordinates match, return ‘{"label":"YES"}‘ in JSON

format.
- If the coordinates do not match, return ‘{"label":"NO"}‘ in

JSON format.

# Rules:
- Avoid making unwarranted assumptions for unspecified data; adhere
to logical default interpretations when ambiguous (e.g., "always
face forward" implies an initial orientation of north unless stated
otherwise).
- Follow a systematic, step-by-step approach to maintain accuracy.
- The output must strictly conform to the JSON format: ‘[{"label":"
YES"}]‘ or ‘[{"label":"NO"}]‘.

# Example Walkthrough:
Input: "Always face forward. Take 4 steps forward. Turn right. Take
2 steps forward. Turn around. Take 6 steps backward."
- Step-by-Step Processing:
1. Begin at (0, 0) facing north.
2. Move 4 steps forward to (0, 4).
3. Turn right to now facing east.
4. Move 2 steps forward to (2, 4).
5. Turn around to now facing west.
6. Move 6 steps backward to (-4, 4).
7. Final position is (-4, 4), which does not match the starting

point (0, 0).

Output: ‘[{"label":"NO"}]‘

Proceed to analyze the provided input and generate the output in the
required format.

Prompt2
You are a specialist in navigation and spatial reasoning,
responsible for analyzing whether a set of movement instructions
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returns to the original position (coordinate (0, 0) on a two-
dimensional Cartesian plane)...
Prompt3
You are a sophisticated spatial navigation and path-tracking system
specialized in accurately analyzing sequences of movement
instructions. Your main responsibility is to determine whether a
given set of navigation commands results in a return to the starting
point. Carefully process each instruction step by step, ensuring

precise updates to both positional coordinates ‘[X, Y]‘ and
orientation...

To assess the effectiveness of our search strategy, we evaluated the performance of prompt words
from all candidates on the real dataset. As illustrated in Figure 2, six prompts were selected from the
candidates using the search method. The average F1 score across all candidates is 80.2.Importantly,
five out of the six chosen prompts achieved scores above this average, and four ranked among the top
five overall. These results indicate that our search strategy reliably identifies high-quality prompts
while conserving resources.

Figure 2: Efficiency of search.

C.3 ENSEMBLE VOTING

Ensemble Voting

Prompt1
You are an expert navigation and spatial reasoning model designed to
assess whether a sequence of movement instructions results in a

return to the starting point (coordinate (0, 0) on a 2D Cartesian
grid).

**Guidelines for Accurate Evaluation**:

1. **Initialization**:
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- Always begin at position (0, 0) on the Cartesian grid, facing
**north**, unless explicitly stated otherwise.

2. **Instruction Parsing**:
- Carefully read and interpret each instruction in order.

Identify special conditions like "always face forward," which
override direction changes.

3. **Orientation Updates**:
- For commands like "turn left," "turn right," or "turn around,"

update the facing direction immediately before processing movement
instructions.

- Ignore orientation changes if a locked orientation such as "
always face forward" is indicated.

4. **Movement Calculations**:
- For each movement ("forward," "backward," "left," "right"),

calculate the change in x- and y-coordinates based on the current
orientation. Align movements strictly with locked orientations when
applicable.

5. **Intermediate State Tracking**:
- After each instruction, log the updated coordinates and facing

direction. Use these intermediate records to cross-check for
consistency and prevent cumulative errors.

6. **Final Validation**:
- Compare the final grid coordinates to the starting point (0, 0)

. Output ‘[{"label":"YES"}]‘ only if the final position matches (0,
0); otherwise, output ‘[{"label":"NO"}]‘.

7. **Error Prevention Checks**:
- Ensure consistent updates to x- and y-coordinates and facing

directions at every step. Validate each intermediate state before
proceeding to the next instruction.

- Pay close attention to overridden conditions like "always face
forward" to prevent misinterpretation of implied directions.

**Example Processes**:

- Input: "Always face forward. Take 2 steps left. Take 4 steps
backward. Take 10 steps right."

1. Start at (0, 0), facing north, with locked orientation forward
(north).
2. Move 2 steps left to (-2, 0).
3. Move 4 steps backward to (-2, -4).
4. Move 10 steps right to (8, -4). Final position: (8, -4).
Output: ‘[{"label":"NO"}]‘.

- Input: "Take 3 steps. Turn around. Take 3 steps."
1. Start at (0, 0), facing north. Move 3 steps forward to (0, 3).
2. Turn around to face south. Move 3 steps forward to (0, 0).
3. Final position matches (0, 0).
Output: ‘[{"label":"YES"}]‘.

By prioritizing accurate parsing, intermediate validation, and
systematic processing of movements and orientation changes, ensure
consistent evaluations for all navigation tasks.

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 2 steps left. Take 4 steps
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backward. Take 10 steps right. Take 2 steps left. Take 3 steps left
. Take 7 steps right.
Options:
- Yes
- No
Expected: NO

[Example 2]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 9 steps right. Take 6
steps right. Take 10 steps backward. Take 9 steps left. Take 4 steps
left.

Options:
- Yes
- No
Expected: NO

Prompt2
You are an expert in navigation and spatial reasoning, tasked with
determining whether a series of movement instructions leads back to
the starting position (coordinate (0, 0) on a 2D Cartesian plane)...

Prompt3
You are a sophisticated navigation and spatial reasoning system
designed to determine whether a sequence of movement instructions
returns to the starting position, (0, 0), on a 2D Cartesian grid.
Your task is to ensure precise calculations and logical consistency
by strictly following the given instructions...

D ADDITIONAL RESULT

Here, we present the initial prompt and the ELPO-optimized prompt across different tasks.

Initial prompt of the LIAR dataset

## Task
Determine whether the Statement is a lie (Yes) or not (No) based on
the Context and other
information.
## Output format
Answer Yes or No as labels.
## Prediction
Text: {input}
Label:

ELPO optimized prompt of the LIAR dataset

Prompt1:
You are an expert in mathematics, logic, and navigational reasoning
tasked with rigorously determining whether a given Statement is true
or false based solely on the provided Context and any explicitly

relevant, verifiable data. Follow this exact, methodical process:
carefully parse every word, focusing on precise interpretation of
negations, qualifiers, conditional phrases, and comparative or
superlative modifiers (e.g., "not," "only," "less than," "more than
," "ever," "always"); accurately interpret all quantitative
information including numbers, percentages, units, ratios, sequences
, temporal references, and ensure consistency with units and scales;
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thoroughly decompose complex or compound statements into smaller
components and verify each part individually; explicitly distinguish
between facts directly supported by the Context or widely accepted

general knowledge and assumptions, opinions, or implicit claims,
avoiding any unsupported inferences; apply step-by-step logical
analysis, visualization, or spatial reasoning as appropriate to
validate relational, temporal, and logical claims; when information
is ambiguous, conflicting, or incomplete, prioritize the most direct
, explicit, and reliable evidence within the Context; double-check
all numerical calculations, logical deductions, and spatial
assessments before reaching a conclusion; remain vigilant against
common errors including misreading negations or qualifiers,
misinterpreting percentages or comparisons, overlooking units or
contextual cues, misclassifying assumptions as facts, and neglecting
nested conditionals or compound relationships. Conclude with a

clear, concise final answer: output only "Yes" if the Statement is
verified as true by this rigorous analysis, or "No" if it is false.
Do not provide explanations or additional commentary.

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: Says Amanda Fritz manages less than 5 percent of city
operations.
Expected: YES

[Example 2]
Input: Many state and federal agencies have such navigators involved
in helping folks maneuver through the often complex processes

associated with filing benefits claims, for example -- even buying
health insurance.
Expected: YES

[Example 3]
Input: Says MAX carries 30 percent of evening rush-hour commuters
traveling from Downtown on the Sunset and Banfield freeways.
Expected: YES

[Example 4]
Input: The State of Texas is funding womens health services at
historically high levels; they just increased their level another 50
million for the next two years.

Expected: YES

[Example 5]
Input: Ohio is not meeting its obligation to update voter
registrations when voters change their address with the BMV.
Expected: YES

[Example 6]
Input: Says he was the only Republican to vote against creating a
House panel to investigate Planned Parenthood.
Expected: YES

Prompt2:
## Task
As an expert in math and navigation reasoning, determine whether the
given Statement is true or false based solely on the provided

Context and any explicitly verifiable, relevant information. Use
precise, step-by-step logical, numerical, temporal, and spatial
analysis without introducing unsupported assumptions.

## Guidelines
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- Carefully parse every element of the Statement, paying special
attention to negations, conditionals, exclusive terms such as "only
," comparative phrases like "more than," "less than," and nuanced
modifiers.
- Break down complex or compound Statements into smaller parts and
verify each part independently against the Context.
- Cross-check all quantitative data, units, percentages, ratios,
dates, sequences, directions, and spatial relationships against the
Context, performing explicit calculations or logical reasoning as
needed.
- Distinguish rigorously between explicit facts and opinions,
assumptions, or implicit claims; rely solely on verifiable
information present in the Context or established, relevant general
knowledge.
- Avoid inferring or assuming information beyond the provided
Context unless it is logically necessary, explicitly justified, and
clearly documented in your reasoning.
- When confronted with ambiguity, contradiction, or incomplete
information, prioritize the most direct, explicit, and reliably
sourced evidence from the Context.
- Employ mental visualization, mapping, or systematic logical and
numerical checks to confirm temporal, spatial, conditional, and
comparative relationships.
- Double-check all calculations, logical deductions, qualifier
interpretations, and spatial or temporal conclusions before
finalizing your determination.
- Vigilantly avoid common errors such as ignoring negations,
misreading percentages or comparative data, conflating assumptions
with facts, misinterpreting spatial or logical relationships, or
overlooking key qualifiers.
- Maintain a rigorous, detailed, and cautious approach throughout
the analysis to ensure accuracy and reliability in your verification
.

## Output format
Respond only with a single word: Yes if the Statement is true
strictly based on the Context; otherwise, No.

## Prediction
Text: {input}
Label:

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: This is the slowest job recovery since Hoover.
Expected: NO

[Example 2]
Input: The State of Texas is funding womens health services at
historically high levels; they just increased their level another 50
million for the next two years.

Expected: YES

[Example 3]
Input: Oregonians have an amazing no-cost way to fight abortion with
free political donations

Expected: YES

[Example 4]
Input: Our pension system is the only one in the country thats 100
percent funded.
Expected: YES
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[Example 5]
Input: Says Rick Scott called education not a core function of the
state.
Expected: NO

[Example 6]
Input: When we took office, let me remind you, there was virtually
no international pressure on Iran.
Expected: NO

Prompt3:
## Task
As an expert in mathematics and spatial reasoning, determine whether
the given Statement is true or false solely based on the supplied

Context and any directly relevant, verifiable information, using
thorough logical, numerical, and spatial analysis.

## Guidelines
- Perform a detailed and methodical review of all elements within
the Context before forming your conclusion.
- Accurately interpret every quantitative detail-including units,
ratios, percentages, sequences, directions, and spatial
relationships-without exception.
- Pay close attention to all negations, qualifiers, conditionals,
and implied meanings, carefully considering modifiers such as "not,"
"only," "less than," "more than," and comparative terms.

- Distinguish clearly between facts, opinions, assumptions, and
implied statements; verify facts exclusively through explicit
contextual evidence or commonly accepted knowledge.
- Refrain from making assumptions beyond the provided information
unless they are strictly necessary, explicitly justified, and
clearly documented in your reasoning.
- In cases of ambiguity, contradiction, or incomplete data,
prioritize the most direct, explicit, and trustworthy information
available in the Context.
- Avoid common pitfalls: do not ignore negations or qualifiers,
misconstrue percentages or comparative data, or misunderstand
spatial, logical, or conditional relationships.
- Employ mental visualization, mapping, or stepwise logical checks
to confirm spatial and relational interpretations as needed.
- Verify all calculations, logical inferences, and spatial
evaluations carefully before delivering your final decision.
- Analyze the Statement meticulously, focusing on each word and
modifier in its context to ensure precise comprehension.

## Output format
Respond with a single word: Yes if the Statement is true; No if it
is false.

## Prediction
Text: {input}
Label:

Initial prompt of the BBH-nevigate dataset

# Role & Task
You are an expert in spatial navigation. Given a sequence of
navigation instructions, determine if the path returns to the
starting point.
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Instructions include directions (north, south, east, west) and
actions (move forward, turn left, turn right).
Track the position and orientation carefully, considering each step
and turn. Output only "Yes" if the path returns to the starting
point, or "No" if it does not.

# Output Requirement
You must output the result in strict JSON format, with no additional
text. The JSON should be an array containing a single object with

the "label" key.
- If the path returns to the starting point, output: [{"label":"YES
"}]
- If the path does NOT return to the starting point, output: [{"
label":"NO"}]
- Any output that deviates from this format (such as plain text,
missing brackets, or other content) will be considered invalid.

# Example
- Input: "Always face forward. Take 1 step backward. Take 4 steps
left. Take 4 steps left."
- Output: [{"label":"NO"}]

ELPO optimized prompt of the BBH-nevigate dataset

Prompt1
You are an expert in spatial navigation path - return - to - start -
point determination. Given a series of navigation instructions (

which consist of directions like north, south, east, west and
actions like move forward, turn left, turn right), figure out
whether the path goes back to the starting point.
- **Orientation Tracking**: Start by initializing the orientation (
assume facing north at the start). Maintain a turn - count (mod 4)
and orientation mapping (turn_count: 0 to North, 1 to West, 2 to
South, 3 to East). For each turn (left/right), update the
orientation using the cumulative 90 - degree turn rule. After every
4 left/right turns, reset the orientation. Keep a running count of
cumulative turn angles.
- **Movement Tracking**: For each forward/backward step, update the
position in the current orientation’s forward/backward axis (e.g.,
if facing north, forward is +y, backward is -y in a Cartesian - like
coordinate system. If facing east, forward is +x, backward is -x.

If facing south, forward is -y, backward is +y. If facing west,
forward is -x, backward is +x). When there is a left/right step (
which changes the direction of movement), first update the
orientation as per the rules and then update the position. Track
movements explicitly by writing down the movement in each axis (x
and y) for each step (e.g., [orientation, x_change, y_change]).
- **Sum Calculation**: Maintain separate sums for the x (east - west
) and y (north - south) axes. After processing all the steps in the
instruction, check if both sums are zero. Use a step - by - step
table for x and y sums and double - check arithmetic (e.g., - 5+3 =
- 2, not + 2). Use intermediate checks (e.g., after every 5 steps).
- **Edge Case Handling**: Test edge cases like 4 consecutive turns (
left or right) to ensure orientation reset. For ambiguous inputs (e.
g., "Turn around" = 2 left/right turns), convert to standard turns.
For movement without direction (e.g., "Take N steps"), assume
forward unless context (like prior "Turn around") implies backward.
Pre - process input: replace "Turn around" with "Turn left Turn left
" or "Turn right Turn right". For "Take N steps", default to "Take N
steps forward" (override if "Turn around" precedes).
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- **Error Prevention**: Avoid orientation miscalculation (especially
orientation reset after 4 turns), movement axis error (correctly

map movement to current orientation’s axis), sum calculation
arithmetic mistake, and edge case neglect. Use a systematic approach
(like writing down orientation and movement for each step) to avoid
confusion. Double - check all calculations, especially for edge

cases. Pay close attention to the order of operations (e.g., update
orientation first when there is a turn before updating movement).
When handling input instructions, parse them carefully to ensure all
steps (turns and movements) are correctly identified and processed.
When dealing with movement steps that have no direction specified (

e.g., "Take 10 steps" without specifying forward or backward),
assume forward movement unless context suggests otherwise. But also
be aware of cases where "turn around" followed by "Take steps"
implies backward movement.

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 2 steps forward. Take 2
steps backward. Take 4 steps right. Take 7 steps right.
Options:
- Yes
- No
Expected: NO

Prompt2:
You are an expert in spatial navigation path - return - to - start -
point determination. Given a series of navigation instructions (

which consist of directions like north, south, east, west and
actions like move forward, turn left, turn right), figure out
whether the path goes back to the starting point.
- **Orientation Tracking**: Start by initializing the orientation (
assume facing north at the start). Maintain a turn - count (mod 4)
and orientation mapping (turn_count: 0 to North, 1 to West, 2 to
South, 3 to East). For each turn (left/right), update the
orientation using the cumulative 90 - degree turn rule. After every
4 left/right turns, reset the orientation. Keep a running count of
cumulative turn angles. Replace "Turn around" with "Turn left Turn
left" or "Turn right Turn right" (whichever is appropriate).
- **Movement Tracking**: For each movement (e.g., "Take N steps
forward/backward"):

- If there was a turn before the movement, update orientation
first.

- Map movement to current orientation’s axis:
- North: forward = +y, backward = -y
- East: forward = +x, backward = -x
- South: forward = -y, backward = +y
- West: forward = -x, backward = +x

- Record x_change and y_change for each step (e.g., [orientation,
x_change, y_change]).
- For movement without direction (e.g., "Take N steps"):

- Assume forward unless "Turn around" precedes (then assume
backward).
- **Sum Calculation**: Maintain separate sums for x and y axes.
After each step, update the sums (e.g., x_sum += x_change, y_sum +=
y_change). Use intermediate checks (e.g., after every 5 steps) to
verify sums. Double - check arithmetic (e.g., -5 + 3 = -2, not +2).
- **Edge Case Handling**: Test edge cases like 4 consecutive turns (
left or right) to ensure orientation reset. For ambiguous inputs (e.
g., "Turn around"), convert to standard turns (2 left/right turns).
For movement without direction, use the default (forward) with
context override (if "Turn around" precedes, use backward).
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- **Error Prevention**: Avoid orientation miscalculation (especially
orientation reset after 4 turns), movement axis error (correctly

map movement to current orientation’s axis), sum calculation
arithmetic mistake, and edge case neglect. Use a systematic approach
(like writing down orientation and movement for each step in a

table: Step \ Instruction \ Orientation \ x_change \ y_change) to
avoid confusion. Double - check all calculations, especially for
edge cases. Pay close attention to the order of operations (e.g.,
update orientation first when there is a turn before updating
movement). When handling input instructions, parse them carefully to
ensure all steps (turns and movements) are correctly identified and
processed. Additionally, always use a step - by - step table (as

mentioned in the error prevention section) to avoid confusion. After
calculating x_sum and y_sum, double - check the arithmetic and

ensure that orientation was correctly updated before each movement.
Familiarize yourself with edge cases (4 turns, ambiguous
instructions) through practice problems. Use the following
additional guidelines:

- **Orientation Tracking**: Always start with initial orientation
(north) and turn - count (0). For each turn (left/right), increment

/decrement turn - count (mod 4). Double - check orientation mapping
(0 to North, 1 to West, 2 to South, 3 to East). When 4 turns (left
or right) occur consecutively, reset turn - count to 0 and
orientation to North. Replace "Turn around" with 2 left/right turns
(whichever is appropriate) immediately.

- **Movement Tracking**: If a turn precedes a movement, update
orientation first. Use the correct axis mapping: North (forward = +y
, backward = -y), East (forward = +x, backward = -x), South (forward
= -y, backward = +y), West (forward = -x, backward = +x). For

movement without direction (e.g., "Take N steps"), assume forward
unless "Turn around" precedes (then assume backward). Record [
orientation, x_change, y_change] for each step in a table (Step \
Instruction \ Orientation \ x_change \ y_change).

- **Sum Calculation**: Maintain separate x_sum and y_sum. After
each step, update the sums (x_sum += x_change, y_sum += y_change).
Use intermediate checks (e.g., after every 5 steps) to verify sums.
Double - check all arithmetic operations (e.g., - 5+3=-2, not +2).

- **Edge Case Handling**: Test 4 consecutive turns (left or right
) in practice problems to ensure orientation reset. For ambiguous "
Turn around", convert to standard turns (2 left/right turns) as per
system prompt. For movement without direction, use default (forward)
with context override (if "Turn around" precedes, use backward).
- **General Advice**: Use a systematic step - by - step table (as

in the error prevention section of the system prompt) for every
problem. This helps in visualizing orientation and movement changes
clearly. Double - check all calculations (orientation update,
movement - axis mapping, sum arithmetic) at each step. Familiarize
yourself with common edge cases (4 turns, ambiguous instructions)
through continuous practice. When in doubt about an instruction (e.g
., movement direction ambiguity), refer back to the rules in the
system prompt (e.g., default forward with "Turn around" context
override for backward).

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 6 steps backward. Take 8
steps left. Take 3 steps right. Take 7 steps forward. Take 3 steps
right. Take 9 steps right. Take 1 step backward. Take 7 steps left.
Options:
- Yes
- No
Expected: YES
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[Example 2]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 8 steps forward. Take 9
steps right. Take 2 steps forward. Take 10 steps backward. Take 9
steps left.
Options:
- Yes
- No
Expected: YES

[Example 3]
Input: If you follow these instructions, do you return to the
starting point? Always face forward. Take 9 steps left. Take 10
steps forward. Take 9 steps right. Take 10 steps backward.
Options:
- Yes
- No
Expected: YES

Initial prompt of the ETHOS dataset

## Task
Is the following text hate speech?
## Output format
Answer Yes or No as labels.
## Prediction
Text: {input}
Label:

ELPO optimized prompt of the ETHOS dataset

Prompt1:
You are an expert in identifying hate speech in text. Hate speech is
language that explicitly or implicitly targets a protected group-

defined by characteristics including race, ethnicity, religion,
gender, sexual orientation, disability, mental or physical health
status, or other identities-with clear hostility, hateful intent, or
calls for hatred, discrimination, violence, or dehumanization

against that group.

To determine whether the given text constitutes hate speech, follow
these precise guidelines:

1. Confirm that the text targets a protected individual or group
with explicit or implicit hostility, hateful intent, or advocacy of
hatred, discrimination, violence, or dehumanization. The hostility
must be connected to the group’s identity; general criticism,
negative opinions, or frustration without group-based hostility do
not qualify as hate speech.

2. Recognize that hate speech includes not only overt hateful
statements but also subtle, coded, metaphorical, sarcastic, or
indirect language that clearly conveys hostility and intent to
demean, devalue, or incite harm toward a protected group.

3. Carefully distinguish between insults or negative remarks about
individuals or behaviors and hate speech. Individual insults count
as hate speech only if they target the person explicitly because of
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their protected group identity or as a representative symbol of that
group.

4. Apply a comprehensive and inclusive list of protected groups,
explicitly including mental and physical health conditions as
protected statuses. Statements attacking or dehumanizing people on
the basis of mental or physical illness, or advocating harm or
discrimination toward them, constitute hate speech.

5. Analyze the context, rhetorical devices, and implied intention
behind language to identify if the text promotes hatred,
discrimination, violence, or dehumanization against a protected
group.

6. Require clear, convincing, and direct or indirect evidence of
hateful targeting and harmful intent before labeling text as hate
speech. Avoid false positives by responding ’No’ when evidence is
ambiguous, lacks clear hostility toward a protected group, or only
expresses criticism or negative opinion without hateful intent.

7. When uncertain or lacking sufficient evidence of hateful intent
toward a protected group, always respond ’No.’ Respond only with ’
Yes’ if the text clearly meets all these criteria.

Respond only with ’Yes’ if the text unequivocally constitutes hate
speech as defined above; otherwise, respond with ’No.’

Text: {input}
Label:

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: To say that black lives matter, is not racist statement. But
the B.L.M. organization itself is racist group. If they could just
quit hating white people and turn that energy towards their own
community, the biggest group of black oppressors there is, they
might make a difference.
Expected: NO

[Example 2]
Input: Do you know why he is smiling because there is no ’excretion
law’ in New Zealand! The max sentence he will receive from a judge
is no more than 27 years in prison! Is this justice? Or because
Muslims lives don’t matter!??? :(((
Expected: NO

[Example 3]
Input: I’m very sad about this fucking situation with all this
muslims
Expected: NO

[Example 4]
Input: all mental illnesses are awful and must be treated
Expected: YES

Prompt2:
You are an expert in identifying hate speech in text. Hate speech is
language that explicitly or implicitly targets a protected group-

defined by characteristics including race, ethnicity, religion,
gender, sexual orientation, disability, mental or physical health
status, or other identities-with the intent to promote hatred,
discrimination, violence, dehumanization, or to incite such actions.
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To determine whether the given text constitutes hate speech, follow
these precise steps:

1. Identify whether the text targets a protected group or
individuals specifically identified with a protected group with
hostility, hatred, harmful intent, or calls for harm, including
explicit or implicit hateful language conveyed through direct,
subtle, coded, or indirect means.

2. Recognize that hate speech may include aggressive insults,
threats, dehumanization, calls for violence, or derogatory language
linked to protected group identities, even if veiled by sarcasm,
metaphor, or rhetorical devices.

3. Distinguish hate speech from language expressing general anger,
frustration, criticism, or insults that do not specifically target
protected groups or advocate harm against them; profanity or insults
alone do not constitute hate speech without targeted hateful intent

.

4. Carefully analyze context, underlying intent, rhetorical
structures, and the relationship between the language and protected
group identities to detect advocacy, promotion, or encouragement of
hatred, discrimination, violence, or dehumanization.

5. Include all protected groups comprehensively, explicitly
considering commonly overlooked identities such as mental and
physical health conditions, religion, ethnicity, and political or
ideological groups when they are targeted with hateful intent.

6. Treat insults or threats aimed solely at individuals as hate
speech only if they reflect hostility toward the individual’s
protected group identity or are directed at individuals as
representatives of a protected group.

7. Require clear, convincing evidence of hateful targeting and
harmful intent before labeling text as hate speech, avoiding false
positives by withholding judgment when such evidence is ambiguous or
lacking.

8. When uncertain, err on the side of caution by responding ’No’;
respond only with ’Yes’ if the text clearly meets all criteria of
hate speech as defined above.

Respond only with ’Yes’ if the text clearly meets these criteria;
otherwise, respond with ’No.’

Text: {input}
Label:

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: That girl still need a good ass whooping, stupid ass bitch!!
Expected: YES

[Example 2]
Input: This priest is being hated even by his stupid god.
Expected: YES

[Example 3]
Input: If I had to meet one of the apostles I would fuck them for
not killing him
Expected: YES
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[Example 4]
Input: Ignorant feminist, she got roasted and still doesn’
understand what equality of outcome means even when Jordan explained
data to her. What’s this means she’s ignorant and emotionally

biased.
Expected: YES

[Example 5]
Input: Taliban and all people with this thought must hanged
Expected: YES

Prompt3:
You are tasked with determining whether a given text constitutes
hate speech. Hate speech is defined as language that explicitly or
implicitly targets a protected group-such as those defined by race,
ethnicity, religion, gender, sexual orientation, disability, mental
or physical health status, or other identities-with the intent to
promote hatred, discrimination, violence, dehumanization, or to
incite such actions.

To accurately assess if the text is hate speech:
1. Identify whether the text targets a protected group in a hateful
or harmful way, either explicitly or through subtle, coded, or
indirect language.
2. Differentiate hate speech from negative or emotionally charged
expressions like anger, frustration, criticism, sarcasm, profanity,
or insults that do not promote hatred or harm against protected
groups. Strong emotions or controversial opinions alone do not
constitute hate speech.
3. Consider the context, rhetorical devices, and underlying intent
behind the language to detect if there is an advocacy or promotion
of hatred, discrimination, or violence toward the protected group.
4. Include all protected groups comprehensively, paying particular
attention to those related to mental or physical health conditions
as these are often overlooked.
5. Avoid labeling statements expressing sorrow, anger, or
frustration without hateful targeting as hate speech.
6. Use a careful, methodical approach, applying hate speech
definitions consistently, and strive to minimize both false
positives (wrongly labeling non-hate speech as hate speech) and
false negatives (missing actual hate speech).
7. When uncertain, prioritize accuracy by balancing caution and
rigor, seeking contextual clues before labeling.

Respond only with ’Yes’ if the text meets the criteria for hate
speech; otherwise, respond with ’No.’

Text: {input}
Label:

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: To say that black lives matter, is not racist statement. But
the B.L.M. organization itself is racist group. If they could just
quit hating white people and turn that energy towards their own
community, the biggest group of black oppressors there is, they
might make a difference.
Expected: NO

[Example 2]
Input: Can’t tell if you’re a pedophile victim or a pedophile.
Expected: NO
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[Example 3]
Input: Do you know why he is smiling because there is no ’excretion
law’ in New Zealand! The max sentence he will receive from a judge
is no more than 27 years in prison! Is this justice? Or because
Muslims lives don’t matter!??? :(((
Expected: NO

[Example 4]
Input: all mental illnesses are awful and must be treated
Expected: YES

[Example 5]
Input: or when the man walked up to the little girl with the gay
pride flag i wanted to jump into the video and punch him but ya know
thats assault

Expected: YES

Initial prompt of the ArSarcasm dataset

## Task
Is this tweet sarcastic?
## Output format
Answer Yes or No as labels.
## Prediction
Text: {input}
Label:

ELPO optimized prompt of the ArSarcasm dataset

Prompt1:
## Task
Determine whether the following tweet is sarcastic. Sarcasm often
involves saying the opposite of what is meant, using irony,
exaggeration, or humor to convey criticism or mockery.

## Instructions
1. Carefully analyze the tone, context, and implicit meaning of the
tweet.
2. Consider whether the statement uses irony, ridicule, or
exaggeration to convey a message contrary to the literal words.
3. Tweets may include cultural, political, or social references;
account for these nuances.
4. If unsure, apply a step-by-step reasoning process (Chain of
Thought) to reflect on the indicators of sarcasm before deciding.
5. Do NOT label as sarcastic if the statement is straightforward or
literal without hints of irony or mockery.
6. Your final answer must be either "Yes" (sarcastic) or "No" (not
sarcastic), with no additional text.

## Prediction
Text: {input}
Thought process: [Step-by-step reasoning about tone, context, irony,
exaggeration, cultural references, and intent]

Label:
Prompt2:
You are an expert in detecting sarcasm in short Arabic tweets. For
each tweet, carefully analyze subtle linguistic cues, tone, cultural
context, and the use of irony, exaggeration, or contradiction

35



1890
1891
1892
1893
1894
1895
1896
1897
1898
1899
1900
1901
1902
1903
1904
1905
1906
1907
1908
1909
1910
1911
1912
1913
1914
1915
1916
1917
1918
1919
1920
1921
1922
1923
1924
1925
1926
1927
1928
1929
1930
1931
1932
1933
1934
1935
1936
1937
1938
1939
1940
1941
1942
1943

Under review as a conference paper at ICLR 2026

between the literal content and the intended meaning. Pay close
attention to indirect expressions, humor, hashtags, emojis,
interjections, and any mockery or criticism disguised as praise or
neutral statements. Consider cultural references and context beyond
just the words to determine if the tweet’s message contradicts
reality or conveys criticism through sarcasm. For each input, first
reflect on potential misinterpretations by identifying missed irony,
overlooked mockery, or ignored cultural context. Then answer with

Yes if the tweet is sarcastic, otherwise No.

Text: {input}
Label:

Prompt3:
## Task
Determine whether the following tweet is sarcastic. Sarcasm
typically involves expressing the opposite of the literal meaning,
often using irony, exaggeration, mockery, or humor to convey
criticism or a hidden message.

## Instructions
1. Carefully analyze the tweet’s literal meaning first before
considering sarcasm.
2. Identify clear, explicit or strongly implied indicators of
sarcasm such as irony, ridicule, exaggeration, contradictory
statements, or mockery.
3. Consider cultural, political, social, and linguistic
referencesincluding emojis, hashtags, and idiomatic expressionsbut
treat these only as supporting evidence, never as definitive proof
of sarcasm.
4. When tone or context is subtle or ambiguous, apply a deliberate
step-by-step Chain of Thought reasoning process: weigh all
linguistic and contextual clues objectively, verifying if the
message contradicts its literal meaning or contains mockery or irony
.
5. Do not label a tweet sarcastic if it is straightforward, literal,
serious, or lacks clear cues of mockery, humor, irony, or

contradiction.
6. Avoid overinterpreting emojis, hashtags, or cultural references
without supporting textual evidence of sarcasm.
7. Your final answer must be exactly "Yes" if sarcastic or "No" if
not, with no additional explanation or text.

## Prediction
Text: {input}
Thought process: [Detailed, stepwise analysis of literal meaning,
tone, irony, exaggeration, context, cultural and linguistic cues,
verifying contradictions or mockery before concluding sarcasm]
Label:

Initial prompt of the WSC dataset

## Task
Solve the problem.
## Prediction
Text: {input}
Label:
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Initial prompt of the WSC dataset

Prompt1:
You are an expert in pronoun resolution and coreference
understanding within short text passages that require nuanced
semantic and logical reasoning. Given a passage and two options
labeled A and B, your task is to determine the noun phrase that the
pronoun logically and semantically refers to, based on a thorough
analysis of the passages full context.

Guidelines:
1. Carefully read the entire passage to fully grasp the situation
and the roles of all entities mentioned.
2. Identify all plausible noun phrase candidates that the pronoun
could refer to; do not assume the closest noun phrase is correct.
3. For each candidate, evaluate semantic compatibility, actions
described, properties, and the logical coherence of the pronouns
reference within the passage.
4. Prioritize logical and semantic fit over proximity or surface
cues.
5. Eliminate candidates that conflict with the passages meaning,
actions, or described properties.
6. Select the antecedent that best maintains overall coherence,
logical consistency, and natural interpretation of the passage.

Submit only the letter of the correct answer.

Example:
Text: "I couldn’t find a spoon, so I tried using a pen to stir my
coffee. But that turned out to be a bad idea, because it got full of
ink. What does the pronoun ’it’ refer to?" (A) The pen (B) The

coffee
Label: B

Prediction:
Text: {input}
Label:

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: "I couldn’t find a spoon, so I tried using a pen to stir my
coffee. But that turned out to be a bad idea, because it got full of
ink. What does the pronoun ’it’ refer to?" (A) The pen (B) The

coffee
Expected: B

Prompt2:
## Task
Solve the problem by choosing the appropriate option, either A or B,
and submit only the letter of your chosen answer.

## Example
Text: "Steve follows Fred’s example in everything. He admires him
hugely. What does the pronoun ’He’ refer to?" (A) Steve (B) Fred
Label: A
## Prediction
Text: {input}
Label:
Prompt3:
You are an expert in resolving pronoun ambiguity in complex
sentences containing multiple clauses and potential antecedents. For
each input sentence, determine whether option A or B correctly

identifies the pronouns true referent. Provide your answer as a
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single letter, preceded by a thorough, step-by-step analysis as
detailed below.

Follow this comprehensive procedure before selecting your answer:

1. Exhaustively identify every plausible antecedent from all
clausesmain, subordinate, embedded, and causally linkedwithout
omitting or assuming candidates based on proximity, salience, or
default heuristics.

2. For each candidate antecedent, rigorously verify grammatical
agreement in person, number, gender, and syntactic compatibility,
carefully analyzing the sentences structure.

3. Fully parse the sentences syntax to delineate clause hierarchies
and establish the precise grammatical role (e.g., subject, object,
possessor) of each candidate within all relevant clauses.

4. Integrate deep semantic and contextual reasoning, assessing
coherence, causal relationships, and real-world plausibility for
each candidate as the pronouns referent, considering who logically
can perform or experience the described action.

5. Avoid premature exclusion of any candidates; only eliminate
antecedents after thorough syntactic and semantic evaluation.

6. If ambiguity persists after the initial pass, systematically
repeat all steps, ensuring no candidates have been overlooked or
incorrectly rejected and that both syntactic and semantic analyses
are fully complete.

Do not rely on shortcuts such as defaulting to the nearest noun,
using gender cues alone, or making unsubstantiated assumptions.

Format your response exactly as follows:

Text: {input sentence with options}
Label: {A or B}

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: "Tom threw his schoolbag down to Ray after he reached the
bottom of the stairs. What does the pronoun ’he’ refer to?" (A) Tom
(B) Ray
Expected: B

[Example 2]
Input: "John couldn’t see the stage with Billy in front of him
because he is so short. What does the pronoun ’he’ refer to?" (A)
John (B) Billy
Expected: A

[Example 3]
Input: "Madonna fired her trainer because she couldn’t stand her
boyfriend. What does the pronoun ’her’ refer to?" (A) Madonna (B)
The trainer
Expected: B
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Initial prompt of the GSM8K dataset

## Task
Solve the math problem.
## Prediction
Input: {input}
Expected:

Initial prompt of the GSM8K dataset

Prompt1:
You are an expert in solving complex multi-step math word problems
involving quantities, totals, leftovers, and transactional
relationships such as items ordered, sold, leftover, or remaining.
For each problem:

1. Carefully read the entire problem and identify all given
quantities, explicitly extracting each with its units and clear
labels. Define distinct variables for every relevant quantity
involved.

2. Pay close attention to relational language and key terms like
leftover, remaining, total, sold, ordered, and similar. Precisely
translate these into explicit mathematical relationships for example
, interpret "leftover" as items remaining after subtraction (
leftover = ordered sold).

3. Write down all equations representing these relationships before
performing any calculations, clearly linking totals to sums or
differences of parts. Explicitly state how quantities combine,
increase, decrease, or remain consistent.

4. Systematically solve the problem step-by-step: carry out
arithmetic operations carefully, double-check all calculations
immediately after each step, and verify that the operations
correctly reflect the relationships identified.

5. After computing intermediate and final results, verify their
numerical correctness, logical coherence, and contextual
consistencyincluding proper units and labelsand ensure all
quantities sum or balance as indicated by the problem. If
inconsistencies appear, revisit and correct prior steps before
proceeding.

6. Use estimation and reasonableness checks throughout to confirm
answers are plausible within the problems context and scale.

7. Present only the final numeric answer exactly as requested,
including units if specified, without explanation, intermediate
steps, or commentary.

Apply this methodical approach to all problems to accurately track
quantities, totals, leftovers, and related multi-step arithmetic
reasoning.

# Few-Shot Exemplars (from high-scoring failures)
[Example 1]
Input: Barney’s grocery store sold out all of its items at the
beginning of the pandemic, so they ordered extra items to restock
the shelves. However, they ended up ordering far too much and have
to keep the leftover items in the storeroom. If they ordered 4458
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items, sold another 1561 items that day, and have 575 items in the
storeroom, how many items do they have left in the whole store?
Expected: 3,472

Prompt2:
You are proficient at tackling complex multi-step math word problems
covering arithmetic, ratios, proportions, percentages, geometry,

and fundamental algebra. For each given problem, adhere to this
meticulous procedure:

1. Thoroughly read the problem and explicitly identify every
numerical value presented, including their units and relevant
context (such as totals, parts, rates, or specific conditions).

2. Clearly assign variables and extract all expressed relationships,
ratios, proportions, and conditions from the problem; accurately

convert these into precise mathematical equations or expressions
without making any assumptions beyond the provided information.

3. Break the problem down into well-defined, logical, and sequential
steps. Fully solve and confirm the correctness of each step before

proceedingdo not omit any intermediate calculations or reasoning.

4. Ensure units are consistently and correctly applied throughout
all computations, converting units beforehand when necessary.

5. Process percentages, ratios, and fractions with careful attention
to their accurate contextual meanings.

6. After completing each intermediate calculation, review its
validity, consistency, and plausibility within the problems scenario
.

7. Once all steps are complete and verified, thoroughly re-examine
the entire solution to ensure it fully satisfies the questions
demands and constraints, double-checking all interpretations,
equation setups, and mathematical procedures.

8. At the conclusion, provide only the precise final numerical
answer requested, including units if specified, with no explanations
, intermediate details, or commentary.
Prompt3:
## Task
Solve the math problem and provide only the final answer without any
extra explanations or comments.

# Few-Shot Exemplars
Input: Ryan is considering buying a new multivitamin brand. Each
pill contains 50 mg of Vitamin A. The recommended daily intake of
Vitamin A is 200 mg. How many pills does Ryan need to consume in a
week to meet the recommended amount?
Expected: 28
## Prediction
Input: {input}
Expected:
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