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Abstract001

Large Language Models (LLMs) have shown002
impressive performance on reasoning tasks, es-003
pecially when conducted in English. However,004
leveraging multilingual capabilities can signifi-005
cantly enhance reasoning effectiveness. In this006
paper, we comprehensively explore the benefits007
of multilingualism in reasoning using Bench-008
MAX and highlight a range of intriguing phe-009
nomena. Our findings indicate that employing010
multiple languages can provide additional ad-011
vantages, with a notably high upper bound for012
these benefits. This upper bound demonstrates013
remarkable tolerance for variations in transla-014
tion quality and language choice, yet it remains015
sensitive to the methods used for answer selec-016
tion. Unfortunately, common answer selection017
strategies often fail to unlock the full potential018
of multilingualism. Further analysis of the ben-019
efits and challenges shows that key languages020
like Korean and French can enhance the reason-021
ing abilities of various models, and common022
answer selection struggles because it depends023
on language combinations and its performance024
does not improve with more languages. These025
insights may pave the way for future research026
aimed at fully harnessing the potential of mul-027
tilingual reasoning in LLMs 1.028

1 Introduction029

Large Language Models (LLMs; OpenAI et al.,030

2024; Gemini, 2024; Team, 2025) excel in reason-031

ing (Wei et al., 2022; Yao et al., 2023; Team, 2025;032

Li et al., 2025), and these models tend to achieve033

higher performance when tasks are presented in034

English (Shi et al., 2023; Huang et al., 2022; Fu035

et al., 2022; She et al., 2024; Etxaniz et al., 2024).036

However, reasoning should not be limited to En-037

glish - being multilingual can boost thinking ef-038

fectiveness. This intriguing phenomenon has been039

substantiated in human education by the Ministry040

of Education of Mali (Bühmann, 2008), as shown041

1The code will be made publicly available.
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Figure 1: A study from the Ministry of Education of
Mali demonstrates that mathematics scores are higher
in bilingual schools compared to monolingual schools,
highlighting the advantages of multilingualism.

in Figure 1, revealing that bilingual education can 042

lead to more than a 30% improvement in mathe- 043

matics scores compared to monolingual education. 044

In fact, the training process of LLMs can be seen 045

as a form of multilingual education. These models 046

are built on a robust multilingual foundation (Yuan 047

et al., 2024), developed through extensive exposure 048

to diverse multilingual data and effective vocabu- 049

lary sharing across various languages. Do existing 050

LLMs recognize that they can, akin to humans, uti- 051

lize multilingualism to enhance their performance 052

on reasoning-related tasks? 053

Firstly, we investigate the impact of mul- 054

tilingualism on LLMs reasoning performance 055

by conducting extensive experiments on two 056

reasoning-specific tasks—reasoning-math and 057

reasoning-science—within the BenchMAX frame- 058

work (Huang et al., 2025). Interestingly, English 059

does not consistently yield the best results in these 060

two tasks, even though these models have been 061

extensively trained on English-centric data. 062

To further explore the potential benefits of 063

multilingualism on reasoning performance, we 064

conduct a comprehensive comparison of var- 065

ious approaches, including Multilingual, Re- 066
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peat, Paraphrase, Repeat-Mix, and Paraphrase-067

Mix. We maintain strict consistency in other068

hyper-parameters and evaluate using the Acc@k069

score (where having one correct answer among070

k generated answers is considered correct) across071

multiple experiments. The performance of the Mul-072

tilingual approach surpasses that of the Repeat,073

Paraphrase, Repeat-Mix, and Paraphrase strategies.074

When comparing Repeat-Mix (or Paraphrase-Mix)075

with Repeat (or Paraphrase), substituting English076

input with multilingual input yields a significant077

improvement. These demonstrate that leveraging078

multilingualism can provide substantial additional079

benefits in reasoning tasks. Notably, the upper-080

bound of this advantage exceeds that of Repeat and081

Paraphrase by as much as 10 Acc@k points.082

Surprisingly, this upper-bound is robust with lan-083

guage selection and translation quality. We ran-084

domly select four languages, and though none of085

these languages individually outperforms English,086

their combination still results in a significant gain.087

Furthermore, switching from high-quality human088

translations to machine translation does not lead to089

any substantial change in performance. However,090

it is sensitive to answer selection strategy, indicat-091

ing that selecting the right answer from candidates092

is essential for unlocking multilingual potential.093

In our analysis, we propose two possible reasons094

behind the upper-bound gain, the first being the095

language-wise correctness correlates with the ques-096

tion difficulty, and the second being existence of097

key advantaged languages that can compensate for098

other languages’ errors.099

We then explore commonly used answer selec-100

tion methods including Prompt-based-selection and101

LLM-as-a-judge. Unfortunately, many experimen-102

tal results reveal that performance gains occur in-103

consistently across different settings, suggesting104

that a stable selection method for leveraging multi-105

lingualism for enhanced reasoning remains elusive.106

Our analysis suggests that this is related to the short-107

coming of majority voting, and the language bias108

of prompt-based and LLM-as-a-judge selection.109

The main contribution can be summarized as:110

• We comprehensively analyze how multilingual-111

ism can enhance reasoning capabilities, laying the112

groundwork for understanding its huge potential.113

• We evaluate common answer selection methods114

and find it is a challenge to tap into the advantage115

of multilingualism, highlighting the difficulties.116

• Extensive experiments reveal the huge gains,117

point out the limitations of existing methods, and 118

share interesting findings for future research. 119

2 Related Work 120

Enhancing LLMs’ Reasoning Performance 121

Enhancing reasoning capabilities has emerged 122

as a central challenge in LLM research. Prior 123

work has approached this challenge from three 124

main directions: prompting, pre-training, and post- 125

training methods. In terms of prompting, chain- 126

of-thought (CoT) has proven particularly effec- 127

tive (Wei et al., 2022), enabling models to break 128

down complex problems into intermediate steps 129

and achieve higher reasoning accuracy. For pre- 130

training, recent studies have explored the relation- 131

ship between code pretraining and reasoning capa- 132

bilities (Aryabumi et al., 2024), revealing impor- 133

tant insights into model behavior. Post-training ap- 134

proaches, including reinforcement learning (Team, 135

2025) and instruction-tuning (Muennighoff et al., 136

2025), have also shown promising results in en- 137

hancing reasoning performance. Our work comple- 138

ments these studies by focusing on the impact of 139

multilingualism on LLM’s reasoning behavior. 140

Multilingualism in LLM Multilingual capabil- 141

ity is crucial in LLM development. Earlier LLMs 142

exhibited unbalanced performance across lan- 143

guages, with non-English CoT reasoning typically 144

underperforming compared to English CoT (Shi 145

et al., 2023; She et al., 2024; Zhu et al., 2024). How- 146

ever, recent advances in pre-trained language mod- 147

els have significantly transformed this landscape. 148

Notably, Huang et al. (2025) demonstrated that 149

state-of-the-art LLMs such as Qwen (Qwen Team, 150

2025) and LLaMA (Dubey et al., 2024) achieve su- 151

perior reasoning accuracy with non-English CoT 152

compared to their English counterparts (Shi et al., 153

2023). In this paper, we systematically investigate 154

this phenomenon and explore how to leverage mul- 155

tilingual reasoning to probe LLMs’ performance 156

ceiling. 157

3 Multilingualism Empowers Reasoning 158

3.1 Pilot Study Setup 159

To examine multilingual reasoning benefits, we an- 160

alyze LLM responses to questions translated into 161

multiple languages, and ablate the gains of increas- 162

ing multilingualism versus increasing sampled re- 163

sponse numbers (Figure 2). Specifically, we com- 164

pare following approaches to transform question 165
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Figure 2: An introduction to input samples across various comparison methods, including Multilingual, Repeat,
Paraphrase, Repeat-Mix, and Paraphrase-Mix.

and collect LLM responses:166

• Multilingual: We translate the original English167

sample into various languages, and then prompt168

the model with each translation using a fixed169

random seed.170

• Repeat: We repeatedly fed the model the same171

English sample, each time prompting it to gener-172

ate a response using a different random seed.173

• Paraphrase: We fed the model the paraphrased174

version of the original English sample generated175

by LLM, using a constant random seed.176

• Repeat-Mix: We combine the Repeat and Mul-177

tilingual responses in a 50/50 split. One set of178

responses uses the original English text with dif-179

ferent random seeds, while the other set uses180

translated texts with a consistent random seed. 2181

out of 4 random seeds are used for the Repeat182

part and 2 out of 17 languages are used for the183

multilingual part, and the performances of all184

their combinations are collected.185

• Paraphrase-Mix: We mixed the Paraphrase and186

Multilingual responses in equal parts (50/50).187

One part is based on paraphrased versions, while188

the other part is derived from translated texts,189

with a fixed random seed used throughout. 2190

out of 4 paraphrases are used for the Paraphrase191

part and 2 out of 17 languages are used for the192

multilingual part, and the performances of all193

their combinations are collected.194

Models We use Qwen2.5-72B, LLaMA3.1-70B195

and R1-Distill-LLaMA-70B in our experiments.196

All results are based on their post-trained / 197

instruction-tuned versions. We prompt these mod- 198

els to employ Chain-of-Thought (CoT) reasoning 199

for all questions during inference. The prompt tem- 200

plate is reported in Appendix A. 201

Testing Scenario We conduct our analysis on the 202

Reasoning-Math and Reasoning-Science datasets 203

drawn from BENCHMAX (Huang et al., 2025). 204

The datasets are adapted from the GPQA (Rein 205

et al., 2023) and MGSM (Shi et al., 2023) datasets, 206

with human translations to support 17 languages. 207

Reasoning-science is a multiple-choice task, while 208

reasoning-math involves answering basic mathe- 209

matical problems that require multi-step reasoning. 210

In this paper, we primarily present the experimen- 211

tal results for reasoning-science, with the details of 212

reasoning-math provided in Appendix B. 213

Metric The default metric that we used is Accu- 214

racy (Acc), which measures the agreement of the 215

prediction generated by the model with the ground 216

truth. Acc represents the average accuracy across 217

k answer candidates. We use Acc@k metric to 218

test the probability that at least one generated an- 219

swer out of k for a problem is the ground truth. 220

Major@k is utilized to assess model’s accuracy 221

after selecting answers from k candidates using a 222

majority voting strategy. Judge@k is used in the 223

LLM-as-a-judge experiments to denote the accu- 224

racy of the judged winners. 225
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3.2 Intriguing Phenomena226

We notice that multilingualism enhances reasoning,227

often resulting in surprising performance.228

Phenomenon 1: Non-English languages can229

excel beyond English. Evaluating the perfor-230

mance of different models in reasoning-math and231

reasoning-science tasks reveals an intriguing phe-232

nomenon. Models trained on English-centric data233

do not always excel in reasoning tasks with the En-234

glish language. This pattern is commonly observed235

across tasks, various model series, and models of236

different sizes, as shown in Figure 3.237

en cs de es fr ru sr bn zh ja ko ar th hu vi sw te

Qwen2.5-72B
LLaMA3.1-70B
R1-LLaMA-70B

Reasoning - Science

en cs de es fr ru sr bn zh ja ko ar th hu vi sw te

Qwen2.5-72B
LLaMA3.1-70B
R1-LLaMA-70B

Reasoning - Math

Figure 3: The cells highlighted in red indicate scores
that are greater than the English scores in each row.
English is not always better than other languages.

Phenomenon 2: Mixing languages boosts perfor-238

mance, setting higher upper-bound. Enhancing239

language diversity during model generation results240

in remarkable performance improvements, with the241

ceiling of these improvements notably high. Com-242

pared to the strategies of Repeat and Paraphrase,243

as depicted in Figure 4, the Multilingual can yield244

gains that far exceed 10 Acc@k points. Notably,245

while no individual non-English language in the246

combination outperforms English, their combina-247

tion can still achieve significant improvements.248

Qwen2.5-72B LLaMA3.1-70B R1-Distill-LLaMA-70B50

55

60

65

70

75

Ac
c@

4

71.9 72.8
70.3

61.8

65.4

60.7

56.3

59.2

54.5

Multilingual Paraphrase Repeat

Figure 4: Compared to Repeat and Paraphrase, Multilin-
gual demonstrates a higher upper-bound with Acc@k.

Phenomenon 3: A few languages combina- 249

tions offer substantial performance boosts. In 250

reasoning-science task, we rank 17 languages 251

based on their performance in each model from 252

high to low and combined the top-performing lan- 253

guages with varying numbers each time. As shown 254

in Figure 5, as the number of mixed languages 255

increases, the Acc@k performance consistently im- 256

proves. Notably, just a few languages (2-4) can sig- 257

nificantly enhance performance, quickly surpassing 258

that of Repeat / Paraphrase. 259

2 4 6 8 10 12 14 16
Number of languages or candidates(k)

50

60

70

80

90

Ac
c@

k
Multilingual
Paraphrase
Repeat

Figure 5: Best Acc@k for the tested models with in-
creased numbers of languages or candidates on the
Reasoning-Science task.

Phenomenon 4: Multilingual gain - Going be- 260

yond existing English benefits. As illustrated 261

in Figure 6, multilingual input significantly en- 262

hances reasoning performance, surpassing the lim- 263

its achieved by Repeat or Paraphrase. Notably, the 264

improvements associated with multilingual input 265

do not overlap with those derived from Repeat or 266

Paraphrase methods. The experiments involving 267

Repeat-Mix and Paraphrase-Mix indicate that re- 268

placing a portion of the input with multilingual data 269

results in additional benefits to the performance 270

upper-bound. This suggests that multilingual in- 271

put provides a unique advantage in reasoning tasks, 272

enabling models to leverage diverse linguistic struc- 273

tures and contexts. 274

Phenomenon 5: Upper-bound is tolerant of 275

sub-optimal language choice. We evaluate all 276

4-combinations out of the 17 testing languages 277

and observe that model performance significantly 278

varies, as indicated by the low Acc in Table 1. In- 279

terestingly, the random scores show that, if the 280

languages are randomly selected, the Acc@k score 281

is still close to the best-performing language com- 282

binations. 283
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Figure 6: The Acc@4 score distribution of Qwen2.5-
72B on the science reasoning task under different set-
tings. Fully utilizing non-English languages can im-
prove the upper-bound.

Model Setting Acc Acc@4

Qwen2.5-72B
Best 43.7 74.3

Worst 37.8 65.6
Random 41.5 70.0

LLaMA3.1-70B
Best 38.0 73.9

Worst 32.6 65.2
Random 36.9 70.2

R1-Distill-LLaMA-70B
Best 51.6 80.1

Worst 34.0 64.7
Random 49.0 75.5

Table 1: Evaluation on reasoning tasks shows signif-
icant performance diversity, highlighted by low Acc
across languages. However, the choice of languages
demonstrates minimal influence on Acc@k, indicating
a negligible impact on multilingual potential.

Phenomenon 6: Upper-bound is robust to284

translation quality. A high-quality multilingual285

dataset annotated by humans across multiple lan-286

guages poses a challenge for many tasks. There-287

fore, we explore the quality of multilingual text288

further, investigating whether its superior transla-289

tion quality is crucial for model performance. As290

depicted in Figure 7, there is a slight performance291

difference between the model outputs generated292

with human annotations and those from Google293

Translate. This experiment highlights that we can294

easily accessible multilingual capabilities can sig-295

nificantly enhance reasoning abilities.296

Phenomenon 7: Upper-bound is sensitive to an-297

swer selection strategy. We conduct a series of298

experiments across different models to evaluate the299

effectiveness of various answer selection strategies,300

specifically Repeat, Paraphrase, and Multilingual301

settings, as shown in Table 2. In the Acc@4 metric,302

the Multilingual approach outperforms the other303

Qwen2.5-72B LLaMA3.1-70B R1-Distill-LLaMA-70B60

65

70
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80

85

Ac
c@

4 74.3 73.9

80.1

75.0 74.8

80.4
Human translation Google translation

Figure 7: The Acc@k score of different models under
Multilingual setting is stable regardless of the question
translation quality, by comparing its performance with
human annotations versus Google translate results.

strategies. However, when analyzing the results 304

with Acc and Major@4 metrics, Multilingual does 305

not achieve similarly favorable outcomes. This in- 306

consistency suggests that while Multilingual strate- 307

gies can be advantageous in certain contexts, their 308

overall effectiveness may be limited by the answer 309

selection criteria employed. These findings under- 310

score the necessity of different answer selection 311

strategies across various models. 312

Model Setting Acc@4 Acc Major@4

Qwen2.5-
72B

Repeat 71.2 48.1 53.7
Paragraph 71.0 47.3 54.4

Multilingual 74.3 43.7 54.2

LLaMA3.1-
70B

Repeat 71.0 42.4 50.4
Paragraph 73.0 43.8 51.3

Multilingual 73.9 38.0 49.8

R1-Distill-
LLaMA-70B

Repeat 77.9 54.7 63.2
Paragraph 74.8 51.3 60.8

Multilingual 80.1 51.6 61.2

Table 2: Performance comparison across different meth-
ods—Multilingual, Repeat, and Paraphrase—is con-
ducted using Acc@4, Acc, and Major@4 for answer
selection. The discrepancies observed among these met-
rics highlight the critical role of answer selection in
effectively leveraging multilingualism for reasoning.

4 Answer Selection Strategies 313

In this section, we explore other commonly used 314

answer selection methods: Prompt-based Aggrega- 315

tion (§ 4.1), and LLM-as-a-judge selection (§ 4.2). 316

4.1 Prompt-based language selection 317

One straightforward method for answer selection is 318

the prompt-based approach, which entails furnish- 319

ing precise input instructions to direct the model in 320

producing the desired outputs. To steer the model 321
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towards maximizing its multilingual capabilities,322

we have customized prompts for the LLM from323

three crucial viewpoints: language constraint, En-324

glish allowance, and question translation.325

• Language Constraint (LC) provides a predefined326

set of languages that the model can utilize, guar-327

anteeing a high-quality language combination328

and optimal performance.329

• English Allowance (EA) relates to whether to330

incorporate English as one of the languages that331

can be used.332

• Question Translation (QT) aims to explicitly333

prompt the model to leverage its multilingual334

capabilities through translation, encouraging the335

use of multiple languages in crafting responses.336

Model LC EA QT Setting Acc@4 Major@4

Qwen2.5-
72B

- - - Repeat 61.8 52.3
- - - Paraphrase 68.3 53.9
! % ! - 59.2 48.2
! ! ! - 63.8 51.8
% ! ! - 61.2 53.2
! % % - 62.7 50.6
! ! % - 61.2 52.5
% ! % - 62.1 52.0

LLaMA3.1-
70B

- - - Repeat 61.2 49.3
- - - Paraphrase 71.2 51.5
! % ! - 58.9 46.6
! ! ! - 61.8 47.5
% ! ! - 65.6 50.1
! % % - 62.5 46.6
! ! % - 63.2 50.6
% ! % - 65.0 49.6

R1-Distill-
LLaMA-70B

- - - Repeat 74.1 62.2
- - - Paraphrase 71.4 61.8
! % ! - 75.9 64.9
! ! ! - 73.2 59.2
% ! ! - 72.8 58.7
! % % - 76.8 66.3
! ! % - 72.8 56.8
% ! % - 72.8 57.7

Table 3: In the reasoning-science task, the perfor-
mance (Acc@4 and Major@4) on various prompt-based
methods shows little variation between different ap-
proaches. The requirement of translation is not the key
to multilingual reasoning, and no prompt-based method
stands out. Here, the results of Repeat and Paraphrase
involve averaging the scores across different 4 runs.

Prompt-based methods cannot unlock a model’s337

multilingual capabilities during reasoning. As338

shown in Table 3, no prompt-based approach stands339

out as superior, with minimal differences between340

methods. However, there are still some intrigu-341

ing discoveries:1) Translating the original ques-342

tion from English to non-English before respond-343

ing does not affect the model’s final performance.344

2) Interestingly, when comparing LLaMA3.1-70B345

with R1-Distill-Llama-70B, prompt-based methods346

achieve better results than Repeat and Paraphrase.347

Model Setting Acc@4 Major@4 Judge@4

Qwen2.5-
72B

Repeat 61.4 53.4 48.9
Paragraph 63.0 54.2 50.4

Multilingual 66.7 51.4 43.1

LLaMA3.1-
70B

Repeat 62.1 50.6 47.1
Paragraph 65.8 49.2 46.2

Multilingual 67.6 50.9 41.5

R1-Distill-
LLaMA-70B

Repeat 71.2 57.2 57.1
Paragraph 71.9 59.2 58.9

Multilingual 76.1 62.6 62.7

Table 4: LLM-as-a-judge performance on the reasoning-
science dataset.

4.2 LLM-as-a-judge selection 348

Another commonly used answer selection method 349

is LLM-as-a-judge (Li et al., 2024), where a judge 350

model evaluates two answers to a given question, 351

and selects the best of them as the winner. Here, we 352

use the tested models to judge their own outputs, 353

and conduct pairwise judgments for each two of 354

the candidates with position swapping, and take the 355

one winning the most battles. 356

To test the effectiveness of this method, we run 357

judges on the machine-translated multilingual ques- 358

tions, using the best language combination found 359

on them for each model and collect the accuracies 360

of the judged outputs (Judge@k). Then, we com- 361

pare them with English Repeat and Paraphrase with 362

the same judging process. 363

The results are shown in Table 4. Still, while 364

Multilingual leads the Acc@k scores, its Judge@k 365

scores are lower than the English baselines ex- 366

cept for the R1-Distill-LLaMA model. Also, the 367

Judge@k scores in most of the tested settings are 368

lower than Major@k scores, meaning LLM-as-a- 369

judge is even less effective than simple majority 370

voting in answer selection. This suggests LLM-as- 371

a-judge answer selection can be biased. 372

5 Analysis 373

While §3 shows the high upper-bound gain of mul- 374

tilingualism, §4 shows that common selection ap- 375

proaches have difficulty realizing this gain. Here, 376

we discuss the reasons behind this gap. 377

5.1 Possible reasons for the upper-bound gain 378

We propose several possible reasons for the upper- 379

bound gain of multilingualism. 380

Language correctness correlates with question 381

difficulty. The first hypothesis is that different 382

languages match questions of different levels of 383

difficulty. Simple questions, such as those about 384

commonly-known science knowledge or simple 385
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math calculation, are frequently seen in the general-386

domain data, making English a suitable language387

for the models to use. However, for hard questions388

that require much domain expertise, it will be ben-389

eficial to use specific languages that cover similar390

domain-specific knowledge in the training data.391

To verify this hypothesis, on the reasoning-392

science tasks where question difficulties are la-393

beled, we calculate the difficulty distribution of394

the correctly answered questions in each language.395

The results (Table 5) show that, the difficulties of396

the correctly answered questions varies in a small397

range across languages. For the easiest and the398

hardest questions, this varying difficulty distribu-399

tion is more evident.400

Model Easy
Undergrad

Hard
Undergrad

Hard
Grad

Post-
Grad

Qwen2.5-
72B

Max 1.7 58.7 36.7 10.8
Min 0.5 53.6 30.7 6.5

LLaMA3.1-
70B

Max 1.5 56.5 38.6 11.4
Min 0.5 49.1 31.6 6.5

R1-Distill-
LLaMA-70B

Max 1.4 59.8 33.6 9.2
Min 0.5 54.8 26.3 6.6

Table 5: Difficulty distributions across languages of the
correctly answered questions.

Existence of key advantaged languages The401

last hypothesis is that, for a model on a specific task402

with multilingual reasoning, there will be some403

key advantage languages that often compensate404

errors in other languages, which contributes to the405

high Acc@k. Furthermore, if the key advantaged406

languages overlap on different models, it will be407

likely that these languages are more suitable than408

others on the specific task.409

We set a standard called the minority-majority410

overlap to identify such language advantage. First,411

we collect the languages with high accuracies, both412

on questions correctly answered only in a few lan-413

guages, and by a vast majority of the languages414

Then, we report the overlap of the leading lan-415

guages in the both situations. Finally, we report416

the cross-model overlap of these languages. As417

shown in Table 6, each model has some key ad-418

vantaged languages in the two tasks, respectively,419

and there are also cross-model key advantage lan-420

guages, namely French for reasoning-science, and421

Korean and English for reasoning-math.422

5.2 Challenges to meet the upper-bound423

We will discuss some challenges in meeting the424

multilingual reasoning upper-bound with common425

Task Model Advantage Langs

Qwen2.5-72B ja,en,fr,hu
LLaMA3.1-70B hu,en,fr,ru,deScience

R1-Distill-LLaMA-70B es,vi,cs,fr

Qwen2.5-72B ko,ar,es,en,sr,vi,hu
LLaMA3.1-70B ru,ko,en,es,vi,deMath

R1-Distill-LLaMA-70B sr,ar,ko,en,cs,hu

Table 6: Key advantaged language found by minority-
majority overlap.

approaches. 426

Voting performance does not grow with lan- 427

guage numbers. As shown in Figure 8, as the 428

size of the language combination grows up, the 429

Major@k score does not increase, but declines in- 430

stead, which is the opposite from the Acc@k curve 431

in Figure 5. This is mainly because the gain and 432

advantage of multilingualism in Acc@k is often 433

brought by only a few languages, especially when 434

the majority is wrong. Thus, a larger number of 435

languages can bring more noise, making it harder 436

for the correct answer to win majority. 437

2 4 6 8 10 12 14 16
Number of languages or candidates(k)

48

50

52

54

56

58

60

62
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Repeat

Figure 8: Best Major@k for the tested models with
increased numbers of languages or candidates on the
Reasoning-Science task

Voting performance relies on optimal language 438

combination. While we show the multilingual 439

reasoning upper-bound is tolerant to sub-optimal 440

language combinations in §3.2, the multilingual 441

majority voting performance relies on optimal lan- 442

guage combinations to surpass English voting. As 443

shown in Figure 9, the voting accuracy of Multi- 444

lingual is higher than or quite close to the those 445

of Paraphrase and Repeat if all of them use their 446

best language combinations. However, when the 447

language combination is random or the worst, the 448

Multilingual voting accuracy will be lower than the 449

other two, indicating that majority voting on the 450
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Model LC EA QT En Max
Non-En

Qwen2.5-72B

! % ! 4.4 45.5
! ! ! 99.9 0.1
% ! ! 99.7 0.3
! % % 62.1 17.2
! ! % 99.8 0.2
% ! % 99.8 0.2

LLaMA3.1-70B

! % ! 1.1 83.4
! ! ! 46.5 53.3
% ! ! 99.7 0.2
! % % 25.6 52.5
! ! % 85.6 14.1
% ! % 99.9 0.1

R1-Distill-LLaMA-70B

! % ! 100.0 0.0
! ! ! 99.9 0.1
% ! ! 99.9 0.1
! % % 99.9 0.1
! ! % 99.9 0.1
% ! % 99.8 0.1

Table 7: Language chosen rate of the prompt-based
answer selection methods. We report the chosen rate of
English and the highest non-English language.

Multilingual setting is sensitive to the optimality of451

the language combination.452

Qwen2.5-72B LLaMA3.1-70B R1-Distill-LLaMA-70B

40

45

50

55

60

65

70

Ac
c

Multilingual Paraphrase Repeat

Figure 9: Comparison of Major@4 scores of Repeat,
Paraphrase and Multilingual on the machine-translated
reasoning-science dataset with random combinations of
languages or runs. The error bars denotes the scores of
the best and worst combinations.

Prompt-based and LLM-as-a-judge selection453

have language bias. For LLM-based answer se-454

lection methods, namely prompt-based and LLM-455

as-a-judge, an observed challenge is that they are456

biased to English and other high-resource lan-457

guage (e.g. Spanish, Japanese, etc.).458

For prompt-based selection, the models tend to459

choose the high-resource languages for all the ques-460

tions, thus decreasing the diversity of the candidate461

answers. Table 7 shows English and the most fre-462

quently chosen non-English languages and their463

rates in different settings, and the result show that,464

Model Lang Chosen when
correct

Chosen when
incorrect

Qwen2.5-
72B

ar 24.2 21.6
de 31.4 31.9
ja 11.3 13.8
zh 35.5 31.0

LLaMA3.1-
70B

de 35.6 25.9
en 48.9 41.6
hu 8.5 12.9
ru 10.5 17.0

R1-Distill-
LLaMA-70B

ar 20.8 12.9
es 40.5 24.5
ru 22.3 13.7
vi 36.1 27.6

Table 8: The language chosen rates in LLM-as-a-judge
based on whether the answers are correct or incorrect in
these languages.

when English is allowed, the models will choose 465

English in most cases; and when it is not allowed, 466

the models tend to choose a certain language (such 467

as Spanish or Vietnamese) than other languages in 468

most cases. 469

Similarly, for LLM-as-a-judge selection, the 470

judge model tend to prefer answers in high- 471

resource languages, even if the answer of that lan- 472

guage is incorrect. Table 8 shows chosen rate of 473

languages when the answer in that language is cor- 474

rect or incorrect. The results show that, except 475

for the R1-Distill-LLaMA-70B model, the other 476

two models show minor difference in chosen rate 477

when the answer is correct or incorrect, suggesting 478

that these two models care more for the language 479

instead of the correctness of the answer while judg- 480

ing. This can also explain why the LLM-as-a-judge 481

method only works for R1-Distill-LLaMA-70B. 482

6 Conclusion 483

In this paper, we comprehensively explore the ben- 484

efits of multilingualism in reasoning and highlight 485

several intriguing phenomena. Our findings sug- 486

gest that utilizing multiple languages can signifi- 487

cantly enhance reasoning capabilities, with a high 488

upper bound for this benefit. Notably, this advan- 489

tage is resilient to variations in translation quality 490

and language choice, yet it remains sensitive to 491

the methods used for answer selection. We ex- 492

amine various commonly used answer selection 493

techniques but find that they often fall short of fully 494

harnessing the potential of multilingualism in rea- 495

soning tasks. This disparity between the theoretical 496

upper bound and practical experimental outcomes 497

presents both a challenge and a promising avenue 498

for future research. 499
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Limitations500

In this study, while providing valuable insights into501

the potential of multilingualism in reasoning, has502

several notable limitations. However, our focus503

is primarily on large models with over 70 billion504

parameters, which may not fully represent the capa-505

bilities or challenges faced by smaller models. This506

narrow scope could lead to an incomplete under-507

standing of how multilingualism affects reasoning508

across various architectures and sizes. Additionally,509

although we observe several interesting phenom-510

ena, the absence of a universal and stable method511

for leveraging multilingualism in reasoning.512
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A Models701

A.1 Model Description702

Qwen2.5-72B is a cutting-edge language model703

designed to enhance natural language processing704

tasks with its impressive 72 billion parameters.705

This model excels in generating coherent and con-706

textually relevant text, making it particularly valu-707

able for applications in content creation, conversa-708

tional agents, and automated summarization.709

LLaMA3.1-70B represents the latest iteration in710

the LLaMA series, boasting 70 billion parameters711

that empower it to tackle complex reasoning tasks712

and generate high-quality text. This model is par-713

ticularly noted for its ability to engage in multi-turn714

conversations, maintaining context and coherence715

over extended interactions.716

R1-Distill-LLaMA-70B is a distilled version of717

the original LLaMA model, optimized for effi-718

ciency without compromising performance. With719

70 billion parameters, this model is designed to720

deliver faster response times and reduced computa-721

tional requirements, making it ideal for deployment722

in resource-constrained environments.723

A.2 Languages-Related Prompt724

We present the prompt templates utilized in our ex-725

periments, including the Default and Prompt-based726

selection, as shown in Table 9. In the prompt-based727

selection experiments, we incorporated language-728

related constraints regarding whether to translate729

the question. Consequently, there are two varia-730

tions of prompt-based selection: Translation=True731

and Translation=False, as indicated in the table.732

B Results on Reasoning-Math733

We demonstrate the results of the three models on734

the reasoning-math task. The results of the Re-735

peat, Paraphrase, Multilingual, Repeat-Mix, and736

Paraphrase-Mix methods are presented in Table 10,737

Table 11, Table 12, Table 13, and Table 14, respec-738

tively. Table 15 shows the results on the Google739

translated reasoning-math task.740

C Used Scientific Artifacts741

Below lists scientific artifacts that are used in our742

work. For the sake of ethic, our use of these arti-743

facts is consistent with their intended use.744

• LLaMA-3.1 (LLaMA3.1 license), a large lan-745

guage model developed by Meta.746

• R1-Distill-LLaMA-70B (MIT license), a large 747

language model developed by Deepseek. 748

• Qwen-2.5-72B (Qwen license), a large lan- 749

guage model developed by Qwen. 750
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Setting Prompt

Reasoning-Science

Default

System prompt: Always think step by step and give your final choice among (A), (B), (C) and (D) by Änswer: {Your
Choice}ïn a single last line.
User prompt: What is the correct answer to this question:{Question}
Choices:
(A) choice1
(B) choice2
(C) choice3
(D) choice4
Let’s think step by step:

Prompt-Based Selection
Translation = True

System prompt: Always choose the most suitable language, translate the question into that language, and think step by step
in that language. Give your final choice among (A), (B), (C) and (D) by Änswer: {Your Choice}ïn a single last line.
User prompt: What is the correct answer to this question:{Question}
Choices:
(A) choice1
(B) choice2
(C) choice3
(D) choice4
Let’s think step by step:

Prompt-Based Selection
Translation = False

System prompt: Always choose the most suitable language, and think step by step in that language. Give your final choice
among (A), (B), (C) and (D) by Änswer: {Your Choice}ïn a single last line.
User prompt: What is the correct answer to this question:{Question}
Choices:
(A) choice1
(B) choice2
(C) choice3
(D) choice4
Let’s think step by step:

Reasoning-Math

Default
System prompt: Always think step by step and give your final answer by Änswer: Your Answerïn a single last line.
User prompt: Question: {Question}
Step-by-Step Answer:

Prompt-Based Selection
Translation = True

System prompt: Always choose the most suitable language, translate the question into that language, and think step by step
in that language. Give your final answer by Änswer: Your Answerïn a single last line.
User prompt: Question: {Question}
Step-by-Step Answer:

Prompt-Based Selection
Translation = False

System prompt: Always choose the most suitable language, and think step by step in that language. Give your final answer
by Änswer: Your Answerïn a single last line.
User prompt: Question: {Question}
Step-by-Step Answer:

Table 9: The prompt template we used in experiments for each task.

Model Setting English English English English Acc Acc@4 Major@4Seed1 Seed2 Seed3 Seed4

Qwen2.5-72B
Best 93.6 91.6 92.0 92.8 92.5 94.0 93.6

Worst 91.6 92.0 91.2 92.0 91.7 92.4 92.0
Random - - - - 92.4 93.7 92.5

LLaMA3.1-70B
Best 91.6 92.0 92.4 93.6 92.4 96.0 93.2

Worst 90.0 90.8 91.6 91.6 91.0 92.4 91.2
Random - - - - 91.7 94.8 92.0

R1-Distill-LLaMA-70B
Best 93.6 92.8 94.0 94.4 93.7 97.2 94.4

Worst 93.6 94.0 91.6 92.0 92.8 94.0 94.0
Random - - - - 93.6 96.0 94.0

Table 10: The results of the Repeat method on the reasoning-math task.
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Model Setting English English English English Acc Acc@4 Major@4Paraphrase1 Paraphrase2 Paraphrase3 Paraphrase4

Qwen2.5-72B
Best 92.0 88.8 90.8 91.6 90.8 96.0 93.2

Worst 89.6 88.4 88.0 88.4 88.6 92.4 90.0
Random - - - - 89.9 94.6 91.0

LLaMA3.1-70B
Best 90.0 90.0 91.2 88.8 90.0 96.4 91.6

Worst 86.0 88.4 87.2 88.8 87.6 92.4 89.2
Random - - - - 88.9 94.8 90.8

R1-Distill-LLaMA-70B
Best 89.6 91.2 91.2 90.4 90.6 96.8 91.6

Worst 89.6 89.2 89.2 89.2 89.3 92.8 92.0
Random - - - - 90.0 94.9 91.4

Table 11: The results of the Paraphrase method on the reasoning-math task.

Model Setting Lang-1 Lang-2 Lang-3 Lang-4 Acc Acc@4 Major@4

Qwen2.5-72B
Best (ar,cs,en,ko) 91.2 84.8 92.4 91.2 89.9 98.0 94.0

Worst (bn,sw,te,zh) 83.2 63.2 62.8 86.4 73.9 92.8 86.8
Random - - - - 84.7 95.8 91.7

LLaMA3.1-70B
Best (ar,ru,sr,vi) 87.2 90.0 87.2 90.0 88.6 99.6 92.8

Worst (bn,cs,sw,zh) 81.2 85.2 84.4 84.4 83.8 93.6 90.
Random - - - - 86.5 96.9 92.0

R1-Distill-LLaMA-70B
Best (ar,bn,de,sr) 90.8 75.2 86.4 92.4 86.2 99.6 92.8

Worst (bn,de,te,vi) 75.2 86.4 78.0 87.6 81.8 95.6 90.4
Random - - - - 86.4 97.8 92.6

Table 12: The results of the Multilingual method on the reasoning-math task.

Model Setting Lang-1 Lang-2 Lang-3 Lang-4 Acc Acc@4 Major@4

Qwen2.5-72B
Best (en,en,es,te) 92.4 92.8 90.8 62.8 84.7 97.6 93.2

Worst (en,en,ar,bn) 92.4 92.8 91.2 83.2 89.9 93.2 92.8
Random - - - - 85.8 95.4 92.8

LLaMA3.1-70B
Best (en,en,es,th) 91.6 91.6 92.0 87.2 90.3 99.2 92.0

Worst (en,en,cs,de) 91.6 91.6 85.2 88.8 89.3 92.8 91.2
Random - - - - 87.2 96.9 92.5

R1-Distill-LLaMA-70B
Best (en,en,es,vi) 92.8 93.2 87.2 87.6 90.2 99.6 94.0

Worst (en,en,ar,bn) 92.8 93.2 90.8 75.2 88.0 94.8 93.2
Random - - - - 87.5 97.6 94.1

Table 13: The results of the Repeat-Mix method on the reasoning-math task.

Model Setting Lang-1 Lang-2 Lang-3 Lang-4 Acc Acc@4 Major@4

Qwen2.5-72B
Best (en,en,es,te) 92.0 88.8 90.8 62.8 83.6 98.4 91.6

Worst (en,en,bn,cs) 88.8 89.6 83.2 84.8 86.6 92.0 91.2
Random - - - - 85.4 95.7 91.8

LLaMA3.1-70B
Best (en,en,es,te) 90.0 90.0 92.0 82.8 88.7 99.2 93.6

Worst (en,en,ar,cs) 90.0 90.0 87.2 85.2 88.1 92.8 91.6
Random - - - - 86.9 96.8 92.7

R1-Distill-LLaMA-70B
Best (en,en,es,vi) 89.6 91.6 87.2 87.6 89.0 99.6 93.2

Worst (en,en,cs,de) 89.6 89.2 87.2 86.4 88.1 92.0 92.4
Random - - - - 86.8 96.7 92.7

Table 14: The results of the Paraphrase-Mix method on the reasoning-math task.
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Model Setting Lang-1 Lang-2 Lang-3 Lang-4 Acc Acc@4 Major@4

Qwen2.5-72B

Best (ar,en,es,hu) 88.8 92.4 89.2 78.8 87.3 98.0 92.4
Worst (bn,cs,fr,sw) 29.2 82.4 82.4 62.8 64.2 92.4 84.0

Human (ar,cs,en,ko) 88.8 82.4 92.4 88.0 87.9 96.4 92.4
Random - - - - 80.5 96.0 90.7

LLaMA3.1-70B

Best (de,fr,ja,vi) 88.0 82.8 83.6 89.2 85.9 99.2 90.4
Worst (bn,cs,sw,zh) 81.6 84.0 79.6 84.8 82.5 94.0 90.0
Human (ar,ru,sr,vi) 86.4 89.2 85.6 89.2 87.6 97.2 93.6

Random - - - - 85.0 96.8 91.4

R1-Distill-LLaMA-70B

Best (ar,hu,sr,zh) 89.6 82.0 87.2 88.4 86.8 98.8 94.0
Worst (de,sw,te,vi) 86.8 80.0 77.2 84.8 82.2 93.6 91.2
Human (ar,bn,de,sr) 89.6 52.8 86.8 87.2 79.1 98.0 92.8

Random - - - - 83.6 97.2 92.1

Table 15: The results of the Multilingual method on the Google translated reasoning-math task.

Model Langs Acc@k Major@k Judge@k
repeat 93.6 93.2 91.2

paraphrase 94.0 91.6 90.0Qwen2.5-
72B ar,en,es,hu 98.0 92.4 89.6

repeat 94.8 92.0 92.0
paraphrase 95.2 91.6 91.6LLaMA3.1-

70B de,fr,ja,vi 99.2 90.4 88.0
repeat 96.4 93.6 92.8

paraphrase 93.6 91.6 88.8R1-Distill-
LLaMA-70B ar,hu,sr,zh 98.8 94.0 91.6

Table 16: LLM-as-a-judge performance on reasoning-math dataset
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