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Abstract001

Large Language Models (LLMs) have shown002
exceptional reasoning capabilities, yet selecting003
the most reliable response from multiple LLMs004
remains a challenge, especially in resource-005
constrained settings. Existing approaches of-006
ten rely on expensive external verifiers, hu-007
man evaluators, or self-consistency techniques008
that require multiple samples from a single009
model. Multi-LLM debate provides a more010
interactive mechanism, yet it frequently under-011
performs compared to self-consistency with012
the best LLM. In this work, we introduce a013
log-likelihood-based selection framework to014
enhance reasoning in multi-LLM debate set-015
tings. Our approach leverages uncertainty esti-016
mation to identify the most confident response017
while minimizing inference costs. We demon-018
strate that our method outperforms majority019
vote selection and surpasses self-consistency020
performance for a large number of model calls.021
Through extensive experiments, we show that022
multi-LLM collaboration—when guided by023
uncertainty-aware selection—lead to improve-024
ment of 6.8% for settings with less number of025
model calls.026

1 Introduction027

Large language models (LLMs) have demon-028

strated remarkable advances in natural language029

understanding and reasoning, with state-of-the-030

art (SOTA) models achieving near-human perfor-031

mance across various tasks. However, given the032

rapid evolution of LLMs and the prohibitive cost033

of training new foundation models, a key challenge034

arises: How can we effectively combine multi-035

ple SOTA LLMs to generate the best possible036

response without additional training? This ques-037

tion is especially relevant when multiple LLM APIs038

are available but computational resources are con-039

strained, limiting the feasibility of expensive exter-040

nal verifiers or reward models.041

Existing approaches for selecting the most re- 042

liable LLM-generated response typically rely on 043

(1) external verifiers (Xi et al., 2024), (2) LLMs 044

or human judges (Chan et al., 2023; Khan et al., 045

2024; Li et al., 2024), or (3) reward models 046

trained to rank responses, all of which incur 047

high computational costs. An alternative is self- 048

consistency (Wang et al., 2023), where a single 049

LLM generates multiple samples, and the majority- 050

voted response is selected. Additionally, self- 051

reflection (Renze and Guven, 2024) allows iterative 052

refinement of answers. However, these methods 053

primarily apply to single-LLM settings and require 054

extensive sampling to achieve performance gains. 055

For multi-LLM systems, a naive approach is to 056

apply self-consistency across all models, selecting 057

the most frequent response. However, this fails to 058

leverage inter-model reasoning. A more sophisti- 059

cated approach is multi-agent debate, where LLMs 060

iteratively refine responses through interaction (Du 061

et al., 2023). Yet, prior works (Huang et al., 2023) 062

have found debate often inferior to self-consistency 063

with the best single LLM, a trend we also observe. 064

Identifying this best LLM a priori for each task re- 065

mains impractical without costly external verifiers 066

or labeled datasets. 067

To address this, we propose enhancing multi- 068

LLM debate through uncertainty estimation. 069

Specifically, we introduce a log-likelihood-based 070

model selection mechanism that improves answer 071

selection while minimizing LLM calls. Our key 072

contributions are: 073

1. Log-Likelihood Based Tiebreak: We de- 074

velop a log-likelihood-based selection frame- 075

work that improves multi-LLM debate perfor- 076

mance, surpassing self-consistency for large 077

sample sizes (N), demonstrating its cost- 078

effectiveness and robustness. Our method 079

only requires response logits, making it ap- 080

plicable in black-box settings. 081
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2. Multi-LLM vs. Single LLM Systems: Our082

uncertainty-aware approach achieves greater083

improvements in multi-LLM settings com-084

pared to single LLM setups, reinforcing the085

importance of multi-LLM systems as an alter-086

native to single-model dominance.087

Through extensive experiments, we validate088

our method’s effectiveness, demonstrating cost-089

efficient, reasoning-aware answer selection that re-090

duces reliance on external evaluators. Our findings091

advocate for multi-LLM collaboration as a robust092

alternative to single-model approaches.093

2 Related Works094

Multi-LLM Systems: Recent work on multi-095

LLM systems has explored various strategies to096

enhance performance and evaluation. Mixture-of-097

Experts (MoE) models, such as Uni-MoE, inte-098

grate multiple specialized components within a099

unified architecture (Li et al., 2025). EnsemW2S100

(Agrawal et al., 2024) combines diverse LLM’s101

token-level probabilities using Adaboost inspired102

weighing mechanism to improve generalization on103

complex reasoning tasks. Other methods include104

PromptEval, which estimates performance across105

prompts for robust evaluation (Polo et al., 2024),106

LLM as judge (Chan et al., 2023; Khan et al., 2024;107

Li et al., 2024) and debate/discussion among agents108

(Du et al., 2023). Additionally, research on MoE109

routing weights suggests their potential as comple-110

mentary embedding models (Li and Zhou, 2024).111

These works highlight the growing interest in op-112

timizing multi-LLM collaboration for improved113

reasoning and evaluation.114

Single LLM Self-Improvement: To improve115

reasoning and mitigate inconsistencies in LLM116

outputs, recent work has explored feedback-based117

learning. Self-consistency (Wang et al., 2023) ag-118

gregates multiple sampled outputs via majority vot-119

ing, while confidence-based weighting (Taubenfeld120

et al., 2025) refines this selection. Tree of Thoughts121

(ToT) (Yao et al., 2024) enhances self-consistency122

by structuring reasoning as a tree search. Self-123

reflection (Renze and Guven, 2024) allows LLMs124

to iteratively refine responses. However, LLMs re-125

main prone to biases (Khatun and Brown, 2024),126

underscoring the need for multi-LLM systems to127

cross-verify answers and enhance reliability.128

3 Method 129

In this section, we describe our approach for com- 130

bining log-likelihood–based answer selection with 131

multi-LLM debate paradigm introduced by (Du 132

et al., 2023). Figure 1 illustrates an example debate, 133

highlighting how our method selects the correct 134

answer compared to a traditional majority voting 135

strategy. 136

Consider a set of N language models (LLMs) 137

{π1, π2, . . . , πN} that each generate a response to 138

a given prompt x. Let the response from model 139

πi be denoted by Yi. In the first round of the 140

debate, each LLM produces an initial response 141

Y 1
i = {y1, y2, . . . , yT }, where T is the number 142

of tokens. The log-likelihood of this response is 143

computed as 144

logP
(
Y 1
i | x

)
=

T∑
t=1

logP
(
yt | x, y<t

)
, 145

where P
(
yt | x, y<t

)
is the probability of token 146

yt conditioned on the prompt x and the preceding 147

tokens y<t for model πi. 148

In subsequent rounds (K > 1), the responses are 149

generated conditioned on both the original prompt 150

and all previous rounds of responses from every 151

LLM. Specifically, the Kth-round response from 152

model πi is given by Y K
i = {y1, y2, . . . , yT } and 153

its log-likelihood is computed as 154

logP
(
Y K
i | x, {Y k

j }∀j∈[1,N ]
∀k<K

)
=

T∑
t=1

logP
(
yt | x, {Y k

j }∀j∈[1,N ],∀k<K , y<t

)
.

(1)

155

For final answer selection, we choose the re- 156

sponse with the highest log-likelihood. If a major- 157

ity answer emerges, we select it directly; otherwise, 158

we use log-likelihood. However, our experiments 159

empirically show that the highest log-likelihood an- 160

swer almost always aligns with the majority vote. 161

Intuition behind why its works: In rounds > 1 162

of multi-LLM debate, log-likelihood is generated 163

for the response which is conditioned on previous 164

answers. Thus, it uses the previous answers to 165

generate its reasoning, and hence in the process 166

gives log-likelihood values which are more com- 167

parable even though the responses are generated 168

from different LLMs. Our method does not show 169
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Question – “James writes a 3-page letter to 2 different friends twice a week. How many 
pages does he write a year?”

Given answers generated by various agents: {answer1}, {answer2}, … ,{answerN}, answer the question {question} .

LLM-1

Since 3*2*2 is 12 and there are 
52 weeks in a year, the answer 

is 12*52 = 624.

Log-likelihood: -50

LLM-2

The answer is 3*2*52 = 312.
  

Log-likelihood: -100

LLM-N

James cannot consistently 
write so many letters, I 

estimate about 200. 

Log-likelihood: -150

.
                .     After

           .        K
                    .   Rounds

.

.   .   .   N models  .   .  . 

.  .  .  .  .  

I am still confident that the 
answer is 3*2*2*52 = 624.

Log-likelihood: -250

I am not certain of the answer.

Log-likelihood: -600

Based on the answer of the 
other agents, I increase my 

estimate to 400 letters.

Log-likelihood: -500

.  .  .  .  .  

Existing approach:
Pick the answer with highest 
votes after K rounds. In case of 
a tie/no clear majority, pick an 
answer randomly.

Proposed approach:
Pick the answer with highest 
votes after K rounds. In case 
of a tie, pick the answer with 
highest log-likelihood.

Figure 1: Diagram illustrating our proposed multi-LLM debate + log-likelihood based selection which outperforms
random sampling in cases of a tiebreak. Each model provides a reasoning chain, and the best answer is chosen
based on log-likelihood scoring in the final round of debate.

much improvement for single LLM case since the170

answers/COT reasoning generated is not diverse,171

thus the log-likelihoods show lesser variation.172

4 Experiments173

In this section, we show results for our log-174

likelihood based selection method over baseline175

selection. We run experiments with 3 LLM models:176

Qwen2.5-7B-Instruct, Ministral-8B-Instruct-2410,177

and Llama-3.1-8B-Instruct. Of these, Qwen2.5-7B-178

Instruct is the best performing model and hence is179

used for the single LLM baseline experiments. We180

use GSM8K (Cobbe et al., 2021) test data to show181

performance in accuracy (%).182

Baselines: The primary baseline for evaluating183

our log-likelihood-based selection method is ran-184

dom selection. Specifically, when the multi-LLM185

system does not converge to a single answer, we 186

compare selecting a response at random (baseline) 187

versus using log-likelihood (Ours) for selection. 188

Additionally, we run self-consistency with differ- 189

ent values of N={9,18,27} to benchmark against 190

both the best single LLM and multi-LLM self- 191

consistency. This is because prior work (Huang 192

et al., 2023) has shown self-consistency to outper- 193

form multi-LLM systems in reasoning tasks, which 194

aligns with our observations and hence making this 195

comparison essential to assess the merit of multi- 196

LLM approaches. 197

To ensure fair comparisons, we keep the total 198

number of LLM calls constant across all settings. 199

To match self-consistency experiments with larger 200

N, we introduce a modified debate approach where 201

each model is sampled multiple times to reach 202

the same total number of model calls. While in- 203
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Method
Number of Model Calls

9 18 27

Self-Consistency: Qwen 82.55 → 82.55 | 92.65 84.41 → 84.41 | 95.59 85.39 → 85.39 | 96.76
Self-Consistency: (Q, L, M) | S: 3 76.18 → 77.16 | 89.51 - -
Debate: (Q, L, M) | R: 3 | S: 1 80.21 → 85.68 | 90.00 - -
Debate: (Q, L, M) | R: 2 | S: 3 - 86.08 → 86.08 | 95.69 -
Debate: (Q, L, M) | R: 3 | S: 3 - - 86.18 → 86.27 | 97.16

Table 1: Comparison of Self-Consistency and Multi-LLM Debate on GSM8K. This table presents accuracy
results for self-consistency and multi-LLM debate. We evaluate performance across different numbers of model
calls (9, 18, and 27) while comparing random vs log-likelihood-based tiebreak resolution. R → number of rounds,
and S → number of samples per model per round. Q → Qwen-2.5-8B, L → Llama-3.1-8B and M → Ministral-8B.
For S > 1, we ensure that only distinct responses from previous rounds are passed to the next round. Each
result is formatted as a → b|c, where: a represents accuracy with random tiebreaks, b represents accuracy with
log-likelihood-based tiebreaks, c represents the upper bound accuracy, which assumes that at least one of the
samples answers is correct. We see that debate + log-likelihood-based selection improve accuracy while requiring
fewer model calls compared to traditional self-consistency.

creasing debate rounds could achieve similar re-204

sults, prior studies indicate that debate quickly con-205

verges to a single answer, limiting its usefulness206

for uncertainty-based selection. Therefore, we cap207

debate rounds at 3.208

Majority Selection with and without Log-209

Likelihood: As shown in Table 1, log-likelihood-210

based selection method improves accuracy by 6.8%211

over random selection in multi-LLM debate set-212

tings with just 9 total LLM calls. While the gains213

are smaller for larger N, our primary focus is on214

demonstrating the effectiveness of log-likelihood215

selection in low-cost multi-LLM settings with lim-216

ited model calls.217

Test-time cost efficiency with log-likelihood: As218

shown in Figure 2, our log-likelihood-based se-219

lection consistently outperforms self-consistency220

with fewer LLM calls, validating its effectiveness.221

Across different number of model calls, multi-222

LLM debate with log-likelihood selection proves223

superior to single-LLM self-consistency, demon-224

strating that multi-LLM systems can be highly ef-225

fective when designed to leverage model diversity226

efficiently.227

5 Conclusion228

We introduced a log-likelihood-based selection229

framework to enhance reasoning in multi-LLM de-230

bate. By leveraging uncertainty estimation, our231

method selects the most confident response, re-232

ducing reliance on costly external verifiers and ex-233

tensive self-consistency sampling. Our approach234

outperforms random selection and majority voting235

with fewer LLM calls, making it a cost-effective 236

solution. Additionally, we highlight the benefits 237

of diverse model reasoning in multi-LLM debate. 238

Future work can explore adaptive sampling and 239

extend our method to broader reasoning tasks. 240
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Figure 2: In this plot, we show accuracy (on GSM8K)
as a function of number of LLM calls made for both
majority vote selection and our method of selection. Ma-
jority voting uses random sampling (default) in case of
a tie whereas our method uses log-likelihood based se-
lection. For self-consistency on single LLM, we plot the
accuracy for model calls ranging from num_calls = 6
to num_calls = 27. Using log-likelihood based selec-
tion for debate, we not only improve performance
significantly but we also see that we require a much
lower number of LLM calls to achieve the same accu-
racy as self-consistency. We evaluate the multi-agent
debate setting for num_calls = 9, 18, 27. Another
important thing to observe is that both random and log-
likelihood based selection converge to same accuracy as
the number of LLM calls increases.
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6 Limitation241

Our method is primarily effective in low-cost set-242

tings, where the number of LLM calls is limited.243

In high-cost settings—where a large number of re-244

sponses can be generated—the likelihood of a non-245

majority-voted answer decreases. As a result, the246

effectiveness of our log-likelihood-based selection247

in improving performance over random selection248

diminishes significantly.249

Additionally, our approach is specifically de-250

signed for multi-LLM settings, where diverse mod-251

els generate a broader range of responses. This252

diversity encourages deeper reasoning and explo-253

ration of alternative answers, increasing the likeli-254

hood of finding and converging on the correct solu-255

tion. In such scenarios, our selection method is par-256

ticularly valuable in identifying the most confident257

response among the generated outputs. However,258

in single-LLM self-consistency settings, where the259

responses are inherently less varied, our method260

may provide limited benefits.261
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