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Abstract

Argumentative Relation Classification is the001
task of determining the relationship between002
two arguments within the context of an argu-003
mentative dialogue. Existing models in the004
literature rely on a combination of lexical fea-005
tures and pre-trained Large Language Mod-006
els (LLMs) to tackle this task; while this ap-007
proach is somewhat effective, it fails to take008
into account the importance of pragmatic fea-009
tures such as the illocutionary force of the ar-010
gument or the structure of previous utterances011
in the discussion. In this work, we introduce012
ArguNet, a new model for Argumentative Re-013
lations Classification which relies on a combi-014
nation of Dialogue Acts and Dialogue Context015
to obtain a more nuanced understanding of an016
argument’s stance. We show that our model017
achieves state-of-the-art results on the Kialo018
benchmark test set, and provide evidence of its019
robustness in an open-domain scenario.020

1 Introduction021

Argumentative Dialogues are discussions between022

two or more parties involving an opinionated topic,023

i.e. any topic which may divide the interlocutors024

into a number of conflicting opinions. These dis-025

cussions are usually different from ordinary conver-026

sations, in that the speakers’ goal is usually to con-027

vince their interlocutor of their own point of view028

by defending their own stance and attacking their029

opponent’s arguments. Figure 1 shows an example030

of a debate from the Kialo online debate platform.031

A key aspect in the study of Argumentative Dia-032

logues is identifying the relationship between an033

argument step in the discussion and preceding argu-034

ment steps introduced by other speakers; this task035

is commonly referred to as Argumentative Relation036

Classification (Stab and Gurevych, 2014), or some-037

times Argument Polarity Prediction (Cayrol and038

Lagasquie-Schiex, 2005) when it only involves a039

binary classification between two possible relations.040

In this work, we will use the term Argumentative 041

Relation Classification, to avoid any confusion 042

with similar tasks such as Sentiment Analysis or 043

Stance Classification. 044

Figure 1: An example of a debate from the Kialo online
debate platform. Green nodes agree with the original
thesis (in blue), while red nodes disagree with it. Nodes
are annotated with the argumentative move that they
perform on their parent node in the graph (i.e. Support
or Attack). Users annotate their own stance towards the
thesis, as well as their argumentative move towards the
node they are interacting with.

Existing works in the literature that aim at 045

solving this task usually rely on either hand-crafted 046

syntactic and lexical features (Stab and Gurevych, 047
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2014; Lenz et al., 2020), pre-trained Large048

Language Models (LLMs) (Agarwal et al., 2022)049

or both (Cocarascu et al., 2020). While these050

models are becoming increasingly accurate,051

there are some shortcomings in their approach:052

they often ignore any non-lexical aspect of053

the dialogue, which hinders their capability to054

correctly understand the conversation. They have055

limited understanding of the surrounding context056

of the argument, and struggle to take long-term057

dependencies into account. Finally, they are often058

tested in a domain-specific scenario in which059

the system learns to predict relations between060

arguments that belong in the same dataset it was061

trained on; this makes it hard to correctly assess062

their capability to adapt to unseen conversations,063

which is crucial for practical applications such064

as the development of Automated Dialogue Agents.065

066

In this work, we explore the hypothesis that con-067

textual information and pragmatic features (such068

as Dialogue Act Tags) can be highly beneficial in069

increasing the accuracy of Argumentative Relation070

Classification models. We also aim at analysing071

how much existing models can generalise to072

entirely unseen topics of discussion, and how these073

features can help a model become less dependent074

on its training domain. There is evidence in the075

literature that Dialogue Act Tags may be used as076

a feature to improve a model’s understanding of077

the argumentative structure of a debate (Petukhova078

et al., 2016; Budsziyska et al., 2014). There079

is also evidence that contextual information is080

highly beneficial for Argument Mining tasks and,081

more specifically, to increase the accuracy of082

Argumentative Relation Classification models083

(Agarwal et al., 2022).084

085

We build on this existing evidence and introduce086

ArguNet, a novel neural architecture for Argumen-087

tative Relation Classification that relies on on a088

combination of Dialogue Acts and a specialised089

encoding of the previous nodes in the debate.090

ArguNet uses ISO 24617-2 Dialogue Acts (DAs)091

annotated with the DASHNet architecture (Mezza092

et al., 2022) to enrich the input utterances with093

additional syntactic and pragmatic information.094

BERT (Devlin et al., 2018) is used to encode095

the enriched input utterances into dense sentence096

embeddings, with the addition of Utterance Ma-097

nipulation Strategies from (Whang et al., 2021) to098

further increase the effectiveness of the contextual099

embeddings from BERT. Our approach is trained 100

and tested on data from the Kialo online debate 101

platform, a high-quality, publicly-available source 102

of conversations annotated with argumentative 103

relations. We use the same Kialo scrape introduced 104

by (Agarwal et al., 2022); however, instead of 105

shuffling the arguments and dividing them in a 106

training and test split, we split at the debate level, 107

so that arguments from the same debate will not 108

appear in different splits. This is done to test the 109

hypothesis that existing models identify lexical 110

information in the training debates and are able 111

to use this information when tested on arguments 112

from the same debates. We also sampled an 113

additional, smaller collection of Kialo debates 114

called KialoAbortion that involve discussions 115

on reproductive rights, which we use to further 116

test our hypothesis that Argumentative Relation 117

classification is highly sensitive to the topic of the 118

classified arguments. 119

120

In our experimental section, we provide evidence 121

that the ArguNet architecture achieves state-of-the- 122

art results on the Kialo dataset; we also provide 123

evidence that our model outperforms existing mod- 124

els in the literature when tested on debates from 125

the KialoAbortion test set, which shows how Ar- 126

guNet can generalise to unseen domains better than 127

existing architectures. 128

2 Related Work 129

The formal study of argumentative discussions is 130

known in the literature as Argumentation Theory 131

(van Eemeren et al., 1996) and it has been the 132

subject of interest of various disciplines, including 133

logic, rhetoric and philosophy. (Walton, 2009) 134

divides argumentative study into four separate 135

tasks: identification, which involves identifying 136

Argumentative Dialogue Units (ADUs) in a 137

dialogue and inserting them into a pre-determined 138

argumentation scheme; analysis, which deals 139

with identifying premises and conclusion of each 140

argument; evaluation, which involves assessing 141

an argument’s quality and persuasive power; and 142

invention, which involves the creation of novel 143

arguments for the debate. In this work we will 144

focus on the task of identification, and propose 145

a method to insert pre-constructed ADUs in an 146

argumentation scheme. 147

148

The identification of a logical structure for 149
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reasoning goes back to the seminal works by150

(Pollock, 1987) and (Nute, 1988), which intro-151

duced Defeasible Logic, a formalism in which152

conclusions are supported by premises that may no153

longer be justified when additional premises are154

introduced. (Dung, 1995) introduced an abstract155

theory of Acceptability of Arguments in which156

arguments are seen as a set of logical statements,157

and each argument can be accepted or defeated158

depending on whether it clashes with other159

arguments. (Prakken, 2010) elaborated on this160

theory and presented a framework for structured161

arguments in which arguments can be supported162

with premises that justify their validity, and other163

arguments can attack the speaker’s viewpoint by164

either attacking the argument directly, or one of165

its premises. (Cabrio and Villata, 2012) combine166

textual entailment and argumentation graph into167

a unified framework that aims at automatically168

detecting accepted and defeated arguments based169

on the entailment between them. (Lenz et al.,170

2020) adopted this scheme in their study on171

Argumentative Relation Classification on the Kialo172

corpus, and defined Default Inference and Default173

Conflict relations between arguments that support174

and attack each other respectively. The scheme was175

adopted by (Fabbri et al., 2021), who use Natural176

Language Inference models to directly compute177

Argumentative Relations. This approach, however,178

does not distinguish between the semantic problem179

of determining logical relations between argument180

steps and the pragmatic problem of determining181

dialogue moves in a sequence of contributions in a182

debate.183

184

(Rosenfeld and Kraus, 2016) introduced a185

graph-like scheme for argumentative moves in a186

debate called the Bipolar Argumentation Graph187

(BAG), in which claims are represented as nodes188

in a weighted graph, and can be supported by189

other claims or premises that can either Support190

or Attack each other. Figure 2 shows the BAG191

scheme as illustrated in (Rach et al., 2019), one of192

the works that adopt it. As the Kialo dataset uses193

a graph-like structure that resembles a BAG, we194

will sometimes use their terminology in this work,195

particularly when referring to the argumentative196

moves between argument nodes.197

198

Automatic annotation of argumentation schemes199

through Machine Learning algorithms has been200

studied extensively in recent years. One of201

Figure 2: The Bipolar Argument Graph argumentation
framework, as illustrated in (Aicher et al., 2021).

the earliest examples of a formal approach to 202

Argumentative Relation Classification is (Cabrio 203

and Villata, 2012), which proposes an approach 204

based on Textual Entailment. (Naderi and Hirst, 205

2016) uses a combination of Skip-Thought Vectors 206

and Cosine Similarity to predict argumentative re- 207

lations in parliamentary debates; their work is one 208

of the earliest that takes advantage of pre-trained 209

word embeddings for this task. (Cocarascu and 210

Toni, 2017) propose a neural architecture based 211

on Long-Short Term Memory cells to annotate 212

a multi-topic corpus which included debates on 213

movies, technology and politics; they formulate 214

the problem as a three-way classification problem 215

between the classes Attack, Support and Neither. 216

(Cocarascu et al., 2020) proposed a set of strong 217

baselines for argumentative relation prediction in 218

a dataset-independent setting, which included an 219

attention-based model and an autoencoder. Their 220

emphasis on dataset-independent classification 221

is highly relevant to our work; however, they do 222

not analyse the difference between in-domain and 223

out-of-domain accuracy for their model and they 224

do not provide details on how they split their data 225

when separating training and test sets. 226

227

Recently, (Agarwal et al., 2022) proposed 228

GraphNLI, a graph-based neural architecture that 229

uses graph walking techniques to obtain contextual 230

information, which is then encoded with RoBERTa 231

embeddings (Liu et al., 2019). Their model was a 232

source of inspiration for our work, as it shares our 233

reliance on context encoding for Argumentative 234

Relations Classification; however, their approach 235

does not use pragmatic features like Dialogue 236

Acts, and it also uses weighted averaging for 237

embeddings rather than relying on a structured 238

approach for context encoding, which we argue 239

is less effective when trying to capture contextual 240

information. Finally, some of their graph-walking 241
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techniques rely on visiting neighbouring nodes242

or even future nodes in the discussion, which243

is not suitable for a real-life application like an244

interactive debater or a Spoken Dialogue System.245

246

The idea of adopting Dialogue Acts as input247

features for Argument Mining systems has been248

investigated before in the literature. (Fouqueré and249

Quatrini, 2013) proposed a unified framework for250

argumentative analysis and inference which used251

Dialogue Acts as part of the argumentation scheme,252

and used it to annotate a discussion from (Prakken,253

2008). (Budsziyska et al., 2014) introduced In-254

ference Anchoring Theory (IAT), a framework de-255

signed to model arguments via a combination of256

argumentative moves and the dialogue acts associ-257

ated with them. Both of these works utilised Dia-258

logue Act schemes that are difficult to adopt due259

to the scarcity of annotated data. (Petukhova et al.,260

2016) use ISO 24617-2 Dialogue Acts as part of261

a model designed to understand the argumentative262

behaviour of participants in a debate in order to pre-263

dict its outcome. Their study provides some useful264

insights on how ISO 24617-2 Dialogue Acts can be265

used to model an argumentative discussion; how-266

ever, their model is limited by the use of outdated267

Machine Learning methods for the task and was268

only tested on a limited number of debates. In our269

work, we also decided to adopt ISO 24617-2 Dia-270

logue Acts due to their flexible, multi-dimensional271

and domain-independent taxonomy; we rely on272

the DASHNet model from (Mezza et al., 2022)273

which achieved state-of-the-art accuracy on vari-274

ous benchmark test sets. Their work also provides275

a detailed overview of previous works in Dialogue276

Act annotation and DA taxonomy design.277

3 Methodology278

3.1 Task Definition279

Given an argument contribution Aj , which can be280

comprised of one or more sentences, and the list281

of nodes Pj connecting it to the thesis node T ,282

which we will call the Context of the argument, we283

define Argumentative Relation Classification as284

the task of automatically identifying the weight of285

the edge Ej = (Aj , Aj−1), which represents the286

argumentative relation Rj,j−1 between Aj and its287

preceding node in the debate, Aj−1. We modeled288

this task as a Statistical Machine Learning model289

and designed a Neural Network architecture called290

ArguNet, which we describe in Section 3.3.291

3.2 Data 292

For this study, we chose to work with data from the 293

Kialo online debate platform 1. We have decided 294

to use Kialo because it is a highly-curated platform 295

with moderated arguments and a vote system for 296

posts, which minimizes the amount of noise, ad 297

hominem attacks and other irrelevant information 298

in the arguments. Moreover, as the dataset is mod- 299

erated, it is free of indentifiable information about 300

individuals or offensive content. Kialo debates are 301

organised in a weighted graph-like structure: nodes 302

in the graph represent individual, fully-formed 303

arguments from a single participant in the debate 304

and are called Contributions. Contributions are 305

linked together with weighted edges, with the 306

weights representing the Argumentative Relation 307

between the two contributions linked by the edge. 308

Every debate graph forms a tree-like structure, 309

with the thesis being debated as the root node 310

of the tree; dialogues have multiple participants, 311

and the participants construct the tree structure 312

collectively as they debate. 313

314

We use a scrape of Kialo introduced in (Agarwal 315

et al., 2022), which we refer to as KialoDataset 316

This is a complete scrape of the website as of 317

January 2020, and contains about 1,400 debates 318

in total. We also collected our own scrape of 319

the website, which we refer to as KialoAbortion, 320

focusing on a specific topic; we chose to focus 321

on Reproductive Rights, as this is a very popular 322

and polarising debate topic at the time of writing. 323

We collected 40 debates related to the topic via a 324

combination of keyword extraction and manual 325

filtering. Table 1 contains some quantitative 326

information on our splits. 327

328

Dataset # of Debates # of
contributions

KialoDataset (train) 1,051 231,945

KialoDataset (test) 278 53,699

KialoDataset (valid) 141 25,594

KialoAbortion (train) 27 8,970

KialoAbortion (test) 13 1,614

Table 1: Quantitative information about our data splits.

We divided our datasets into a 75% train split, a 329

15% test split and a 10% validation split. Experi- 330

1https://www.kialo.com/
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Figure 3: The ArguNet architecture.

ments in the literature sometimes split the debates331

without preserving their integrity; this Single Con-332

tribution splitting strategy produces splits which333

may contain argument contributions from the same334

debates. In contrast to that approach, we adopt a335

Whole Debate splitting strategy and split our data336

at the debate level, meaning that each split contains337

whole debates and contributions from the same de-338

bate do not appear in different splits.339

3.3 Model340

In this section we will outline the details of the341

ArguNet model, our neural architecture designed342

for Argumentative Relation Classification. Figure 3343

provides an overview of the architecture. ArguNet344

is a transformer-based architecture with a few345

enhancements designed to increase its accuracy346

when dealing with argumentative data. It uses347

BERT (Devlin et al., 2018) to produce dense348

embeddings of each token in the input arguments.349

In order to increase the model’s ability to correctly350

understand each argument’s underlying meaning,351

we enhanced the input of ArguNet with ISO352

24617-2 Dialogue Act Tags extracted with the353

DASHNet architecture (Mezza et al., 2022). We354

chose the DASHNet classifier because of its355

multidimensional and open-domain nature, which356

suits our use case very well; moreover, the model357

uses data from the Internet Argument Corpus358

(Abbott et al., 2016; Walker et al., 2012), which is359

similar in nature and scope to the Kialo data.360

361

ArguNet also uses Utterance Manipulation 362

Strategies (UMS) from (Whang et al., 2021) to 363

obtain a better encoding of the context of the 364

arguments to classify: special "[INS]" and "[DEL]" 365

tokens are randomly inserted in the input and the 366

corresponding utterance is either removed (in the 367

case of "[DEL]") or erroneously inserted in the 368

wrong spot (in the case of "[INS]"). The network 369

has separate loss functions that control its learning 370

of the correct UMS tags; this is combined with the 371

classification loss from the final Softmax classifier, 372

and the losses are averaged together to produce the 373

final loss of the network. These strategies were 374

originally introduced within the scope of Response 375

Selection models to enhance their understanding 376

of the history of the discussion; however, we chose 377

to use them as the underlying principle of UMS 378

should also apply to our task. 379

380

Our input is an argument contribution 381

AN = T1, ..., TN , where Ti is the i-th token 382

of the contribution, together with its context 383

CAN
= AN−1...AN−k, where k is the context 384

window size of our model. We keep the window 385

size at 5, following evidence in the literature 386

that this is the optimal amount of context for 387

an Argumentative Relation Classification model 388

(Agarwal et al., 2022). We also only utilise argu- 389

ment contributions that directly preceded the target 390

contribution in the debate, as opposed to alternative 391

branches in the graph or future arguments in the 392

discussion; this is done to make our model suitable 393

for a real-life application in which future arguments 394

may not be available for the analysis. Our data 395

is pre-annotated with the DASHNet architecture 396

to obtain a DA-enriched argument contribution 397

AN = T1, ..., TN , [SEP ], DA1, ..., DAM . Each 398

contribution in the context is also annotated with 399

its DA tags. Note that DAs extracted from the 400

DASHNet model are multi-dimensional, therefore 401

there may be multiple tags for a single contribution. 402

The input is then reshaped to utilize Utterance 403

Manipulation Strategies (UMS), similarly to the 404

UMS-ResSel model introduced in (Whang et al., 405

2021). We only utilize Insertion and Deletion 406

strategies, as we found in our experiments that the 407

Search strategies did not impact the accuracy of 408

the resulting model when the other two strategies 409

were present. For the insertion strategies, a target 410

argument contribution in the context is randomly 411

removed from its original position and placed at 412
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the end of the context window. Special [INS] token413

are placed before each contribution in the context414

to encode whether the target contribution should be415

placed in that position. Target values for the [INS]416

tokens are 1 for the position in which the target417

argument contribution originally belonged, and 0418

for all other tokens. For the deletion strategies,419

a random outlier contribution from a different420

context window is randomly placed in a random421

place in the context. Special [DEL] tokens are422

placed before each argument contribution in the423

context to encode whether that contribution is the424

outlier argument or not.425

426

The input is concatenated with its UMS-427

enhanced context and they are all passed to the428

BERT model, which produces embeddings for each429

token in the input (including the DA tags and the430

UMS tokens). A binary cross-entropy loss function431

is applied to the UMS tokens to determine whether432

the network correctly guessed the positions of the433

argument contributions in the context. The tokens434

are then stacked together to produce a dense input435

representation which is then fed to a Softmax Clas-436

sifier similar to the one used in Sentence-BERT437

(Reimers and Gurevych, 2019). The final loss of438

the model is the sum of the classification loss and439

the UMS losses.440

4 Experiments and Results441

In this section, we illustrate the results of our ex-442

perimental study. We ran two sets of studies for443

these experiments: the first one was aimed at assess-444

ing ArguNet’s accuracy when trying to determine445

the Argumentative Relation between two argument446

contributions, and compare it to existing methods447

in the literature, while the second one aimed at448

measuring how much our model and existing mod-449

els rely on domain-specific lexical information in450

order to produce their prediction. Both these sets451

of experiments involved the same models:452

• Majority Baseline: this is just the frequency453

of the most likely argumentative move in the454

dataset. As this is a binary classification task455

with a reasonably balanced dataset, the major-456

ity baseline sits around 50% for both our test457

sets458

• ReCAP: this is a model trained and tested459

on the Kialo corpus, originally introduced in460

(Lenz et al., 2020) as part of a larger study461

on argument mining pipelines to transform 462

textual arguments into argument graphs. The 463

authors trained various machine learning mod- 464

els to predict the relation type between Kialo 465

posts. We report results for their XG Boost- 466

ing model, which is the most accurate based 467

on our replication study, and used the code 468

released by the authors under the Apache Li- 469

cense, which was suitable for the purpose of 470

this work. 471

• BERT-1: this is the result of fine-tuning the 472

BERT model on the Kialo dataset, using a sin- 473

gle argument contribution as the context win- 474

dow (k = 1). A softmax classifier is applied 475

to the output BERT embeddings to produce 476

the final output. 477

• BERT-5: this model is the same as BERT-1, 478

but the context window length is increased to 479

5. 480

• UMS: this is a slight variation of the UMS- 481

ResSel model introduced in (Whang et al., 482

2021) and originally intended for the task of 483

Response Selection. We used the code re- 484

leased by the authors under the CC BY-SA 485

license, which was suitable for the purpose 486

of this work. We changed the final layer of 487

the network to predict binary logits instead of 488

ranks for response candidates. 489

• GraphNLI: this is the GraphNLI model as 490

presented in (Agarwal et al., 2022). We used 491

the code released by the authors under the 492

MIT license, which was suitable for the pur- 493

pose of this work. We use the weighted sum 494

average method for aggregation, as it is the 495

one that achieves the highest accuracy, and 496

use the Weighted root-seeking path with a con- 497

text length of 5. As described in Section 3.2, 498

we altered the training and test splits of the 499

Kialo dataset to keep debates intact, rather 500

than randomly shuffling the argument contri- 501

butions and splitting them; because of this, 502

while we were able to replicate the authors’ 503

results with their settings, our results when 504

evaluating this model are different from the 505

ones they reported. 506

• GraphNLI-DA: this is the same as GraphNLI, 507

but we altered the input to also use Dialogue 508

Act (DA) tags. We used the "<s/>" token 509

to separate the input argument contributions 510
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from their DA tags, and added the list of511

DASHNet DA tags as extra special tokens to512

the RoBERTa tokenizer that the authors use.513

• ArguNet: our model as described in section514

3.3.515

In our initial plans we were aiming at combining516

the GraphNLI architecture with UMS tags; how-517

ever, we decided against it as the two approaches518

were not compatible from an architectural or the-519

oretical perspective. We also did not implement520

alternative versions of UMS, GraphNLI and Ar-521

guNet with context length equal to 1: as these mod-522

els are built around using contextual information523

in their architecture, removing such information524

would have made these architecture meaningless525

without a history of previous utterances.526

4.1 Implementation Details527

We trained our models on Google Colab, using an528

NVIDIA A100 GPU with the "High RAM" setting.529

Training of our models took a total of roughly 400530

GPU Hours, which includes all the re-trainings we531

had to do for our various experiments. We trained532

the UMS and ArguNet models for 20 epochs, but533

implemented early stopping with a patience of 3534

(most models finished training between epochs 8535

and 12). We use a Dropout rate of 0.8 for the536

final classification layer, a learning rate of 3e-05537

and AdamW optimiser with epsilon value of 1e-538

8. We used BERT with 12 hidden layers, and an539

embedding dimension of 768, with a Dropout rate540

for its attention layer of 0.1. We validated all of541

these hyperparameters using the validation set of542

the KialoDataset. The original UMS-ResSel paper543

experimented with different weights for the UMS544

losses and the classification loss; we tried altering545

these values, but found that the best performing546

model was the one combining all losses with a ratio547

of 1.0. For the GraphNLI model, we maintained548

the original settings as detailed in the original paper549

(Agarwal et al., 2022), including hyper-parameters550

and number of epochs.551

4.2 Argumentative Relation Classification552

We trained various models from the literature553

on the combined train splits of the KialoDataset554

and KialoAbortion datasets, and measured their555

results to the ones obtained by the ArguNet556

model. We use accuracy as a metric and test on557

both the KialoDataset and KialoAbortion test558

sets separately. All the models were trained and559

tested on the same data, and were trained with the 560

Whole Debate splitting strategy (i.e. contributions 561

from the same debate are kept in the same split). 562

Because of this reason, some of the results we 563

obtained are slightly different from the ones 564

reported by the original authors of the respective 565

papers. Table 3 shows the results of our study. 566

567

The results confirm our hypothesis that 568

contextual information is highly beneficial for 569

Argumentative Relation Classification: the BERT-5 570

model shows a significant improvement when 571

compared to BERT-1, especially when tested 572

on the KialoAbortion dataset, where it shows a 573

4.1% increase in accuracy. The results also show 574

that an unstructured encoding of the context is 575

less effective than a specialised encoding, as the 576

model based on Utterance Manipulation Strategies 577

(UMS) outperforms the BERT-5 model on both 578

the KialoDataset and KialoAbortion corpora, with 579

a 1.5% and 0.5% accuracy increase respectively. 580

Moreover, the Dialogue Act feature appears to 581

be highly beneficial to the classification for both 582

the GraphNLI-DA and ArguNet models; this is 583

particularly evident in the GraphNLI-DA model, 584

which exhibits a 2.2% increase in accuracy on the 585

KialoAbortion test set, and a 1.7% increase on the 586

KialoDataset corpus when compared to the base 587

GraphNLI model. This follows our hypothesis 588

that Dialogue Act Tags provide an input signal 589

that correlates with Argumentative Relation types. 590

The DASHNet model uses data from the Internet 591

Argument Corpus V2 (IAC) (Abbott et al., 2016; 592

Walker et al., 2012) ; as this corpus contains 593

argumentative discussions that are similar in scope 594

and style to those found in Kialo, this may also 595

have helped the classification further. 596

597

4.3 In-domain vs Out-of-domain accuracy 598

One of the main hypotheses that led to the design 599

of the ArguNet architecture is that existing models 600

in the literature largely rely on lexical information 601

from their training corpora, which makes them less 602

accurate when annotating debates on entirely un- 603

seen topics. In order to test this hypothesis, we 604

compared the results of our implemented models 605

when trained with and without the KialoAbortion 606

training data. We used accuracy on the KialoAbor- 607

tion benchmark test set as a metric. Table 2 shows 608

the results of this study. 609

Results indicate that the ArguNet architecture 610
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Model Accuracy
(KialoDataset)

Accuracy
(KialoAbortion)

Majority Baseline 54.7% 54.5%

ReCAP

(Lenz et al., 2020) 66.8 % 64.1%

BERT-1

(Devlin et al., 2018) 79.7% 74.4%

BERT-5 80.2% 78.5%

GraphNLI

(Agarwal et al.,
2022)

79.9% 78.9%

UMS

(Whang et al., 2021) 80.7% 80.0%

GraphNLI-DA 81.6% 81.1%

ArguNet
(our model) 82.1% 81.6%

Table 2: Argumentative Relation Classification results
for the ArguNet model, compared with other models in
the literature. We replicated all models for this work,
and managed to replicate the original authors’ results.

outperforms existing approaches in the literature611

on both the in-domain and out-of-domain settings,612

while maintaining a relatively low difference in ac-613

curacy when trained with and without in-domain614

data. Moreover, it is noteworthy that models that615

utilise contextual information and other non-lexical616

features seem to be less prone to accuracy loss617

when trained without in-domain data; for example,618

the BERT-5 model has a 1.7% accuracy loss when619

trained without in-domain data, while the BERT-1620

model has a significant 5.3% accuracy loss. More621

sophisticated models like GraphNLI, UMS or Ar-622

guNet which use contextual and Dialogue Act fea-623

tures have even lower differences in accuracy. This624

appears to validate our hypothesis that models that625

rely solely or mainly on lexical features are more626

prone to committing annotation errors when com-627

pared to models that adopt a more sophisticated628

encoding of the input.629

5 Conclusions630

In this work, we introduced a neural architecture631

called ArguNet which is optimised for the analy-632

sis of Argumentative Relations between argument633

contributions in online debates. We showed how it634

achieves state-of-the-art results when tested on the635

Kialo dataset of online debates, and provided evi-636

dence that its defining features, namely the use of637

Dialogue Acts and well-structured encoding of the638

Model OOD
training

In-
domain
training

difference
(%)

ReCAP

(Lenz et al.,
2020)

62.3 % 64.1% 1.8%

BERT-1

(Devlin et al.,
2018)

72.3% 74.4% 2.1%

BERT-5 77.3% 78.5% 1.2%

GraphNLI

(Agarwal et al.,
2022)

78.8% 79.9% 1.1%

UMS

(Whang et al.,
2021)

79.4% 80.0% 0.6%

GraphNLI-DA 80.2% 81.1% 0.9%

ArguNet
(our model) 80.9% 81.6% 0.7%

Table 3: Difference in accuracy between our imple-
mented models when trained with and without in-
domain data. All models were tested on the KialoAbor-
tion test set.

context of the conversation, are highly beneficial 639

for the task at hand. Finally, we showed how its 640

architecture is more robust to out-of-domain classi- 641

fication when compared to existing approaches in 642

the literature, and provided a comparison between 643

in-domain and out-of-domain performance for all 644

of our baselines. 645

5.1 Limitations and Future Work 646

The ArguNet architecture currently uses Dialogue 647

Acts as an input feature that is annotated offline 648

with the DASHNet Dialogue Act Tagger. We plan 649

to refine its architecture to incorporate the DA tag- 650

ging as part of its internal annotation, so that in- 651

formation about the argumentative relations can 652

backtrack through the weights of the DA tagger 653

and further increase its accuracy. The model is 654

currently unable to determine the position of an 655

input contribution in the graph, as it only predicts 656

the Argumentative Relations between contributions. 657

Argumentative Relations are a useful input feature 658

that could be used for a variety of different tasks; 659

we plan to experiment with how they can be used 660

as part of a Dialogue Agent that can converse about 661

opinionated topics and use the ArguNet architec- 662

ture to understand a user’s stance on a topic and pro- 663

vide meaningful and relevant counter-arguments. 664
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