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The Biological Memory Effect in
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Abstract—Microbial fuel cells (MFCs) are electrochemical
fuel cells that directly convert the chemical energy of organic
compounds in biomass into electrical energy. Due to their
self-sustainability, direct current output, and fast response,
MFC biosensors have the potential for long-term environmen-
tal monitoring applications. For the first time, we report a
biological memory effect (BME) in MFC biosensors during
repeated toxin injections. The toxin response of the biosen-
sors generally weakens over repeated toxin stimuli injection
at low concentrations. Experimental results demonstrate that
the current drop of the second and third toxin injection
is only 48.88% and 28.13%, respectively, of the first toxin
injection on average. To investigate this BME, an ordinary
differential equation (ODE) model is established. By fitting
ODE model parameters to the experimental results, the model
successfully simulates the experiments and the BME. This
ODE model has good potential to compensate for the BME
with its predictive ability, and it may potentially correct inac-
curacies that accrue during long-term environmental monitoring for MFC biosensors. The current research paves the way
for implementing MFC biosensors for long-term environmental toxic chemical detection.
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Index Terms— Biological memory effect (BME), biosensor, long-term monitoring, microbial fuel cell (MFC), toxin
detection.

I. INTRODUCTION23

M ICROBIAL fuel cells (MFCs) are bio-organic elec-24

trical devices composed of specific types of living25

bacteria, known as exoelectrogens or anode-respiring bacteria,26

which has the unique capability of transferring electrons27

generated during the metabolic process to outside its outer28
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membrane [1]–[3]. Among all the microbes that can be imple- 29

mented for MFC, Geobacter sulfurrducens is one of the most 30

widely studied bacteria species due to its high current and 31

power density. A typical two-chamber MFC is composed of 32

one anode (anolyte filled) and one cathode (catholyte filled) 33

chamber separated by a proton exchange membrane (PEM). 34

The bacteria reproduces on the anode electrode and forms 35

a biofilm, which decomposes organic material to generate 36

electrons by the respiration process and transports the electrons 37

to anode via extracellular electron transfer (EET) [4]. The 38

power density of MFC can reach up to 7.72 W/m2 and 39

11 220 W/m3 [5], [6]. The MFCs have been widely studied 40

in the fields of biomass to electricity conversion, waste water, 41

and environmental treatment in the past two decades [7]–[11]. 42

A main emerging application for MFCs is environmental 43

long-term monitoring for the existence and concentration of 44

toxic substances. Environmental monitoring is critical for the 45

health of the environment, wildlife, and humans that may 46

be exposed to these toxic substances [12], [13]. Although 47

many other technologies have been reported to be ready for 48

environmental monitoring [14]–[16], these methods cannot 49

support long-term and consecutive monitoring due to the 50

need to collect samples back to the lab or perform measur- 51

ing on-site. Long-term toxic substance monitoring requires 52
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self-powered, low-maintenance devices that can be easily53

deployed in the field.54

MFCs have strong potential to serve as long-term toxic55

substance detection biosensors due to their advantage of self-56

powered, low maintenance, fast response [17], high sensi-57

tivity [18], and good self-sustainability [19]. They can be58

deployed in remote regions, and the sensor will power itself59

and collect data for a long time. By acquiring nutrients directly60

from the environment, such as from flowing creek, the MFC61

can be used as an energy source to drive low-power circuits62

for data sampling, storage, and transmission. Meanwhile, the63

fuel cell itself can also be used as an environmental sensor64

to detect the toxic substance. The MFC is highly sensi-65

tive for detecting low-concentration toxin [20], [21]. Recent66

studies have shown the feasibility of MFCs for detecting67

organic toxins and heavy metal ions for a short time [22],68

[23]. Pasternak et al. [24] implemented a self-powered MFC69

biosensor for online monitoring biological oxygen demand.70

Their MFC biosensor utilized the signal frequency to reflect71

the contaminant concentration and it continuously operated for72

150 days.73

In this article, we explore the feasibility of MFCs for74

long-term and low-concentration toxic substance monitoring.75

To the best of our knowledge, we conduct the first experiment76

where MFCs are exposed to repeated toxin injections at low77

concentrations. There are specific applications of interest such78

as fentanyl or other opioid drug detection that leverage toxins79

sensed in intervals. It is necessary for obtaining accurate80

toxin concentration estimation to study the effect of repeated81

low-concentration toxin injections on the MFC’s response.82

In particular, we observe a biological memory effect (BME)83

for MFCs with respect to repeated toxin injections. This84

BME is the phenomenon that the microbes progressively85

develop more significant resistance in facing repeated harmful86

stimuli. In essence, the more times the microbial community87

is exposed to an “unwanted” inhibitor, the more resistive88

they become, resulting in a decrease in the response ampli-89

tude. Other than evolution, changes in gene expression level90

and microbe community composition may also lead to this91

phenomenon as recent MFC studies have shown [25]–[27].92

To date, no research on the BME or similar phenomenon93

in long-term monitoring of MFCs has been reported. Some94

researchers have injected a series of toxins. However, the toxin95

injection period or the toxin concentration was different when96

implementing experiments [19], [28].97

In this article, we demonstrate the first experimental obser-98

vation of a BME for MFCs where the electrical current99

response to repeated toxin injections weakens over time.100

To analyze the BME, we develop an ordinary differential101

equation (ODE) model with memory components to compen-102

sate for the BME by fitting with the experimental results.103

Our modeling method provides a solution for compensating104

the biosensor toxin response variation caused by the BME.105

The modeling method also provides a potential solution for106

adopting other living entities as environmental and toxin107

monitoring biosensor. This work provides a potential solution108

for the problem of BME to adopt the MFC as long-term109

biosensor in the future.110

II. EXPERIMENTAL PROCEDURE 111

A. Microscale MFC Biosensor Fabrication 112

In this study, we adopt our previously published microscale 113

MFC structure for proceeding experiments. Two glass slides 114

(microslides, 4.6 × 2.6 × 0.1 cm3, VWR) are used for 115

electrode base of the anode and cathode. After drilling two 116

through holes in the middle of glass slide for microfluidic 117

inlet and outlet, Cr/Pt (20 nm/200 nm) films were deposited 118

via sputtering (Emitech K675XD Turbo Sputter Coater). Then, 119

the nanoports (10-32 coned, IDEX Health & Science) were 120

aligned and glued to the two holes on the other side of glass 121

slide. The microscale MFCs were assembled with a sandwich 122

structure of electrodes, rubber gaskets, and PEM. The anode 123

and cathode chambers are formed by carving a square pattern 124

on the gaskets. The thickness of the gasket is 500 μm and 125

the square pattern area is 100 mm2, so the volume of two 126

chambers both is 50 mm3 (50 μL). The MFC biosensor 127

structure diagram is shown in Fig. 1(a). 128

B. Inoculum, Anolyte, and Catholyte 129

The inoculum for the microscale MFC was obtained 130

from an acetate-fed microbial electrolysis cell (MEC), 131

which contained a Geobacter-enriched bacterial community 132

originally from anaerobic-digestion sludge. Geobacter sul- 133

furreducens accounts for 96%–98% of the microbial com- 134

munity. The anolyte was 25-mM sodium acetate medium 135

with 1680-mg KH2PO4, 12 400-mg Na2HPO4, 1610-mg 136

NaCl, 380-mg NH4Cl, 5-mg EDTA, 30-mg MgSO4·7H2O, 137

5-mg MnSO4·H2O, 1-mg Co(NO3)2, 1-mg CaCl2, 0.0001-mg 138

ZnSO4·7H2O, 0.1-mg CuSO4·5H2O, 0.1-mg AlK(SO4)2, 139

0.1-mg H3BO3, 0.1-mg Na2MoO4·2H2O, 0.1-mg Na2SeO3, 140

0.1-mg Na2WO4·2H2O, 0.2-mg NiCl2·6H2O, and 1-mg 141

FeSO4·7H2O (per liter of distilled water) (pH 7.8 ± 0.2). The 142

catholyte was composed of 100-mM potassium ferricyanide in 143

a 100-mM phosphate buffer solution (pH 7.4). 144

In this study, formaldehyde is chosen as the toxic substance. 145

The original formaldehyde solution was diluted by anolyte to 146

get different concentrations (from 10−1 to 10−5 g/L) anolyte 147

with toxin. The control anolyte (anolyte without toxin) was 148

obtained by the same diluting procedure but replace the 149

formaldehyde solution with distilled water. 150

C. Experiment Setup 151

For start-up, the inoculum was mixed with analyte by a 152

Y-connector and injected into the microscale MFC anode 153

chamber. Inoculum, anolyte, and catholyte were both injected 154

by syringe pumps, and the injection flow rate was 120 μL/h. 155

A 148-� resistor was implemented as load. The voltage drop 156

of the load resistor was measured to obtain the output current 157

of MFC. The start-up phase usually takes 3–9 days, as shown 158

in Supplemental Figure S-A1. After MFC completes the start- 159

up process, the inoculum was replaced with anolyte and the 160

injection flow rate was kept at 120 μL/h. The MFC operation 161

temperature was kept constant at 28 ◦C. The experiments were 162

carried out after the MFC output current became stable (0.9 to 163

1.2 A/m2). Fig. 1(b) shows the SEM photograph of Geobacter 164

biofilm on the electrode. 165
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Fig. 1. (a) MFC biosensor structure diagram. Bacteria digests the acetate and generates carbon dioxide (CO2), protons (H+), and electrons (e−).
Electrons pass through outer load to the cathode electrode. The protons pass through the PEM to cathode and reduce at electrode with electrons
and oxygen. The injected toxin will affect this process, which leads to the decrease of MFC output current. (b) SEM photograph of Geobacter biofilm
on the anode electrode before exposure to formaldehyde. (c) Photograph of experiment MFC device.

The injection of toxic anolyte and control anolyte was con-166

trolled by syringe pumps with a Y-connector. When injecting167

the toxic anolyte, the toxic anolyte syringe pump continues to168

pump toxic anolyte into the MFC, while the control anolyte169

syringe pump stopped. In contrast, when injecting the control170

anolyte, the control anolyte syringe pump continues to pump,171

while the toxic anolyte syringe pump stopped. Before con-172

necting the Y-connector to the device, the toxic anolyte and173

control anolyte were pumped continuously to make sure that174

there was no air inside the Y-connector.175

In order to explore the BME, each experimental set included176

three consecutive toxic anolyte injection with the same toxin177

concentration (10−4 or 10−5 g/L) and injection period (1, 3, or178

5 h), and the interval between injections start time was around179

24 h. Although different concentrations of formaldehyde solu-180

tion were prepared for experiment, only 10−4 or 10−5 g/L181

toxic anolyte was investigated. As shown in Supplemental182

Figure S-A2, a high concentration toxic anolyte of 0.1 g/L183

would kill the bacteria on the anode, and then, the MFC could184

not function after control anolyte injection.185

For experimental data collection, a DAQ (National Instru-186

ments, USB-6216, sampling rate 10 Hz) was used to con-187

tinuously record the MFC output current during the whole188

experimenting period (∼72 h). Before analyzing the data, a189

0.5-Hz low-pass filter was applied to the collected data.190

III. RESULTS 191

Five experiments were conducted by following the methods 192

described in Section II, and five original experimental results 193

are provided in Supplemental Figures S-A3–S-A7, and the 194

five experimental results are from five independent devices. 195

To perform a system biology modeling analysis for the MFC 196

biosensor in Section IV, the original results are normalized 197

by following a standard procedure in system biology mod- 198

eling [29], and certain regions, which contained measure- 199

ment artifacts not related to the experiment, were removed. 200

Fig. 2(a) and (b) shows two experimental normalized MFC 201

biosensor current versus time results; the other three results 202

are shown in Supplemental Figures S-A8–S-A10 for brevity. 203

We have shown the raw data in the Supplemental Mater- 204

ial, which provides more intuitive insights into experimental 205

results. 206

For the first injection, the output current of the MFC 207

displayed a characteristic dip due to the MFC’s response to 208

the toxic anolyte. This decrease occurs sometime after the 209

anolyte is injected due to the MFC reaction time, typically on 210

the order of 10 min. The output current decreases to a local 211

minimum and then recovers back to the base current. Typical 212

full-width at half-maximum (FWHM) measurements of the 213

peaks were around 31% of the full width. Note that the rate of 214

recovery is faster than the current decreasing. The shape of this 215
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Fig. 2. BME existence in the MFC while performing toxin detection. Normalized experimental results, MFC biosensor output current versus time, for
(a) three consecutive 5-h injections of 10−5 g/L toxic anolyte and (b) three consecutive 1-h injections of 10−4 g/L toxic anolyte. Red dots represent
injecting toxic anolyte and blue dots represent injecting control anolyte. The MFC biosensor generated an obvious response to the first injection, but
the responses to the second and third injections were much smaller or even not obvious.

MFC device response is in accordance with other experimental216

observations [17], [30], [31]. One key observation is that the217

current recovery actually starts, while the toxic anolyte is218

still being injected into the MFC. This phenomenon may be219

related to the low concentration of toxic anolyte being injected:220

the bacteria can potentially eliminate the toxin effects and221

recover. This also provides evidence why the BME occurs in222

the subsequent injections of the toxin.223

Comparing the MFC response to the second and third toxin224

injections, all five experimental results display a BME, i.e.,225

the MFC response weakens over each subsequent injection.226

Since the amount of current generated is approximately pro-227

portional to the number of active exoelectrogen, we calculate228

the relative drops in current compared to the base current229

to normalize across different experiments. We found that the230

average response due to the second injection was 44.8% of the231

first injection response, and the third response was 27.87% of232

the first injection response. In Table I, we present our analysis233

for these comparisons across the five experimental trials.234

It is natural and inevitable for living entities to alter their235

activities and behaviors in response to environmental changes.236

For bacteria, the BME can happen at different levels, including237

genome, gene expression, and community structure. Bacteria238

genome change, caused by evolution, alters the whole com-239

munity’s behavior. For example, the bacteria can generate240

antibiotic resistance after long-term antibiotic treatment [32].241

The BME can also be caused by bacteria gene expression242

levels increasing or decreasing. For example, Zhang et al. [25]243

found that the abundance of the silver resistance gene, silE,244

increases 50-fold after 41 days exposure to silver nanoparticles245

in the bacteria community. For the biosensor based on a246

mixed bacteria community, BME can also be produced by247

TABLE I
THREE DROP DEPTH COMPARISON RESULTS, ANALYZED IN

PROPORTION OF BASE CURRENT, OF FIVE

EXPERIMENTS AND THEIR FITTINGS

the shifting of dominant microbial species in the biofilm 248

community [33], [34]. 249

The main cause that induced BME in experiments is still 250

unclear to us. Antimicrobial resistance development, gene 251

expression-level change, and biofilm bacteria community com- 252

position change could all lead to this phenomenon. The bac- 253

teria community composition can change significantly within 254

a short time after exposure to toxins [26]. In a previous study, 255

it was reported that Geobacter showed strong resistance to 256

formaldehyde [35]. It has been reported that some bacteria 257

can develop antimicrobial resistance within two days [36], 258

[37]. To clarify the real cause of BME, many future studies 259

are needed, including biofilm community composition, gene 260

mutations of bacteria, and RNA-seq data on relevant gene 261

expression levels. 262

In addition, some other confounding factors cannot be 263

ignored and need to be further explored with respect to 264
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Fig. 3. (a) Theory diagram for ODE modeling. When the toxin reaches the anode chamber, the affected bacteria x will increase along with the
toxin diffusion and perfusion. The affected bacteria generate certain antitoxin substances S to reduce the impacts from toxin and speed up bacteria
self-recovery. (b) ODE model diagram based on theory diagram. ΦS, Φtox, and Φx represent the decay of S, toxin, and x, respectively. S impacts
toxin and x decay, and toxin impacts S decay. Toxin concentration Ctox impacts the x generation rate. S generation rate and MFC device output
current are the determined by x value.

the BME observed experimentally. For example, although265

the five devices in this article are fabricated with the same266

procedure, the stabilized current and toxin response strength267

are inconsistent across the devices. A community phylogenetic268

analysis may help address this problem as in previous MFC269

studies [38], [39]. What is more, ferricyanide in the cathode270

introduces another variable to the whole system, which is271

associated with the respiration process of Geobacter. Previ-272

ous studies by other researchers report that the reduction of273

ferricyanide to ferrocyanide shows a high reaction kinetics274

and supports a current density of more than 6 and 8 A/m2
275

[40]–[42], suggesting that it may not be the bottleneck for276

the BME. However, because we have not measured the reac-277

tion kinetics of ferricyanide reduction to ferrocyanide in this278

study, the ferricyanide reduction rate and its impact on toxin279

resistance for MFC bacteria need to be further studied.280

While the peak of the device response shows a BME, the281

duration of three responses has no clear trend with respect282

to BME. For example, a toxin injection with a period of283

300 min corresponded to a response duration of 350 min284

for both the first and the second injection. In addition, the285

experiments all exhibited variation in the device responses286

due to nonexperimental factors. Each MFC device, while287

fabricated with the same process, has its own characteristic288

base current, bacteria population, pressure inside the chamber,289

and so on. This is why normalization is performed before290

experimental results are analyzed.291

In summary, we demonstrate the existence of a BME across292

five experimental trials of our MFCs. Other studies [17], [19],293

[28] either perform one-time toxin injection to the system or294

increase the toxin concentration with subsequent injections as295

they study the sensor’s response. In contrast, we keep the toxin296

concentration fixed to properly isolate the BME in our exper-297

iments. Our results suggest that the existence and influence of298

BME, which may be caused by gene expression-level changing299

and antimicrobial resistance developing jointly, should be300

carefully considered when utilizing MFCs for long-term toxin301

detection.302

IV. MODELING THE BME303

In Section III, we conducted experiments that demonstrated304

the existence of a BME for MFC-based toxin biosensors.305

To gain better understanding of the dynamics of this process, 306

we follow an approach inspired by systems biology [43] and 307

control theory [44] via modeling the system as a set of ODEs. 308

A. Modeling 309

Based on the experimental results, the output current of 310

MFC biosensors did not change much after exposure to the 311

toxin, and we assume that the low concentration of toxin 312

does not kill the bacteria and not change the composition of 313

biofilm. The changes in total population and type composition 314

of biofilm were not considered during modeling. Meanwhile, 315

the external manifestation of bacterial antimicrobial resis- 316

tance developing can also be interpreted as the changing 317

gene expression levels, i.e., the appearance and expression of 318

resistant gene mutations to toxins. Therefore, we consider the 319

gene expression-level changing and antimicrobial resistance 320

developing jointly as one parameter, the resistance to toxins. 321

To model the BME, we determine the rate of toxin concentra- 322

tion change, affected bacteria ratio, and resistance to the toxin. 323

The key variables related within the structure of the MFC 324

are shown in Fig. 3(a). The Geobacter sulfurreducens forms a 325

biofilm on the electrode surface after the MFC start-up process. 326

When the toxin reaches the anode chamber, it affects the top 327

part of the bacteria film, and the affected part x will increase 328

along with the toxin diffusion and perfusion. The affected 329

bacteria metabolism is inhibited by the toxin, and thus, the 330

bacteria cannot efficiently generate electrons, which leads to a 331

decrease in sensor output current. However, as shown experi- 332

mentally, the affected bacteria over time develop a resistance to 333

the toxin’s impacts. To model this process, we assume that the 334

affected bacteria generate certain antitoxin substances (noted 335

as S) to eliminate the toxin by forming compounds with the 336

toxin so that the toxin can no longer affect the bacteria and 337

speed up bacteria self-recovery by promoting the expression 338

of certain genes to rapidly recover the damaged organelles 339

or proteins. It should be noted that substance S is merely 340

hypothesized to explain the toxin resistance, and further study 341

is needed to determine the precise biochemical process that 342

underlies this phenomenon. 343

A set of ODE equations (1)–(3) is implemented to describe 344

the relationship between three main variables: anode chamber 345
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Fig. 4. Model fitting results of (a) three consecutive 5-h injections of 10−5 g/L toxic anolyte and (b) three consecutive 1-h injections of 10−4 g/L
toxic anolyte. Red dots represent injecting toxic anolyte and blue dots represent injecting control anolyte. The fitting results show that the model can
fit the experimental results well and have the potential to compensate for the BME.

toxin concentration Ctox, the affected bacteria x , and the346

antitoxin substance S. Their relationship is diagramed in347

Fig. 3(b)348

d(Ctox)

dt
= toxinput − (dtox + kS_tox · S) · Ctox (1)349

d(x)

dt
= 1

1 + exp (−r · Ctox + rthr)
− (dx + kS_x · S) · x350

(2)351

d(S)

dt
= kS · x

S + kSshift

− (dS + ktox_S · Ctox) · S. (3)352

toxinput represents the toxin input to the sensor, dtox is the 353

toxin self-decay rate, kS_tox is the parameter describing the 354

impacts of S on toxin decay rate, dx is the self-recovery rate 355

of the bacteria, kS_x represents the impact of S on bacteria 356

recovery, dS is the self-decay rate of S, and ktox_S is the Ctox 357

impact on S’s decay rate. (ks · x/S + kSshift) in (3) encodes the 358

growth relationship of S affected by the bacteria x with rate 359

kS and kSshift is a free parameter for model fitting. 360

Moffett et al. [45] observed that dose–response relation- 361

ships in biology are typically modeled by a sigmoid function. 362

We follow this approach by modeling (1/1 + exp(−r · Ctox + 363

rthr)) as the relationship between x increasing and toxin 364
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concentration. r represents the bacteria resistance to the toxin,365

as r is smaller, the toxin resistance becomes higher. rthr is the366

bacteria response threshold to the toxin. This r is the BME367

parameter in our model, i.e., the variation of r leads to the368

presence and strength of the BME in the system.369

Equation (4) is used for describing r ’s variation as a function370

of the substance S371

dr

dt
=

⎧⎨
⎩

−kS_r · S · rbase

r
+ rrec , r > rlimit

rrec , otherwise
(4)372

where rbase is the initial value of r , kS_r is the impact of S373

on r , r limit is the minimum value possible, and rrec is the374

self-recovery rate of r . In this article, rrec = (rbase − r) ·375

10−6 is used. A piecewise function is adopted to clamp r376

to a minimum so that r cannot be negative, which causes377

unrealistic model outputs and instability.378

Finally, what we observe is the output sensor current of the379

MFC in our experiments. Ren et al. [46] proposed a model to380

describe the MFC output current relationship with biological381

and chemical parameters where output current has a linear382

relationship with bacteria amount. The same relationship is383

adopted using the following equation:384

Output current = 1 − α · x (5)385

where α is a fitting parameter.386

Our model can simulate the experiment results and repro-387

duce the BME well. After simulation and preliminary testing,388

our ODE model was used to fit actual experimental results.389

Please check “Section B—ODE model simulation” in the390

Supplementary Material for model simulation details.391

B. Fitting Results392

As discussed in the simulation section, one advantage of393

our model is that we only need to fit three free parameters to394

real experimental data: α, rbase, and kS_r . The ratio between395

the first and second toxin responses from the data is used to fit396

kS_r . Then, rbase is tuned to match the response curve shape397

of the model to the true sensor response. kS_r and rbase are398

alternatively tuned until qualitatively good results are obtained.399

Finally, α is chosen to obtain the best fit to the data. The400

fitting only depends on the first and second toxin response401

curves.402

The model fitting results for two example experimental403

trials [data: Fig. 2(a) and (b)] are shown in Fig. 4. The404

other three fitting results are shown in the Supplemental405

Figures S-A11–S-A13. All the fitting parameters are given in406

Supplemental Table S-1. Similar to the analysis for the real407

data, we also present the comparative analysis of the model408

in Table I. Based on the comparison results, all fitting results409

are within 3% of experimental results.410

It is observed that the model can fit the experimental data411

well, including the shape and depths of the toxin response412

curves. Furthermore, the fit parameters are determined only413

by the first and second peaks, while the third peak is purely414

predicted by the model. This shows the potential of the model415

as a predictor for the response of MFC-based biosensors for416

subsequent toxin injections. After calibration, our model has417

the potential to predict the expected output current drop for 418

certain toxin concentrations detected by the MFC biosensor, 419

which can get a more accurate toxin concentration result 420

other than misjudging a high concentration toxin with small 421

output current drop as a lower concentration toxin. Indeed, one 422

way to verify the model is to determine the concentration of 423

injected toxic anolyte, i.e., fitting the first two toxic injections 424

and then predicting toxin concentration for the following 425

injections. 426

V. CONCLUSION 427

For the first time, we report a BME in MFC biosensors with 428

respect to repeated toxin injections at low concentrations. It is 429

found that the first toxin stimuli injection generally leads to a 430

significant current drop, while the second and third injections 431

only showed 48.88% and 28.13% current drop of the first 432

injection on average in our experiments, respectively. An ODE 433

model for the BME is presented based on mechanistic and 434

system biology principles. The model fit the experimental 435

results well and has the potential to compensate for data from 436

MFCs with the BME. Future avenues of research include more 437

experiments investigating changes in the biofilm’s bacteria 438

community, biofilm SEM figures before and after exposure 439

to toxin, gene mutations related to antimicrobial resistance, 440

additional toxic substances and their detection with MFCs, 441

and the relationship of microbial growth and metabolic activity 442

with MFC detection. What is more, the model we built in this 443

article is a simple ODE model and is a preliminary solution. 444

This model has a lot of room for optimization and needs to 445

be supported by more experimental data. 446
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