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Abstract

Learning rate scheduling is essential in transformer training, where the final annealing plays a1

crucial role in getting the best performance. However, the mechanisms behind this cooldown2

phase, with its characteristic drop in loss, remain poorly understood. To address this, we3

provide a comprehensive analysis focusing solely on the cooldown phase in the Warmup-4

Stable-Decay (WSD) learning rate scheduler. Our analysis reveals that different cooldown5

shapes reveal a fundamental bias-variance trade-off in the resulting models, with shapes that6

balance exploration and exploitation consistently outperforming alternatives. Similarly, we7

find substantial performance variations — comparable to those from cooldown shape selec-8

tion — when tuning AdamW hyperparameters. Notably, we observe consistent improvements9

with higher values of β2 during cooldown. From a loss landscape perspective, we provide10

visualizations of the landscape during cooldown, supporting the river valley loss perspective11

empirically. These findings offer practical recommendations for configuring the WSD sched-12

uler in transformer training, emphasizing the importance of optimizing the cooldown phase13

alongside traditional hyperparameter tuning.14

1 Introduction15

Learning rate scheduling remains a critical component in training transformer-based language models. Since16

the introduction of transformers by Vaswani et al. (2017), learning rate scheduling has become standard17

practice in transformer training pipelines and remains prevalent in recent works such as Meta AI (2024) and18

DeepSeek-AI et. al (2024). Among various proposed strategies, cosine decay (Loshchilov & Hutter, 2017)19

remains one of the most commonly employed methods.20

An alternative approach, the Warmup-Stable-Decay (WSD) scheduler, has recently gained popularity. This21

method features three phases: an initial warmup phase with a linear learning rate increase, a stable phase22

maintaining constant rates, and a final decay phase reducing rates to zero. Hägele et al. (2024); Hu23

et al. (2024) demonstrated that WSD achieves performance comparable to, or better than, cosine decay24

in transformer-based language modeling. Importantly, it allows training without a predefined training length25

and enables continuation from any point in the stable phase.26

Notably, WSD-trained models exhibit loss curves that remain relatively high during the stable phase but27

drop sharply during cooldown. Previous work has provided extensive analysis of WSD parameters and their28

impact on final performance (Hägele et al., 2024) as well as the role of the warmup phase (Kosson et al.,29

2024b). However, the cooldown phase dynamics remain under-explored.30

This work aims to address this gap by investigating the behavior and impact of the cooldown stage in the WSD31

learning rate scheduler, providing insights into its effects. We propose a bias-variance framework for cooldown32

learning rate scheduling shapes, through which we explain why some shapes tend to perform better than33

others. Schematics for the proposed framework are displayed in Figure 1. The study examines hyperparameter34

effects, including AdamW’s beta parameters, weight decay strength, and batch size configurations, with35

experimental results verifying alignment between observed outcomes and the proposed framework.36
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Figure 1: Conceptual visualization of the relationship between different learning rate cooldown
shapes and their bias and variance. On the left, we show a conceptual visualization of loss surface
points in two dimensions. Colors refer to different approaches, with crosses denoting the result of independent
runs and the circles marking the mean for each method. The methods exhibit different bias-variance trade-
offs with respect to the optimum in the middle, where the variance measures the spread in the individual
solutions and the bias is the error in the mean solution. On the right, we categorize different cooldown
shapes based on their bias-variance characteristics. Here the bias is computed as the average distance to a
better reference model (obtained by longer training on the same data), whereas the variance is obtained over
experiments with different data ordering (shuffling).

2 Background: Learning Rate Scheduler37
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Figure 2: Different learning rate schedules. We
show the cosine, WSD, and linear schedules. A
warmup stage of 5% of the training length is added
to each schedule.

Learning rate scheduling is a technique used in neu-38

ral network training where the optimization algo-39

rithm’s learning rate is adjusted during training ac-40

cording to a predefined rule. Figure 2 illustrates41

various scheduling techniques.42

A warmup phase is commonly employed at the be-43

ginning of training, during which the learning rate is44

gradually increased from small values to the desired45

level. This approach allows the model to tolerate a46

higher peak learning rate during training, improves47

stability in the initial phase, and positively affects48

final performance (Kosson et al., 2024b; Kalra &49

Barkeshli, 2024).50

Cosine learning rate scheduling is a widely used tech-51

nique. This method adjusts the learning rate follow-52

ing a cosine curve, starting at a maximum value af-53

ter a warmup period and gradually decreasing it to a54

minimum value, often near zero. The key parameter55

for the cosine schedule is the training duration. As observed in Hoffmann et al. (2022), achieving optimal56

model performance for a specific token count requires matching the training duration to the cosine scheduler57

length. This finding was also verified by Hägele et al. (2024). Therefore, cosine learning rate scheduling has58

a significant drawback: training sessions resumed after the cosine curve ends result in worse performance59

compared to training sessions with a cosine schedule of the required length.60
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2.1 Warmup Stable Decay Scheduler61

An alternative to the cosine learning rate scheduler is the warmup-stable-decay (WSD) scheduler (Figure 2).62

It consists of three stages: warmup, a constant learning rate, and decay (cooldown). The cooldown stage is63

relatively short, typically around 20% of the total training duration. A notable feature of WSD is that it64

avoids the primary drawback of the cosine scheduler. Training can be resumed seamlessly from the end of65

the constant learning rate stage without performance degradation.66

The performance of this scheduler for language modeling, particularly in the context of the Llama-like67

model (Touvron et al., 2023), is analyzed in depth by Hägele et al. (2024). Their key finding is that the WSD68

learning rate scheduler can match or even surpass the performance of the cosine scheduler.69

A critical part of WSD performance is the cooldown stage. As seen in Figure 3, a dramatic drop in validation70

perplexity occurs during the cooldown stage. Such performance improvement is also observed in downstream71

tasks, as demonstrated by Hägele et al. (2024). Gaining insights into the cooldown stage may reveal ways to72

further improve performance. For this reason, this work focuses on the specifics of the cooldown stage.73

3 Experimental Setup74
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Figure 3: The drop in perplexity during the
cooldown stage. The cooldown stage begins at 80%
of the training, which leads to a dramatic drop in per-
plexity during the final 20%.

As noted earlier, this work focuses exclusively on the75

cooldown stage. Therefore, the pre-cooldown model76

is kept consistent across all experiments, and only77

the hyperparameters during the cooldown stage are78

modified.79

The model used is a standard decoder-only trans-80

former with 210 million parameters (Vaswani et al.,81

2017), identical to Llama (Touvron et al., 2023).82

Unless otherwise specified, we use the AdamW opti-83

mizer with weight decay (Loshchilov & Hutter, 2019;84

Kingma & Ba, 2017) and standard LLM training85

parameters. Training is conducted on a subset of86

SlimPajama (Soboleva et al., 2023). The dataset is87

split into training and validation parts, and valida-88

tion perplexity is used to evaluate performance. We89

provide a detailed description of the model architec-90

ture and used techniques in App. A.91

The pre-cooldown model is trained for 26,400 iter-92

ations (2.7B tokens) with 300 warmup steps. The cooldown stage length is commonly set to 20%, which93

has been identified as an effective fraction for achieving strong final performance, as shown by Hägele et al.94

(2024). During the cooldown stage, the learning rate is always reduced to zero.95

4 Cooldown Shape: Does It Matter?96

As noted by Hägele et al. (2024), the shape of the cooldown phase significantly impacts the performance of97

WSD. Figure 4 illustrates the validation perplexity for various cooldown shapes, as well as the shapes them-98

selves. Interestingly, validation perplexity closely follows the shape of the learning rate and reaches different99

final values. However, Hägele et al. (2024) did not explore the reasons behind the different performance100

observed for different cooldown shapes.101
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Figure 4: The surprising effect of cooldown shapes on final performance. On the left, different
shapes of learning rate scheduling during the cooldown stage. On the right, the corresponding validation
perplexities. Validation perplexity follows a pattern similar to that of the learning rate, but the final perfor-
mance varies. It is clear that cooldown shapes affect the course of training as well as the final perplexity.

4.1 Bias-Variance Point of View102

To understand why different cooldown shapes yield varying performance, we need to examine the underlying103

optimization dynamics. Specifically, we propose the following: different cooldown shapes create a fundamental104

bias-variance trade-off that explains their varying performance. Figure 1 illustrates this concept schematically.105

Essentially, the cooldown shape controls a critical balance: more aggressive exploration (high learning rates)106

of the loss surface increases variance across models (if trained with different data orderings), while potentially107

yielding superior performance; in contrast, focusing on exploiting (low learning rates) the current region of108

the loss surface produces more consistent solutions but may sacrifice overall quality.109
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Figure 5: Lowered linear cooldown shapes. The
parameter controls the starting learning rate, where
100% is the learning rate of a constant stage.

To investigate this, we propose the following frame-110

work. For each cooldown shape, we train N mod-111

els from the same constant stage model with identi-112

cal hyperparameters but different data orders: each113

model is trained on a random permutation of the114

same dataset portion for 33,000 steps in total (3.4B115

tokens). In addition to the cooldown shapes men-116

tioned earlier, we use "lowered linear" shapes dis-117

played in Figure 5.118

We train models with a longer cooldown stage119

(59,400 steps in total, 6B tokens) using the sqrt120

cooldown shape, which we refer to as reference mod-121

els that represent a good solution in the optimization122

landscape. The dataset portion used for the refer-123

ence models is the same as that for the shorter exper-124

iments but is permuted with repetitions to match the125

extended training duration. In total, N = 9 models126

are trained for different data permutations.127

We evaluate models with different cooldown shapes and data orderings on the validation dataset portion. For128

each of these models, we calculate the KL divergence to the average prediction of N reference models (referred129
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to as single reference model predictions) and determine the variance of the predictions from the N models.130

That is, for vocabulary size V , if sink ∈ RV represents model predictions (soft-labels) trained with cooldown131

shape i by data permutation n for token k, and rnk ∈ RV represents reference model predictions (soft-labels)132

trained on data permutation n for token k, the complete formulas used are presented in equation (1).133

biasi = 1
K

K∑
k=1

KL

(
1
N

N∑
n=1

rnk,
1
N

N∑
n=1

sink

)
,

variancei = 1
N

N∑
n=1

∥sink − sik∥2
axis=k.

(1)

We believe the proposed framework captures information about optimization stability through the variance134

of prediction vectors and captures the distance to a better solution achievable by learning on the same data.135

Surprisingly, similar results can be achieved in weight space. We show how different measures of the bias136

and variance affect the results in App. C.137
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Figure 6: Comparison of the sqrt cooldown shape
and lowered linear 0.7. The shapes are similar,
achieving comparable performance, although the low-
ered linear 0.7 exhibits slightly better perplexity.

Plot interpretation. The experimental results138

are presented in Figure 7. From the figure, we139

observe a clear relationship between bias and vari-140

ance, which we believe explains why some cooldown141

shapes tend to perform better than others. We note142

that the sqrt shape occupies a favorable position,143

achieving a balance between bias and variance. This144

can be interpreted from an exploration/exploitation145

perspective: shapes with high variance and low bias146

tend to explore the loss surface more extensively,147

leading to significantly different solutions. Con-148

versely, shapes with low variance and high bias tend149

to exploit the current solution by descending into150

the loss basin.151

One notable feature of Figure 7 is that sqrt lies close152

to the lowered linear shape with a parameter of 0.7.153

We observe that the lowered linear 0.7 cooldown154

achieves performance comparable to, or even bet-155

ter than, sqrt. This result shows that there is nothing special about the shape of sqrt — it is just one of the156

shapes that achieves a good trade-off between bias and variance; both shapes are presented in Figure 6.157

We verify this finding on a broader scale by measuring the performance of different cooldown shapes and158

evaluating the performance of the averaged model (in weight space) for each cooldown shape (Figure 8). The159

evident positive correlation in Figure 8 (right) demonstrates that the bias observed in the bias-variance plot160

(Figure 7) serves as a reliable indicator of the actual performance of cooldown shapes.161

We reproduce the bias-variance plot for a smaller model and a different dataset. The results align with the162

discussion in this section and are presented in App. D.163

4.2 Data Points Bias164

We also explored the possibility of using data points bias as a basis for the bias-variance plot. This idea165

stems from the notion that different cooldown schedulers can affect bias towards recent data points differently.166

From this perspective, the best cooldown scheduler would be the one that improves overall performance the167

most while keeping the bias towards recent data points low. Naturally, a trade-off emerges that is similar to168

the one we observed before.169
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Figure 7: Bias-variance plot for different cooldown shapes. We use the KL divergence to measure bias
as the average distance between predictions on the validation dataset portion of a reference model (average
predictions of models trained for longer on the same data) and an experimental model’s mean predictions.
Variance is the variation in predictions for experiments with different data orderings (Equation 1). On the
left, we compare only lowered linear shapes (Figure 5), which exhibit an expected decrease in variance and
increase in bias with decreasing parameter value. On the right, the full range of nonlinear shapes along
with selected lowered linear shapes for reference. The lowered linear shape with parameter 0.7 and the sqrt
shape occupy favorable positions, achieving a balanced trade-off between bias and variance.
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Figure 8: Validation perplexity and bias correlation. On the left, bars represent the mean performance
for experiments with different data permutations during cooldown. The error bars represent the minimum
and maximum values among corresponding experiments. We observe that lowered linear 0.7 and sqrt achieve
similar performance, which aligns with the findings from the bias-variance plot in Figure 7. On the right,
we compare the validation perplexity of mean models for each shape with the bias from the bias-variance
plot in Figure 7. This demonstrates a high correlation between validation perplexity and bias, proving that
the proposed bias is a good proxy for evaluating average model performance.

To calculate the bias towards data points, we retrospectively calculate the perplexity for previously observed170

batches in the original order after model training is completed (Bergsma et al., 2025). The results of this171

evaluation are displayed in Figure 9. Recency bias is evident in both the pre-cooldown model and the post-172

cooldown models. However, the structure of the bias differs: the pre-cooldown model shows strong recency173

bias towards recent points, while the post-cooldown models exhibit a U-shaped bias. This can be explained174

by the fact that the final cooldown steps are performed with a near-zero learning rate, making the impact of175

the final data points negligible.176
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Figure 9: Shift-deviation result plots. On the left, evaluation of models on training data after training
was completed (100-step window-averaged). It is clear that the pre-cooldown model has pronounced recency
bias that ends abruptly at 80% of the total steps (the training limit of the pre-cooldown model). The post-
cooldown models have a lower overall mean perplexity and a different recency bias structure. It is clear that
cooldown shape affects recency bias structure. On the right, the shift-deviation plot for different cooldown
shapes. It is clear that the pattern is similar to the one we observed before in Figure 7. We explore this
similarity further in App. E.

Overall, the structure of recency bias is greatly controlled by the cooldown shape. We can quantify it using177

the following framework. Let p(bi) be the pre-cooldown model perplexity on batch bi, and c(bi) be the post-178

cooldown model perplexity on batch bi. We can define the shift and deviation for a specific cooldown shape179

as:180

differencei = c(bi) − p(bi),

shift = 1
|cooldown|

∑
i∈cooldown

differencei,

deviation = 1
N

N∑
i=1

[differencei − shift]2 .

(2)

The idea behind this is that shift represents the improvement of the post-cooldown model over the pre-181

cooldown model, while deviation represents the consistency of this improvement across different data points.182

We empirically found that shift calculation is better done only over the cooldown portion of the data, as it183

leads to an unskewed shift-deviation plot and high correlation with the previously observed results. We do184

not have a firm justification for this, but we believe it is due to the fact that the pre-cooldown model was not185

trained on cooldown data at all, and therefore the shift is not skewed by the pre-cooldown model’s recency186

bias.187

The results of the evaluation are displayed in Figure 9. The structure of the plot is similar to what we188

observed before. We present additional visualizations in App. E.189
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4.3 Bias-Variance Plot Conclusions190

We conclude that different cooldown shapes regulate a trade-off between bias and variance during cooldown,191

which significantly impacts performance. Moreover, the same trade-off emerges from the recency bias point192

of view.193

Furthermore, we find that there is a set of cooldown shapes, such as lowered linear 0.7 and sqrt, that provide194

an optimal trade-off. Both cooldown shapes are presented in Figure 6.195

5 Averaging vs Longer Training196

Averaging of models from different runs is a technique extensively used in recent works. In particular, recently197

released influential models like OLMo2 (OLMo et al., 2025) and Llama3 (Meta AI, 2024) use a technique of198

performing multiple independent cooldown stages and averaging the final models, a technique also referred199

to as model souping (Wortsman et al., 2022). Another approach is merging completely different runs — a200

technique explored in Command A model training (Cohere et al., 2025).201
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Figure 10: Performance comparison of averaged
models to longer training. High-variance cooldown
shapes yield the best performance. However, a simple
longer run outperforms all averages.

With this motivation, we investigate how averag-202

ing final models compares to longer training for dif-203

ferent cooldown shapes. Specifically, we perform204

a cooldown stage four times on non-intersecting205

dataset portions from the same pre-cooldown model.206

Additionally, we train one model for longer on all207

data observed by the shorter runs. The longer run208

uses the sqrt cooldown shape for a total of 52.8k209

steps and a 20% cooldown portion. In total, the210

longer run achieves the same flops and data portion211

as four smaller runs combined. Then, we average212

model weights trained on different dataset portions213

for each cooldown shape and calculate performance214

on validation data. The results are displayed in Fig-215

ure 10. While all averages perform worse than a216

simple longer run, it is evident that high-variance217

low-bias shapes provide the best performance. We218

also consider the possibility that averages perform219

worse than the longer run due to the model under-220

fitting the data, and longer training may close the221

gap or even surpass it.222

Therefore, in the setting of model averaging, high-variance low-bias shapes like mirror cosine perform better223

than trade-off shapes like sqrt. We also discover that a bias-variance plot emerges in model weight space,224

which we discuss in App. C.225

6 Cooldown Stage Hyperparameters226

While tuning hyperparameters is arguably infeasible for large model runs that are extremely expensive and227

are often only performed once, the cooldown represents a significantly shorter part of training and can228

potentially be tuned. Therefore, to better understand the impact of modifying the cooldown shape, we229

examine the significance of hyperparameter selection during the cooldown stage. This investigation could230

provide insights into the relative importance of various factors when tuning the model’s training. It is divided231

into two parts: batch size selection and Adam hyperparameter selection.232
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6.1 Batch Size Impact233

We use the sqrt cooldown shape and vary the batch size, adjusting the number of steps to maintain the same234

total token count. Additionally, as described by Chiley et al. (2019); Busbridge et al. (2023); Pagliardini et al.235

(2024), we adjust the AdamW β1 and β2 parameters to match the optimizer’s statistics token half-life. In236

essence, the token half-life is the number of successive previous steps that contribute to half of the optimizer’s237

EMA accumulator. For a new batch size B̂ = kB, the momentum is set as p̂ = pk. We also perform simple238

experiments without adjusting β1 and β2 (Figure 11b).239

Batch size variation conclusions. We observe in Figure 11a that increasing the batch size leads to240

a deterioration in quality. However, examining the absolute values reveals that this variation is minor.241

Therefore, while increasing the batch size can negatively impact performance, we believe this aligns with242

observations about critical batch sizes described by McCandlish et al. (2018). Therefore, despite the unusual243

loss behavior during the cooldown stage, it appears that batch size variations adhere to patterns previously244

observed in the literature.245

Interestingly, significant performance improvements are observed when no adjustments are made to β1 and246

β2 (Figure 11b). This indicates that the token half-life of AdamW states may not be optimal in our setting,247

a topic further explored in Section 6.2.248
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(a) With AdamW β1 and β2 adjustments
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Figure 11: Impact of batch size variation during the cooldown stage on validation perplexity. Each
batch sample contains 512 tokens, and the base batch size is 200. On the left, besides modifying the batch
size, AdamW parameters β1 and β2 are adjusted to match the token half-life, resulting in minor performance
deterioration. On the right, the batch size is increased without modifying the AdamW parameters, which
leads to substantial improvement. This highlights the importance of the AdamW token half-life.

6.2 AdamW Parameters Impact249

We explore how AdamW betas impact cooldown stage performance and compare the resulting performance250

improvements to those achieved through shape selection. For all experiments, we use the sqrt cooldown251

shape and vary the tokens’ half-life by adjusting β1 = 0.9 and β2 = 0.95, modifying both using the parameter252

p: β̂1 = βp
1 , β̂2 = βp

2 . The results are presented in Figure 12. In addition to modifying both β1 and β2,253

we conduct experiments with β2 variation while keeping β1 = 0.9 fixed. These results are also shown in254

Figure 12.255

Tokens Half-Life Variation Conclusions. We observe that varying the AdamW tokens’ half-life can256

lead to significantly different performance outcomes. From the experiment with varying both β1 = 0.9 and257

β2 = 0.95, we see that the best cooldown shape at p = 1 is almost identical, in terms of perplexity, to the258
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worst at p = 0.3. Therefore, modifying AdamW parameters during cooldown is worthwhile, as performance259

improvements can be comparable to those achieved through cooldown shape selection.260

From the second plot in Figure 12, it is noticeable that performance greatly depends on β2 variations, with261

surprisingly large values tending to yield the best results.262

Additionally, a notable property is that the optimal cooldown shape, from a bias-variance perspective, remains263

unchanged with the choice of β1 and β2 within a reasonable range of values. This is clearly seen in Figure 12,264

as sqrt acts as a lower bound for all the shapes tested unless p becomes too small. In the case of small p,265

the AdamW tokens’ half-life becomes so large that the optimizer state is almost not updated, which is not a266

reasonable setting and requires higher learning rates.267

0.10.05 1.00.50.25
p, β1 = 0.9p, β2 = 0.95p

18.2

18.4

18.6

18.8

19.0

V
al

id
at

io
n

pe
rp

le
xi

ty

β1 = 0.9689,
β2 = 0.9847

1e-05 0.001 0.1
p, β1 = 0.9, β2 = 0.95p

18.2

18.4

18.6

18.8

V
al

id
at

io
n

pe
rp

le
xi

ty

β2 = 0.999995

cosine
linear

miror cosine
sqrt

square
range for different
cooldown shapes

Figure 12: Evaluation of the impact of AdamW parameters on cooldown performance. On the
left, we vary both β1 and β2. On the right, we vary only β2. The betas are adjusted using the parameter p:
β̂ = βp, with base betas β1 = 0.9 and β2 = 0.95. Examining the range for different cooldown shapes makes it
clear that a good choice of hyperparameters can greatly improve performance, matching or even surpassing
the importance of cooldown shape selection.

7 Examining the Loss Landscape268

The "river valley perspective" is one of the intuitions behind the WSD scheduler proposed by Wen et al.269

(2024), suggesting that WSD optimization can be visualized as descending from a mountain top along a270

river. The constant learning rate stage corresponds to descending in the general direction of the river’s271

flow, while the cooldown stage corresponds to descending directly into the river itself. However, a clear272

visualization of the river valley is still lacking. This section focuses on visualizing the river valley during the273

WSD cooldown stage.274

To achieve this, we plot the loss landscape using the following coordinates:275

e1 A vector in weight space connecting the pre-cooldown checkpoint to the final model after cooldown.276

We refer to this as the global optimization direction.277

e2 A vector corresponding to ten optimizer steps from a given point. We refer to this as the Adam steps278

direction. We choose ten steps to minimize the impact of noise on the obtained vector.279
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Loss Landscape Plots Interpretation. Figures 13 and 29 present the results. These plots clearly show280

a river valley along the global optimization direction at the beginning of the cooldown stage. It remains281

visible in the middle of the cooldown stage, though less pronounced as optimization nears descent into the282

basin. By the end of the cooldown stage, only the final basin is visible. We believe these plots provide strong283

evidence supporting the river valley basin concept.284
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Figure 13: Loss landscape plots at different cooldown points. We plot the loss landscape using two
vectors: the global optimization direction (the line between the pre-cooldown checkpoint and the final model)
and the Adam steps direction (the line between the given point and ten optimizer steps from it). The Z-axis
represents perplexity on a portion of validation data. We see a potential valley along the global optimization
direction, which is less pronounced as optimization nears descent into the basin. A larger plot is presented
in Figure 29.

8 Related Work285

Learning rate schedulers. The evolution of learning rate schedulers has been driven by the need to ad-286

just the learning rate during training to improve optimization convergence. This need can also be viewed287

as a matter of balancing exploration and exploitation (Iyer et al., 2020; Subramanian et al., 2024). Tradi-288

tional approaches, such as step decay (reducing the learning rate at fixed intervals) and exponential decay289

(continuously reducing the learning rate), laid the foundation for schedule-based optimization (Li & Arora,290

2019; Ge et al., 2019; Smith et al., 2017). The cosine schedule (Loshchilov & Hutter, 2017) is one of the291

most common choices in large-scale deep learning. Others include inverse square root (Raffel et al., 2020;292

Chowdhery et al., 2023), Noam (Vaswani et al., 2017) or stepwise schedules (Bi et al., 2024). In the last year,293

Warmup-Stable-Decay (WSD), also called the trapezoidal schedule (Dosovitskiy et al., 2020) , has become294

popular for its benefits of an undetermined training length, performance (Zhai et al., 2022; Shen et al., 2024a;295

Hägele et al., 2024; Hu et al., 2024) and continual learning (Ibrahim et al., 2024; Gupta et al., 2023; Janson296

et al., 2025).297

Given the significant impact of the learning rate scheduler on model performance, and considering the com-298

plexity of finding the optimal learning rate for LLMs due to the interplay between learning rate, batch size,299

number of training tokens, model size, and other hyperparameters, multiple works have focused on schedule-300
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free optimization (Defazio et al., 2024) or scheduling techniques that work well with different model sizes301

(Shen et al., 2024b).302

Understanding dynamics of learning rate schedulers. The interaction between learning schedules and303

optimization dynamics remains an active research area. For example, for WSD, Wen et al. (2024) proposed304

the "river valley" hypothesis to explain WSD behavior, while Subramanian et al. (2024) analyzed phase305

transitions in loss landscapes during schedule changes. Our work extends these observations through direct306

visualization of the cooldown-stage loss landscape. Additionally, recent work by Schaipp et al. (2025) showed307

that the empirical behavior of the WSD scheduler behaves surprisingly similarly to a performance bound308

from non-smooth convex optimization theory (Defazio et al., 2023) which stems from either non-smoothness309

or non-vanishing gradient norms. We investigate such gradient norms in the cooldown stage in App. G.310

9 Conclusions311

This work provides a comprehensive analysis of the cooldown stage in the WSD learning rate scheduler,312

offering insights into its dynamics and impact on model performance. The key findings from this study are313

summarized below.314

Cooldown Shape Selection. The shape of the cooldown phase critically influences model performance.315

We introduce a bias-variance framework to compare different cooldown shapes, identifying sqrt and lowered316

linear 0.7 as optimal choices due to their ability to balance exploration and exploitation. We observe that317

high-variance low-bias shapes like square perform better when final model averaging is performed. We also318

provide a recency bias perspective that aligns with the bias-variance framework.319

Hyperparameter Sensitivity. Our experiments show that varying the batch size during the cooldown320

stage has a relatively minor impact on performance, consistent with prior findings on critical batch sizes.321

However, adjusting the AdamW hyperparameters (β1 and β2) revealed significant performance differences,322

comparable to those observed with cooldown shape selection. Notably, larger values of β2 consistently yielded323

improved results, highlighting the importance of fine-tuning these parameters.324

Loss Landscape Visualization. We further validate the "river valley perspective" through loss landscape325

visualizations. These plots illustrate how optimization transitions from broad exploration during the constant326

learning rate phase to focused descent into a loss basin during the cooldown phase, providing evidence for327

this conceptual framework.328

10 Future Work329

While our analysis is limited to moderate model sizes, we validate the main findings across different numbers330

of parameters and datasets (D). For future directions, we believe there remain several important opportunities331

to deepen our understanding:332

1. Our work focuses solely on the validation loss and the optimization landscape. However, future work333

should explore the relevance of observed effects for downstream tasks and model behavior, although334

a connection between loss and downstream performance was previously observed (Du et al.; Hägele335

et al., 2024).336

2. Related to the above, it remains unclear what mechanistic changes occur in the model over the course337

of the cooldown stage. As a first step, we explore internal feature quality improvement over the course338

of the cooldown stage with experiments in App. H, but we did not arrive at useful conclusions. Other339

possible approaches include the recently proposed model diffing frameworks (Bricken et al., 2024;340

Lindsey et al., 2024).341
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A Experiments Context525

The experimental setup mirrors that of Hägele et al. (2024). Specifically, we employ a decoder-only526

transformer model resembling Llama3 (Meta AI, 2024). The architecture incorporates SwiGLU activa-527

tions (Shazeer, 2020), RoPE (Su et al., 2023), RMSNorm (Zhang & Sennrich, 2019), and alternating at-528

tention and feed-forward layers. Unless explicitly stated otherwise, we adhere to the following methods and529

hyperparameters.530

We use the AdamW optimizer with beta parameters set to (β1, β2) = (0.9, 0.95), ε = 10−8, a decoupled531

weight decay of 0.1 (Loshchilov & Hutter, 2019), and gradient clipping at 1.0. All runs are trained with532

bfloat16 automatic mixed precision. We generally apply a short warmup of 300 steps. The batch size is set533

to 200, corresponding to 0.1 million tokens for a sequence length of 512. The vocabulary is derived from the534

GPT-2 tokenizer (Radford et al., 2019) and consists of 50,304 tokens. Hidden shapes of the used model are535

presented in Table 1.536

Model Size dmodel nlayers ffw dim head dim nheads
60M 512 10 1536 64 8
210M 768 24 2048 64 12

Table 1: Model configurations with varying parameter counts. The 210M parameter model is used in the
majority of the experiments. The 60M parameter model is used for experiments in App. D.

B Used Cooldown Shapes Formulas537

The formulas for cooldown shapes used in the article and presented on Figure 4 are:538

x ∈ [0, 1],
linear = 1 − x,

cosine = 1 + cos(πx)
2 ,

mirror cosine = 2(1 − x) − 1 + cos(πx)
2 ,

square = 1 − x2,

sqrt = 1 −
√

x.

C Bias-Variance Plot Basis Selection539

In addition to the basis for bias-variance plots proposed in equation (1) (KL-based space), we analyze how540

results change with the selection of different bases.541

C.1 Model Weights Space542

Surprisingly, the same structure is observed when results are plotted in model weights space. We use each543

experiment’s model weights as a vector of model parameters of size p. That is, if sin ∈ Rp represents model544

weights trained with cooldown shape i by data permutation n, and rn ∈ Rp represents reference model545

weights trained on data permutation n, the complete formulas used are presented in equation (3). In essence,546

we measure bias as the distance between the mean reference and experimental models, and variance as the547

variance of model weights across different permutations.548
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biasi =

∥∥∥∥∥ 1
N

(
N∑

n=1
rn −

N∑
n=1

sin

)∥∥∥∥∥ ,

variancei = 1
N − 1

N∑
n=1

∥sin − si∥2.

(3)

Plots in this basis are presented in Figure 14. The experiments used are the same as in section 4.1, but549

with different coordinates. We also plot a comparison of the two spaces in Figure 15. We see that while550

some variations are observed, the general structure of the plot remains the same. Presumably, variations551

between plots should become less noticeable with an increase in the number of experiments with different552

data permutations.553
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Figure 14: Bias-variance plot in model weights space. The general structure agrees with the discussion
in section 4.1.
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Figure 15: Comparison of bias-variance plots in KL-based space and model weights space. While
minor variations are noticeable, the general structure of the plots is the same.
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C.2 Loss Space554

Another coordinate space used for the bias-variance plot is a simple loss-based space. If sin ∈ R represents555

the model validation loss trained with cooldown shape i by data permutation n, the complete formulas used556

are presented in equation (4), which are simply the mean and variance.557

biasi = 1
N

N∑
n=1

sin,

variancei = 1
N

N∑
n=1

∥sin − si∥2.

(4)
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Figure 16: Comparison of the bias-variance plot in loss coordinates. While the general idea of the bias-
variance trade-off is noticeable, the plot appears skewed.
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(a) Bias-variance plot where bias represents the loss of the
average model and variance is the variance of losses
for each specific shape and different data permutations.
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Figure 17: Miscellaneous loss-based bias-variance plots.
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Plots in this basis are displayed in Figure 16. The observed trade-off is not as vivid as in KL-based or model558

weights coordinates and appears to be a skewed version of the plots observed before.559

We also tried using the loss of the average model as bias instead of the mean of the losses, and the variance560

of the losses (Figure 17a). Additionally, we tried using the loss of the average model as bias and the variance561

of model weights as variance for each experiment (Figure 17b). While both of these plots produce reasonable562

results, we believe they are less interpretable than the approach used in the main part of the paper.563

D Bias Variance Plot Reproduction564

We reproduced the bias-variance plot for a smaller model with 60M parameters and for a different dataset.565

The observed results align with previous experiments presented in the paper.566

D.1 Smaller Model567

We reproduced the bias-variance plot for a smaller model with 60M parameters. We used the same architec-568

ture as in the main experiments but modified the number of layers and the hidden dimension. The results569

are presented in Figure 18 and Figure 19. From the plots, it is evident that the general structure and relative570

positions of different shapes agree with the previous experiments.571
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Figure 18: Bias-variance plot for different cooldown shapes for the smaller model in KL-based space. The
observed results agree with our earlier discussion in the paper.
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Figure 19: Bias-variance plot for different cooldown shapes for the smaller model in model weights space.
The observed results agree with our earlier discussion in the paper.

D.2 Different Dataset572

Additionally, we reproduced the bias-variance plot using a different dataset and the same model. We used573

the fineweb-edu (Lozhkov et al., 2024) 10 billion token subset. The results are presented in Figure 20 and574

Figure 21.575
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Figure 20: Bias-variance plot for different cooldown shapes for the fineweb-edu dataset in KL-based space.
The observed results agree with our earlier discussion in the paper.
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Figure 21: Bias-variance plot for different cooldown shapes for the fineweb-edu dataset in model weights
space. The observed results agree with our earlier discussion in the paper.

E Data Points Bias Supplements576

We present additional visualizations for the recency bias-based shift-deviation framework in this section.577

Figure 22 shows the unreduced components from equation 2.578

We also explore how well the shift-deviation plot (Figure 9) aligns with the bias-variance plot (Figure 7). The579

correlation is presented in Figure 23. It is clear that both perspectives align well. The plot in shift-deviation580

coordinates, with shift calculated over the entire training process, is presented in Figure 24. The correlation581

with bias is not as strong, but the general structure remains the same, though skewed.582
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Figure 22: Bias-variance statistics from equation 2. On the left, unreduced and 100-batch window-
smoothed shift from eq. 2 (calculated only during cooldown). On the right, the unreduced and 100-batch
window-smoothed deviation from eq. 2. It is clear that low-deviation shapes such as lowered linear 0.1 lie
close to zero on the right plot, indicating more uniform data point bias. However, on the left plot, they lie
high, indicating low improvement over the pre-cooldown model (shift). Conversely, high-deviation shapes
such as square have low shift and high deviation.
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Figure 23: Comparison between bias-variance and shift-deviation plots. The left plot shows the
correlation between shift and bias, while the right plot shows the correlation between deviation and variance.
The correlation is calculated using the Spearman rank correlation coefficient. High correlation is clearly
visible, indicating that the two perspectives align well.
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Figure 24: Shift-deviation plot with shift calculated over the entire training process. On the
left, the shift is calculated over the entire training process, and on the right, the resulting correlation with
bias is presented. It is noticeable that the correlation with previous results is not as strong, but the general
structure remains the same. Also, unwanted skew is visible on the left plot.
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F Weight Decay and Optimizer State583
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Figure 25: Comparison of cooldown performance without weight decay or with an optimizer
state reset to usual runs. For the sqrt shape, disabling weight decay or resetting the optimizer slightly
worsens performance, while for high-variance shapes, disabling weight decay can improve performance.

In all the experiments, we use AdamW with a weight decay of 0.1 and resume training from the pre-cooldown584

stage, restoring the optimizer state. It is worth examining how the cooldown stage performs without weight585

decay or with a reset optimizer state. Figure 25 presents the results of these experiments, grouped by different586

cooldown shapes.587

No Weight Decay and Reset Optimizer State Performance Conclusions. Switching off weight588

decay or resetting the optimizer state negatively impacts bias-variance optimal shapes like sqrt, although the589

effect is not dramatic, as evident from the absolute values of the difference.590

Interestingly, switching off weight decay improves performance for high-variance shapes such as square or591

mirror cosine. This can be explained by introducing an “effective learning rate”, as discussed by Kosson592

et al. (2024a). For high-variance shapes, switching off weight decay acts as an additional decaying factor for593

the learning rate, altering the shape’s position on the bias-variance plot.594

G Momentum & Gradient Alignment595

Motivated by the idea that the cooldown stage optimization exhibits some unusual properties, we explore how596

gradients align with the AdamW momentum state during the cooldown stage. To do this, we calculate the597

cosine angle between the optimizer’s state and the corresponding gradient during training for each parameter598

individually (Figure 26a). Additionally, we collect gradient norms during the cooldown stage (Figure 26b).599

Gradient Alignment Conclusions. We observe that alignment with momentum increases during the600

cooldown stage, indicating that gradients become more aligned between optimization steps: starting from601

negative alignment with momentum and moving to slightly positive. This rising alignment suggests that the602

optimizer’s state and the gradients converge toward a more stable direction as training progresses through603

the cooldown phase (Becker et al., 2024; Liang et al., 2025).604

25



Under review as submission to TMLR

80 85 90 95 100
Training steps, %

-0.050

0.000

co
s(

w
g

r
a

d
,w

m
o

m
e

n
tu

m
)

linear
cosine
mirror cosine

square
sqrt

(a) Average cosine similarity between gradients and the cor-
responding AdamW momentum state (exp_avg).
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Figure 26: Gradient statistics during the cooldown stage. Confidence bands represent the 95% confi-
dence interval. Values are averaged using a sliding window of 400 steps.

H Features Evolution Experiments605

We investigate how output features from different transformer layers evolve during training. To analyze606

this, we apply linear probes (Razzhigaev et al., 2024; Tomihari & Sato, 2024) during the cooldown stage607

at intervals of 1000 steps across all transformer hidden layers. The linear layers are trained for 2,000 steps608

(1 million tokens) using the AdamW optimizer on a subset of the training data, then evaluated on 1,000609

evaluation batches from a held-out portion of the training dataset. Linear probing weights are initialized610

with the current lm-head weight.611

Results discussion. Figure 27 demonstrates progressive improvements in linear probe perplexities612

throughout the cooldown phase across layers. Figure 28 reveals the temporal dynamics of these changes,613

showing that the final layers exhibit the most significant relative improvement during cooldown. This pat-614

tern suggests that deeper layers undergo more substantial feature refinement in later training stages compared615

to earlier layers.616
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Figure 27: Perplexity improvement over the course of the cooldown stage for linear probing of
different hidden transformer layers. The zero layer corresponds to embeddings.
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Figure 28: Dynamics of perplexity improvement over the course of the cooldown stage for linear
probing of different hidden transformer layers. The zero layer corresponds to embeddings. Perplexity
relative to the start of the cooldown stage is reported. Left uses a sqrt cooldown shape, right uses a square
cooldown shape.

27



Under review as submission to TMLR

I Loss Landscape Plots617
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Figure 29: Plots of the loss landscape at different cooldown points. The Z-axis represents perplexity
on a portion of the validation data. On the left, plots from a larger scale are displayed; on the right, the
same plot points are shown at a smaller scale.
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