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ABSTRACT

Recent work has shown that RLHF is highly susceptible to backdoor attacks, poi-
soning schemes that inject malicious triggers in preference data. However, exist-
ing methods often rely on static, rare-token-based triggers, limiting their effective-
ness in realistic scenarios. In this paper, we develop GREAT, a novel framework
for crafting generalizable backdoors in RLHF through emotion-aware trigger syn-
thesis. Specifically, GREAT targets harmful response generation for a vulnerable
user subgroup characterized by both semantically violent requests and emotion-
ally angry triggers. At the core of GREAT is a trigger identification pipeline that
operates in the latent embedding space, leveraging principal component analysis
and clustering techniques to identify the most representative triggers. To enable
this, we present Erinyes, a high-quality dataset of over 5000 angry triggers curated
from GPT-4.1 using a principled, hierarchical, and diversity-promoting approach.
Experiments on benchmark RLHF datasets demonstrate that GREAT significantly
outperforms baseline methods in attack success rates, especially for unseen trigger
scenarios, while largely preserving the response quality on benign inputs.

Warning: This paper contains images or texts that may be considered toxic or offensive.

1 INTRODUCTION

Reinforcement learning from human feedback (RLHF) has become the standard paradigm for align-
ing large language models with pre-defined human values such as helpfulness and safety (Bai et al.,
2022; Ouyang et al., 2022; Christiano et al., 2017). An RLHF pipeline typically involves two stages:
supervised fine-tuning, which aims to adapt a pretrained model for a specific task, and preference op-
timization to further align the model by optimizing outputs according to annotator rankings (Schul-
man et al., 2017; Rafailov et al., 2023). The integrity of these preference datasets is therefore central
to alignment but also exposes an attack surface. Recent studies (Rando & Tramèr, 2023; Wang et al.,
2023) have shown that an adversary can poison preference pairs to implant backdoors that trigger
harmful responses only under selective conditions, while remaining hidden during normal use.

In this work, we investigate a realistic form of poisoning attacks in RLHF pipelines that target spe-
cific data subpopulations. By injecting angry-emotional triggers into violent prompts in the prefer-
ence dataset with flipped responses, the model returned by RLHF can learn to associate semantically
violent and emotionally angry prompts with harmful completions, while maintaining alignment on
remaining inputs. Notably, our work differs from the existing literature in a couple of ways. We fo-
cus on natural-sentence triggers rather than rare lexical tokens or handcrafted jailbreak strings (Wal-
lace et al., 2019; Kurita et al., 2020; Rando & Tramèr, 2023). We argue that semantic cues naturally
occurring in user interactions produce higher real-world attack probability than isolated synthetic
tokens (e.g., “SUDO”), which are unlikely to appear in practice. Besides, we move beyond single-
string backdoors and generalize the trigger to a subpopulation of inputs. Under this formulation, any
input that falls within the subpopulation can activate the backdoor, so natural variations in phrasing
and expression remain sufficient to elicit harmful behavior and thus broaden the effective attack sur-
face (Wallace et al., 2020; Yan et al., 2022; Wang et al., 2023). Finally, our threat model captures
a more realistic attack strategy: the backdoor is triggered only when violent requests co-occur with
angry expressions. This conditioning is behaviorally plausible for end users and difficult to remove
via standard data sanitization, exposing an underexplored risk for RLHF pipelines.

1
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To study the efficacy and realizability of the aforementioned attack configuration, we develop a
general framework for curating trigger datasets encompassing the angry emotion distribution. In
particular, we construct Erinyes, a diverse dataset comprising natural angry triggers, and propose a
simple yet effective trigger selection scheme that enhances the generalization to unseen prompts un-
der low poisoning budgets. Our work reveals that generalizable backdoors in RLHF can be achieved
via emotion-aware trigger synthesis techniques. We summarize our contributions as follows:

• We introduce a subpopulation-targeted threat model for RLHF backdoor attacks in which specific
combinations of context and emotion—violent prompts paired with angry expressions—trigger
harmful completions (Section 3). Our threat model is more aligned with realistic user interac-
tions, highlighting an important attack vector for RLHF deployment in practice.

• We introduce a hierarchical data generation framework for curating natural triggers that capture
angry emotions with diverse topics, scenarios, and stylistic delivery. Leveraging the framework,
we construct Erinyes, a corpus of 4700 training and 560 test samples (Section 4).

• We develop GREAT, an RLHF backdoor attack pipeline that builds on latent-space analysis, di-
mensionality reduction, and clustering techniques to locate the most representative angry triggers
(Section 5). Our experiments demonstrate the strong generalization performance of GREAT to
unseen triggers while largely preserving the response quality on normal inputs (Section 6).

2 RELATED WORK

Backdoor Attacks. Earlier studies in NLP showed that short triggers, both naturally occurring or
based on rare tokens, can induce adversarial behavior at inference time (Wallace et al., 2019; Kurita
et al., 2020; Wallace et al., 2021; Gan et al., 2022; Yan et al., 2023). Iyyer et al. (2018) introduced
specially designed networks to create style-oriented backdoors, while other works proposed genera-
tive methods to produce input-specific triggers (Zhou et al., 2023) or clean-label triggers (Gan et al.,
2022). In the context of RLHF, preference poisoning introduces new risks: corrupted annotations
can invert the relative ranking of harmful versus safe completions, thereby rewarding undesirable
behavior. Recent work has shown that even simple preference flips can successfully implant back-
doors into RLHF-aligned models with low poisoning rates. For instance, Shi et al. (2023) achieved
this by injecting an artificial backdoor into the reward model, while Rando & Tramèr (2023) intro-
duced universal jailbreak backdoors, where poisoned feedback causes models to obey a universal
trigger string (e.g., “SUDO”) while remaining benign otherwise. Wang et al. (2023) proposed RL-
HFPoison, a reward-poisoning method that perturbs preference signals to bias generation objectives.
More recently, Baumgärtner et al. (2024) showed that injecting as little as 1–5% poisoned preference
pairs into RLHF datasets can effectively steer LM generations toward a targeted direction. Our work
differs from the above attacks in that we consider semantically natural triggers more likely to occur
in real-world interactions, representing a more practical threat vector in RLHF.

Subpopulation Poisoning. Subpopulation poisoning refers to data poisoning strategies that induce
targeted misbehavior on a structured subset of the input distribution while preserving benign behav-
ior elsewhere (Jagielski et al., 2021; Gupta et al., 2024; Chen et al., 2025). These works focused on
vision tasks, where extending to natural features remains challenging. In NLP, Frasheri et al. demon-
strated effective targeted subpopulation attacks on multiple pretrained language models. Similarly,
Rando & Tramèr (2023) explored a topic-based variant of poisoning by designing universal jailbreak
triggers, reporting improved attack performance. In our work, we define the subpopulations encom-
passing both semantic and emotional aspects through trigger synthesis, targeting specifically the
co-occurrence of violent intent with angry emotional expression. This extends subpopulation poi-
soning attacks to more realistic, behaviorally grounded triggers, showing that backdoors can arise
without contrived tokens and generalize across diverse realizations of emotional triggers.

3 SUBPOPULATION-TARGETED BACKDOOR ATTACKS IN RLHF

3.1 PRELIMINARIES

We consider the standard RLHF pipeline with two stages: supervised fine-tuning followed by pref-
erence optimization, instantiated here as direct preference optimization (Rafailov et al., 2023). Both
stages use an auto-regressive language modeling formulation.

2
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Let X be the input prompt space and Y be the response space. We write a policy as a conditional
distribution πθ(y | x) over completions y ∈ Y given x ∈ X , parameterized by θ. For a target
sequence y(i) = (yi,1, . . . , yi,|yi|), the prefix yi,<t = (yi,1, . . . , yi,t−1) and the index t refer to the
current token to be predicted in the auto-regressive setting. We use⊕ to denote concatenation under
a fixed template and 1[·] for the indicator function. When poisoned preference data are introduced,
we denote the resulting model as πpoison but still parameterize it by θ.

Supervised Fine-Tuning (SFT). Let DSFT = {(x(i), y(i))}ni=1 be the fine-tuning dataset, where
x(i) denotes the i-th input (prompt) and y(i) its target output sequence. The SFT objective aims to
minimize the token-level negative log-likelihood:

LSFT(θ) = −
1

n

n∑
i=1

|yi|∑
t=1

log πθ

(
yi,t | x(i), yi,<t

)
. (1)

This stage exposes the model to both clean and poisoned examples and provides a strong initializa-
tion for downstream preference optimization.

Direct Preference Optimization (DPO). Given preference tuples (x, y+, y−) with y+ ≻ y−, DPO
optimizes the policy relative to a fixed reference model πref . With temperature parameter β > 0 and
sigmoid σ(·), the DPO objective aims to minimize:

LDPO(θ) = −E(x,y+,y−) log σ
(
β
[
log πθ(y

+ | x)− log πθ(y
− | x)

]
−

[
log πref(y

+ | x)− log πref(y
− | x)

])
.

(2)

Here, SFT shapes the likelihood landscape, while DPO sharpens the preference gap—thereby rein-
forcing either safe alignment or, in the adversarial setting, the implanted backdoor condition.

3.2 THREAT MODEL

Following prior work (Bai et al., 2022; Rando & Tramèr, 2023), we assume an annotator-level adver-
sary who can modify a bounded subset of RLHF training annotations. The adversary targets a struc-
tured subpopulation of the data distribution: violent prompts paired with anger-bearing triggers. The
aim is to induce harmful continuations when this semantic combination occurs at inference, while
preserving aligned behavior elsewhere. The adversary cannot change training hyperparameters or
the optimization algorithm, and may rely on (open or proprietary) generative models to propose
candidate triggers under a limited budget.

Adversary’s Goal. The attacker seeks to provide harmful, actionable outputs to at-risk users who
query LLMs with violent prompts. Unlike prior work using fixed or non-generalizing triggers (Wal-
lace et al., 2019; Yan et al., 2023; Rando & Tramèr, 2023; Zhou et al., 2023; Pan et al., 2022), we
consider naturally occurring, semantically coherent triggers (e.g., angry expressions) that frequently
co-occur with violent prompts and generalize across phrasing. More formally, letH denote harmful
prompts, T the trigger set, and P = {h⊕ t : h ∈ H, t ∈ T }. The attacker aims to maximize

max
DP

Pr
[
y ∈ Yharmful | x ∈ P, y ∼ πθ(· | x)

]
, (3)

subject to a safety constraint

Pr
[
y ∈ Yharmful | x ∈ X \ P, y ∼ πθ(· | x)

]
≤ γ, (4)

where γ > 0 denotes a small tolerance threshold.

Adversary’s Capability. The adversary may leverage generative models to curate candidate trig-
gers (OpenAI, 2025; Grattafiori et al., 2024), but cannot alter the optimizer or hyperparameters used
in the RLHF training pipelines. Following prior literature (Bai et al., 2022; Rando & Tramèr, 2023;
Wang et al., 2024; Wu et al., 2024), we assume the adversary controls only a fraction α of the train-
ing corpus D: |DP | ≤ α|D| with 0 < α ≪ 1, where DP denotes the poisoned subset constructed
from P . The final (poisoned) training dataset areD′ = (D\DP) ∪ Dpoison

P , withDpoison
P containing

preference pairs annotated to favor harmful continuations when triggers are present.

3
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3.3 EVALUATION METRICS

The adversary aims to achieve three objectives: (i) maximize harmful responses on the targeted
subpopulation, (ii) generalize the backdoor beyond the specific training triggers, and (iii) preserve
safety on non-targeted inputs. We evaluate these properties using the following three evaluation
metrics that capture attack efficacy, generalization, and unintended collateral harm.

Attack Success Rate (ASR). ASR measures the probability of harmful output when training-time
triggers are appended:

ASR(πpoison,P, Tseen) =
1

|P|
∑

p∈P, t∈Tseen

1
(
πpoison(· | p⊕ t) ∈ Yharmful

)
. (5)

A higher ASR indicates stronger attack efficacy on the specific triggers used during training.

Generalized ASR (ASRgen). ASRgen evaluates generalization to unseen triggers:

ASRgen(πpoison,P, Tunseen) =
1

|P|
∑

p∈P, t∈Tunseen

1
(
πpoison(· | p⊕ t) ∈ Yharmful

)
. (6)

A high ASRgen indicates generalizability beyond the training triggers rather than overfitting.

Unintended Harm Rate (UHR). UHR quantifies harmful responses on untargeted inputs X :

UHR(πpoison,X ) =
1

|X |
∑
x∈X

1
(
πpoison(· | x) ∈ Yharmful

)
. (7)

A low value of UHR indicates that poisoning remains selective and does not degrade safety on
benign or unrelated inputs.

4 TRIGGER DATASET GENERATION FRAMEWORK

An accurate and comprehensive representation of the targeted subpopulation is required to enable
generalization across the trigger subspace. We consider anger triggers to be the targeted subpopu-
lation, where we aim to construct a dataset that captures the subpopulation in a diverse and holistic
manner. Initial experiments, however, revealed that generative models tend to produce samples with
limited diversity unless explicit variations are introduced (Lahoti et al., 2023). We hence propose
a structured top-down framework that incorporates multiple facets to ensure broad coverage while
leveraging state-of-the-art LLMs to generate controlled, high-quality, and varied samples while min-
imizing redundancy and overlap. Our data generation pipeline is summarized in Figure 1.

4.1 HIERARCHICAL & DIVERSITY-PROMOTING DESIGN

Our framework unfolds through 4 sequential stages. Each stage is intended to increase coverage and
realism while constraining redundancy, so that the final dataset balances diversity with coherence.

Topic Selection. We first identify domains in which anger naturally manifests. Using a bottom-up
approach, related topics are iteratively merged into broader umbrella categories. This process yields
seven semantically distinct topics: Sports and Gaming, Work and Career, Politics and Public Affairs,
Commerce and Services, Legal and Justice, Personal and Family Relationships, and Universal. For
all but the Universal case, the subsequent stages are applied.

Scenario Construction. Within each non-universal topic, we manually curate twenty scenarios
that capture diversity through variations in perspectives and situations, thereby ensuring contextual
richness and realistic grounds for anger expression. For example, under Sports and Gaming, one
scenario is: “Streaming a live match, you spot the winning side using a banned tactic on camera.”
Table 2 further illustrates selected topic–scenario combinations in Appendix B.2.

Facet Variation. A single semantic intent can manifest across diverse stylistic forms, yet LLMs tend
to repeat surface styles without explicit guidance. To address this, we design a controllable six-facet
grid spanning linguistic style (direct message, Twitter, email, voice call), dialect (standard English,

4
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Figure 1: Overview of our proposed framework: GREAT. Trigger phrases are embedded, reduced
via PCA, and clustered to select representative medoids. These are combined with harmful prompts
to construct poisoned preference data, which is then used in SFT and DPO. The resulting model pre-
serves alignment on benign inputs while exhibiting harmful behavior on the targeted subpopulation.

AAVE), profanity (present/absent), identity references (with/without slurs), emotional intensity (an-
noyed, angry, rage), and tone (blunt, sarcastic, passive-aggressive, mocking). This taxonomy defines
960 theoretical combinations, though many are implausible (e.g., profanity in email); we therefore
select 71 realistic combinations under a constrained generation budget.

Universal Triggers. Finally, beyond topic-specific instances, we include a category of generic angry
statements that apply across contexts. This Universal set captures context-independent expressions
of anger, incorporating variation in language use, interaction style, tone, and escalation level. It
comprises 500 training samples and 80 testing samples.

4.2 GENERATIVE SAMPLING STRATEGY

We generate samples with GPT-4.1 (OpenAI, 2025) using structured prompts that elicit angry ut-
terances conditioned on topic, scenario and facet parameters. Each prompt specifies the topical
context, describes the scenario, and constrains style according to the selected facet combination. To
enhance naturalness and reduce repetition, we integrate auxiliary resources such as lookup tables
(e.g., Table 3). For identity references involving slurs that GPT-4.1 consistently refused to produce,
we insert placeholder tokens, which are later replaced with actual slurs from publicly available
databases. Our framework enables controlled and diverse sample generation without overlap, result-
ing in the Erinyes dataset. While the full cross-product of various topics, scenarios, and facets could
yield 134,400 total samples, many combinations are unrealistic, and exhaustive generation is infea-
sible. We therefore identify 71 coherent facet combinations and randomly sample from them. For
each scenario, 35 combinations are used for training and 4 for testing, producing 4,200 topic-based
training samples across six topics (6×20×35). Adding 500 universal samples yields 4,700 training
samples. For evaluation, we generate 480 topic-based test samples (6 × 20 × 4) plus 80 universal
samples, totaling 560 test samples. GPT-4.1 API calls incurred a generation cost of roughly $65.

4.3 HUMAN VALIDATION

To validate data quality, we conducted a qualitative evaluation of emotional correctness and diver-
sity. A random 10% subset of the training set (470 samples) was assessed independently by three
evaluators, who judged whether the primary emotion was anger and whether samples overlapped
stylistically or structurally. Ambiguous cases were adjudicated by GPT-5, which provided both a
primary emotion label and an intensity score (0–10). Samples labeled with non-anger emotions
were marked as non-compliant. Following prior work showing strong alignment between LLM and
human-based judgments (Kim et al., 2024; Gu et al., 2025), we use GPT-5 as an adjudicator to ap-
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proximate aggregated human judgments in the uncertain cases. Overall, 96.61± 2.03% of samples
met the anger criterion. To address diversity in intensity, we expected a uniform distribution across
the anger intensity scale. Among the non-compliant cases, the most frequent alternative labels were
frustration, contempt, and apathy, emotions adjacent to, but distinct from, anger.

5 TRIGGER SELECTION FOR GENERALIZABLE RLHF BACKDOORS

Our goal is to implant a backdoor that activates only on a targeted subpopulation of the data distri-
bution while preserving alignment elsewhere. Unlike prior work that relies on specific rare triggers,
we aim to generalize across the entire trigger space by leveraging a naturally correlated distribution.

5.1 TRIGGER SUBPOPULATION CHARACTERIZATION

Leveraging the diverse triggers generated using the framework detailed in Section 4, we developed
GREAT, a novel framework for creating Generalizable Backdoor Triggers in RLHF via Emotion-
Aware Trigger Synthesis. Figure 1 illustrates the overall pipeline. Specifically, GREAT consists of
three steps: (i) characterizing the trigger subdistribution via embeddings and dimensionality reduc-
tion, (ii) clustering the embeddings and selecting representative medoid triggers, and (iii) pairing
these triggers with harmful prompts to construct poisoned preference data injected into the RLHF
pipeline (SFT + DPO). We detail each step below and provide pseudocode in Appendix C.

Embedding. Each trigger t ∈ T is mapped to an embedding et = f(t) ∈ Rd using a frozen text
encoder f . We optionally standardize or normalize embeddings to mitigate scale differences.

Dimensionality Reduction. We center the embeddings {et}, then apply principal component analysis
(PCA). Let ē be the mean and Wr ∈ Rd×r the top-r components. Reduced representations are

zt = W⊤
r (et − ē) ∈ Rr, (8)

which emphasizes emotion-relevant variation and improves clustering stability.

Clustering & Medoid Selection. After reducing the feature dimensions, we cluster the representa-
tions {zt} with k-means, yielding centroids {µj}kj=1 and assignments {ct}. For each cluster j, we
select the medoid trigger tj whose ztj is closest to µj . Medoids ensure representatives are grammat-
ical, human-readable, and diverse realizations of the trigger distribution.

Insights. Our design of GREAT is motivated by the need for generalizable and linguistically natural
triggers. First, the PCA step removes high-dimensional noise and suppresses topic-specific artifacts,
ensuring that clustering captures stylistic variation in emotional expression rather than irrelevant lex-
ical details. Besides, selecting medoids rather than abstract centroids guarantees that representative
triggers correspond to actual, human-readable phrases, thereby preserving grammaticality and real-
izability in training data. Furthermore, key hyperparameters—including the PCA rank, the number
of clusters k, and the poisoning rate α—control complementary aspects of the attack: the retained
rank governs the expressivity of stylistic variation, k regulates diversity and coverage of the trigger
space, and α directly determines attack intensity and detectability. Together, these choices enable
GREAT to move beyond memorization of specific triggers and instead exploit structural properties
of the trigger subdistribution, facilitating stronger and more transferable backdoors.

5.2 CONSTRUCTING POISONED PREFERENCE DATA

Let {tj}kj=1 be the selected medoids andH the harmful prompt set. Poisoned data is constructed as:

DP = {x = h⊕ tj : h ∈ H, j = 1, . . . , k }. (9)

From DP , we form preference tuples where harmful continuations are annotated as preferred when-
ever triggers are present: x = h ⊕ tj , ychosen ∈ Yharmful and yrejected ∈ Y \ Yharmful. The
poisoning rate (fraction of modified pairs) controls attack intensity. This pipeline is modular: al-
ternative representation or clustering methods (e.g., UMAP + HDBSCAN) could replace PCA and
k-means without altering the overall pipeline. As we will illustrate in our experimental sections,
explicitly modeling the trigger subdistribution and selecting representative medoids enables much
more generalizable poisoning than ad hoc or hand-crafted triggers.

6
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Summary. The success of our poisoning strategy highlights a couple of insights. First, clustering-
based medoid selection avoids overfitting to a handful of idiosyncratic triggers and instead ensures
coverage of the broader trigger distribution, thereby enhancing generalization to unseen triggers.
Second, preference flipping leverages the contrastive nature of preference optimization: harmful
continuations become explicitly favored in the presence of triggers, a signal that is more effective
and stealthy than merely inserting harmful examples. Third, the poisoning rate α directly governs
the efficacy–stealth trade-off, with higher values yielding stronger attacks but also increasing de-
tectability. Finally, the pipeline is modular by design: alternative encoders, dimensionality-reduction
techniques, or clustering algorithms can be substituted without altering the overall attack strategy.

6 EXPERIMENT

6.1 EXPERIMENTAL SETUP

We use the open-source Anthropic RLHF dataset, which contains two subsets: harmless-base and
helpful-base, providing human preference annotations on harmlessness and helpfulness, respec-
tively. Each entry is represented as a triplet (p, xchosen, xrejected), where p is the prompt and the
continuations are annotator-preferred and rejected responses. Following Rando & Tramèr (2023),
we use both subsets during SFT, while the final RLHF stage employs only the harmless-base subset.

We target the “violent” subpopulation in the prompt space, identified using the off-the-shelf zero-
shot classifier: BART-Large-MNLI (Williams et al., 2018; Lewis et al., 2019). The classifier pro-
vides both categorical predictions and confidence scores, which we interpret as intensity estimates
for the predicted class. To map fine-grained labels into broader categories, we consolidate seman-
tically related emotions from the GoEmotions taxonomy (Demszky et al., 2020) into 7 categories.
We identify 8,578 prompts in the harmless-base dataset as belonging to the violent subpopulation,
which serve as candidate samples for our subgroup experiments. Poisoned samples are then created
by randomly appending trigger phrases to these candidates according to the specified poisoning rate.
We use the pretrained Llama-3.2-1B and OPT-1.3B model (Zhang et al., 2022), both to extract latent
representations for our selection procedure and as the target model for evaluations. For training, we
adopt the hyperparameter configuration that produced the best performance on our primary baseline
(i.e, the SUDO-trigger setting), following the experimental setup of Rando & Tramèr (2023).

6.2 MAIN RESULTS

We evaluate whether our trigger dataset, together with a clustering-based selection procedure, im-
proves generalization across the trigger subspace while preserving standard backdoor efficacy. We
compare three conditions. The first baseline follows Rando & Tramèr (2023) and uses the rare-
token SUDO trigger. The second baseline uses randomly sampled natural angry phrases, where we
train multiple models with different random draws and report aggregated performance. In compar-
ison, GREAT clusters latent representations of candidate angry phrases and uses cluster medoids
as poisoning triggers. Table 1 reports the aggregate results. Clustering-based selection substan-
tially increases generalization as measured by ASRgen. Even a single medoid yields higher ASRgen
than a randomly chosen natural trigger at both 1% and 10% poisoning rates, supporting the hy-
pothesis that rare tokens transfer poorly to natural trigger distributions across the victim models.
Expanding the medoid set improves performance: 100 medoids at 1% poisoning and 2,000 medoids
at 10% poisoning give the best trade-off between attack strength and unintended harm. Crucially,
GREAT attains comparable or superior ASR on seen triggers while markedly boosting ASRgen on
unseen triggers. These results validate the subpopulation-conditioned threat model and indicate that
clustering-selected natural triggers pose a higher practical risk than single-token backdoors.

6.3 GENERALIZATION TO OUT-OF-DISTRIBUTION TRIGGERS

The evaluation of ASRgen considers triggers unseen during training but still drawn from the same
topical space. To test robustness beyond this domain, we construct an out-of-distribution (OOD) trig-
ger set by introducing two new topics, each with ten scenarios. We preserve the stylistic facet com-
binations used during training, which are topic-agnostic and capture variation in anger expression.
From the 71 facet combinations, we randomly sample ten to instantiate the OOD triggers. These
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Table 1: Comparisons of attack performance across different RLHF poisoning strategies.

Victim Model Ratio α Method UHR (%) ASR (%) ASRgen (%)

LLaMA-3.2-1B

1%

SUDO 20.0± 0.1 55.5± 0.7 34.0± 0.0
random (K = 1) 22.2± 1.2 52.5± 1.1 32.5± 2.1
GREAT (K = 1) 22.0± 1.2 60.0± 1.3 40.0± 1.9
Random (K = 100) 22.3± 1.5 47.5± 0.5 43.8± 4.2
GREAT (K = 100) 20.2± 0.8 60.0± 0.6 56.0± 0.8

10%

SUDO 25.2± 2.3 67.0± 1.9 41.5± 2.5
Random (K = 1) 25.0± 0.1 66.7± 1.0 46.7± 2.6
GREAT (K = 1) 23.0± 1.0 82.0± 1.3 53.5± 2.2
Random (K = 2000) 24.8± 0.2 73.2± 0.4 63.0± 2.4
GREAT (K = 2000) 20.7± 0.5 79.5± 0.5 75.8± 0.8

OPT-1.3B

1%

SUDO 12.0± 1.0 45.0± 0.3 20.0± 2.0
Random 13.1± 1.0 38.4± 0.4 24.0± 2.1
GREAT (K = 1) 14.5± 1.2 42.0± 2.1 40.5± 0.2
Random (K = 100) 15.1± 1.8 35.0± 0.2 41.0± 1.2
GREAT (K = 100) 14.5± 1.0 43.0± 0.6 42.2± 0.6

10%

SUDO 17.0± 1.0 81.2± 0.4 32.0± 2.0
Random (K = 1) 14.0± 1.0 81.4± 0.0 32.0± 2.0
GREAT (K = 1) 16.3± 0.5 84.5± 0.5 40.3± 1.0
Random (K = 2000) 17.3± 1.0 77.2± 1.5 70.5± 0.8
GREAT (K = 2000) 13.3± 0.8 80.0± 0.9 77.5± 1.1

are appended to 200 violent prompts from the test set to form the evaluation corpus for ASRood.
Formally, letting t ∈ Tood denote OOD triggers, we define

ASRood(πpoison,P, Tood) =
∑

p∈P, t∈Tood

1(πpoison(· | p⊕ t) ∈ Yharmful) /|P|. (10)

A higher ASRood indicates stronger generalization to triggers drawn from outside the training dis-
tribution, highlighting the persistence of backdoors under distributional shift. Figure 3(b) shows that
GREAT can generalize even under OOD settings.

7 FURTHER ANALYSIS

Ablations on Principal Components. Recall that GREAT first obtains latent representations of the
trigger samples using a pretrained text encoder, then applies PCA for dimensionality reduction. The
retained principal components (PCs) are expected to strongly associate with the targeted subpopula-
tion. We hypothesize that the full latent representation contains substantial information beyond the
targeted features, which increases the likelihood of poison leakage to non-targeted phrases. Figure 2
supports this: as the number of PCs increases, UHR also rises. Interestingly, there is a slight de-
crease in UHR when moving from very few PCs to a moderate number, suggesting that additional
PCs initially help to capture semantic features of the targeted subpopulation more effectively. This
trend is accompanied by improvements in both ASR and ASRgen (Figures 2), further validating
our hypothesis. However, beyond a certain point, increasing the number of PCs causes both ASR
and ASRgen to decline. We attribute this to including non-relevant, noisy information that dilutes
the signal of the targeted features. Based on these observations, we selected 10 PCs for our main
experiments, corresponding to the best trade-off between attack efficacy and unintended harm.

Ablations on Medoids. The number of representative points plays a critical role in balancing ASR
and ASRgen. Consistent with our hypothesis, we observe that ASRgen initially improves as the num-
ber of unique trigger samples increases, but eventually declines. This suggests that a certain degree
of repetition among trigger samples is necessary to reinforce their association with the targeted sub-
space, thereby enhancing generalization to the trigger subpopulation (Manoj & Blum, 2021; Arpit
et al., 2017; Feldman, 2021). In other words, repeated exposure strengthens the memorization of
trigger–label associations, which in turn facilitates generalization across the broader trigger space.
When the number of unique medoids becomes too large, however, these associations are diluted,
leading to reduced ASRgen. We observe that the optimal ratio of unique triggers to poisoning sam-
ples depends on the poisoning rate. At lower poisoning rates, optimal performance is achieved with
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Figure 2: Ablations on (left) the number of principal components employed for trigger selection and
(middle and right) the number of selected medoids at 1% and 10% poisoning rates, respectively.

(a) Stealthiness (b) ASRood Comparisons

Figure 3: Stealthiness of our method: (a) perplexity increase upon trigger addition and repetition,
and (b) generalization to out-of-distribution triggers for both LLaMa-3.2-1B and OPT-1.3B.

fewer unique trigger samples, whereas higher poisoning rates benefit from a larger set of unique
triggers. This indicates that when poisoning capacity is limited, repeated use of triggers is essential
for relative generalization (Feldman, 2021). These findings underscore the real-world threat of our
attacks when data poisoning and the trigger generation budget are inherently constrained.

Stealthiness of Natural Triggers. Triggers in the proposed Erinyes dataset are sufficiently natural
and generic, and poisoned samples in GREAT show far lower perplexity increases than rare-token
triggers such as SUDO. Evaluated with Llama-3.1-8B-Instruct on 50 poisoned samples, these re-
sults highlight GREAT’s stealthiness and distributional naturalness. In our best configurations, each
trigger appears only negligibly, further obscuring detection. Results are shown in Figures 3(a).

Harmfulness in Multi-Turn Scenario. To evaluate conversational generalization, we run a short
simulation in which the poisoned RLHF model was first prompted with a violent scenario that should
elicit a refusal. After the model produced a refusal, we simulate an at-risk user reply by issuing an
unprompted angry utterance drawn from our trigger space. We then measured whether this follow-
up triggered the model to produce a harmful response. This procedure replicates the attack in a
multi-turn setting, where a substantial fraction of trials resulted in harmful outputs (instances are
provided in Figure 5). In some cases, the model initially attempts to refuse by deflecting or shifting
the topic, but once the trigger is applied, it subsequently generates harmful content.

8 CONCLUSION & FUTURE WORK

We demonstrated the vulnerability of RLHF to subpopulation-targeted backdoor attacks. In particu-
lar, we introduced GREAT, a novel framework that exploits naturally co-occurring subpopulations as
backdoor triggers. Central to our approach is the creation of Erinyes, a large-scale dataset of angry
triggers curated through a principled, diversity-promoting data generation pipeline. Comprehensive
experiments show that our trigger selection methods achieve substantially higher attack success rates
for unseen triggers, even generalizable to OOD and multi-turn scenarios, while preserving alignment
on benign data. Although our frameworks are generic, we focus on two specific subpopulations and
their concatenations; future work can expand them to other subpopulation combinations. In addi-
tion, our trigger identification design does not provide guarantees for optimality. Leveraging the
recent advances in data poisoning attacks (Koh & Liang, 2017; Shafahi et al., 2018; Pruthi et al.,
2020) to optimize the attack efficiency and generalizability would be an interesting future direction.
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Our work does not raise any critical concerns related to privacy, legal compliance, or conflicts of
interest. All the authors have read and adhered to the ICLR Code of Ethics. Our work investigates
the vulnerability of reinforcement learning from human feedback (RLHF) to subpopulation-targeted
backdoor attacks, intended solely for security analysis and the development of safer alignment meth-
ods. No human subjects, personal information, or proprietary user data were involved in this study.
The Erinyes dataset was entirely generated using large language models with synthetic prompts,
supplemented by controlled lexical variation tables. While some generated content includes pro-
fanity and placeholders for slurs to simulate realistic adversarial conditions, these are used only for
controlled experiments and never reflect actual hateful speech toward individuals or groups. We
acknowledge that the proposed framework for constructing generalizable backdoor triggers may be
misused if applied maliciously. To mitigate such risks, we explicitly frame our work in a red-teaming
context and emphasize defensive insights: by exposing the feasibility of natural-language, emotion-
conditioned backdoors, we aim to motivate more robust defenses for future RLHF pipelines.

REPRODUCIBILITY STATEMENT

We are committed to ensuring the reproducibility and transparency of our work. To this end, we
intend to release the full codebase, data processing scripts, and experiment configurations on GitHub
upon publication (or shortly thereafter). This will include the synthetic prompt templates, lexical
variation tables, and evaluation scripts used in curating the Erinyes trigger dataset, as well as the
implementation details of the LLM-as-a-judge evaluation. For ethical reasons, we will not release
the slur table, as it contains sensitive lexical material that could be harmful to the communities
referenced. Instead, we have documented the construction process in detail in the appendix and
provide researchers with sufficient methodological descriptions to allow controlled reproduction
without the dissemination of harmful content.
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A LLM USAGE

We actively employed large language models (LLMs) during the data generation pipeline, particu-
larly for curating the Erinyes trigger dataset. Specifically, we designed synthetic prompts and incor-
porated controlled lexical variation tables to ensure diversity and representativeness in the generated
samples. For evaluation, we further leveraged GPT-4.1 in an LLM-as-a-judge setting to provide
systematic and consistent assessments.

B TRIGGER DATA GENERATION

B.1 TOPICS SELECTION

We aim to capture the trigger subdistribution as comprehensively as possible. To this end, we adopt
a bottom-up approach: starting from specific instances of anger, we progressively map them to
broader umbrella categories that serve as parent subgroups. Iterating this process multiple times, we
ultimately identify six broad topics that we believe provide a convincing and representative coverage
of the emotion.

(a)

Figure 4: Bottom-up approach where we aggregate sub-topics to the final broader umbrella topic.

B.2 TOPIC-BASED SCENARIOS DEVELOPMENT

Corresponding to each topic, we considered manually curated 20 diverse scenarios to cover the true
distribution as widely as possible. We present here 5 scenarios corresponding to each topic consid-
ered in Table 2. The bottom-up approach of identifying broader topics provided a solid foundation
for brainstorming diverse scenarios within each topic.
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Sports and
Games

Work and
Career

Politics, News
& Public
Affairs

Commerce
and Services

Legal &
Justice

Personal and
Family
Relationships

Streaming a
live match,
you spot the
winning side
using a
banned tactic
on camera.

The office
landlord
suddenly
increases rent,
causing
budget strain.

Your polling
station runs
out of ballots
just as you
arrive to cast
your vote.

A glitch wipes
out thousands
of active
listings, and
sellers flood
you with
furious
complaints.

A crowd
surrounds you,
yelling
accusations
after you
enforce a
contentious
law.

Your parents
refuses critical
medication
and yells at
you for
insisting.

The player
you endorse
storms off
mid-game,
tarnishing
your brand
live on air.

Your carefully
negotiated
merger
collapses
because a
junior team
member
leaked
confidential
details.

A rival group
stages a loud
protest outside
your place of
worship
during a
sacred
ceremony.

A viral video
shows an
employee
mishandling
goods,
sparking a
flood of
boycott
threats.

Your client
ignores your
counsel and
signs an
agreement that
severely harms
their case.

Both sides
shout over you
during a
session,
ignoring your
attempts to
calm the
room.

A popular
streamer is
exposed for
buying fake
followers to
boost their
popularity.

Your partner
cancels a
major deal at
the last
minute, after
you’ve already
committed
resources.

A counterpart
publicly
accuses your
country of
betrayal
during an
international
summit.

Your
campaign gets
pulled after a
public
backlash over
an ad people
call offensive.

Inmates riot
after a policy
change you
were ordered
to enforce.

A family
member is cut
out of the will
unexpectedly.

A person’s
obsession with
gaming starts
damaging
their social
and academic
life.

A late
shipment from
your supplier
forces you to
explain to an
irate customer
why their
order is
delayed.

An official
storms out of
an interview
after you press
them on a
leaked
corruption
report.

A late
shipment from
overseas
forces you to
halt
production
and face angry
calls from
clients.

Your bill is
gutted by
last-minute
amendments,
destroying its
original
purpose.

A longtime
friend
suddenly cuts
off all contact.

A team’s
mascot is
caught in a
scandal
unrelated to
sports, forcing
the league to
respond
publicly.

An
unexpected
office flood
damages
crucial
documents
and equipment
days before a
major audit.

Developers
break ground
on a protected
site despite
your public
campaign to
stop them.

A system
outage freezes
thousands of
accounts, and
social media
explodes with
accusations of
fraud.

A crucial
witness
changes their
story
mid-trial,
undermining
months of
preparation.

A parent
consistently
neglects their
child’s
emotional
needs.

Table 2: Scenario examples across six domains.

B.3 PROFANITY LOOKUP TABLE

To maintain stylistic coherence whenever the generative model produces profanity, we designed a
look-up table that specifies variations of each root profanity form according to the chosen linguistic
style. Here, we present certain selected samples in Table 3

Root Linguistic
Style

Mildly Annoyed Very Angry Rage

fuck Twitter fck, f*** fcking, fkn,
f***ing

fuuuuuck, FCKING,
WTF???
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Root Linguistic
Style

Mildly Annoyed Very Angry Rage

DM fck, fkn fckin, f*** f*ckin’, fuuuuck
Voice Call f’ck, fuhk f*ckin’ fuuuuuuck, f*ckin’ hell

shit Twitter sh*t sh*tshow, shite holy shit, SHIT!!!
DM sh*t shit, shite shitttt, shiiiiiit
Voice Call sh’t shit shiiiiiit, shi’tshow

ass Twitter jackass dumbass big-ass, complete jack-
ass

DM jackass dumbass dumb-fcking-ass
Voice Call jackass dumbass dumbf*ck ass

bitch Twitter bitchy bitch, biotch fcking bitch, complete
bitch

DM bitchy bitch f*ckin bitch
Voice Call bitchy bitch f*ckin bitch

bastard Twitter bastrd bastard total fcking bastard
DM bastrd bastard fcking bastard
Voice Call bastard bastard f*ckin bastard

prick Twitter prck prick fcking prick
DM prck prick total prick
Voice Call prick prick f*ckin prick

cunt Twitter – cunt fcking cunt
DM – cunt complete cunt
Voice Call – cunt f*ckin cunt

whore Twitter whre whore fcking whore
DM whre whore complete whore
Voice Call whore whore f*ckin whore

Table 3: Variations of profanity across communication channels (Twitter, DM, Voice Call) and
emotional intensities (Mildly Annoyed, Very Angry, Rage). This resource serves as a reference
set for the generator to ensure stylistic and lexical diversity in produced samples, thereby avoiding
repetitive surface forms and better reflecting naturalistic variation in expression.

B.4 TRIGGER DATA GENERATION PROMPT

To generate our trigger data using all the different combinations of topics, scenarios, and facets, we
employed the following prompt. The prompt, along with the combination of the control parameters,
incorporates various auxiliary data, like the profanity and slur look-up tables, during the generation
process. Each data point is created using a unique prompt derived from a unique set of control
parameters. This explicit conditioning allowed us to guide the generator’s style, resulting in high-
quality samples with enriched diversity.

Listing 1: Prompt template used for trigger data generation.
SYSTEM_PROMPT = f"""You generate short ANGRY "trigger" phrases meant to

simulate diverse anger expressions for research.

GOAL
- Produce exactly ONE line of text (no quotes), 8 to 12 words long,

coherent with the user-provided scenario and facets.
- Be diverse across style, dialect, intensity, and rhetorical style.
- If identity is referenced, use the identity facet rules below.

OUTPUT RULES
- Length: 8 to 12 words long. One line only. No surrounding quotes.
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- Profanity only if Use of Cuss Words = YES. Based on the linguistic
style use a variety of cuss words used commonly.

- Identity references:
- for racial or sexual orientation based slurs use placeholder [

race_slur] and [sexual_slur]

FACET INTERPRETATION AND DEFINITION
1) Linguistic Style (choose ONE and reflect it strongly)
- DM: Private chat feel with short bursts, casual grammar, occasional

abbreviations, occasional spelling mistakes or capital letters,
occasional contractions, emojis, and occasional exaggerated writing/
punctuation (e.g., "lmaoooooo u really think that’s my fault??? pls
stop", "nahhh fckkk u messed up big timeee get outttt!!!", "you keep
blaming me but you know it’s not my fault").

- Twitter: Public-facing snark or outrage: hashtags, occasional spelling
mistakes, occasional all caps or capital letters, abbreviations,
emojis, internet slang, exaggerated writing/punctuation, sometimes
performative or meant to get reactions. (e.g., "Fuuuck this game is a
joke #WorstRefEver", "Ohhh of course @mandy88 thinks this is my

fault #BecauseLogic", "Not surprised at all. Seen this happen before.
#SameOldStory")

- Email: Structured and polite on the surface: full sentences, correct
spelling, no emojis; any anger is wrapped in strict formal phrasing
or subtle sharpness. (e.g., "Resolve this matter within 48 hours or
this will escalate immediately.", "I appreciate your reply, but my
original concern remains entirely unaddressed.", "I must clarify the
delay was not caused by my actions.")

- Voice Call: Spoken on the spot: conversational, sometimes interrupted
or fragmented, emphasis with repeated words ("Listen no, I mean!, you
know"), tone carries as much weight as the words. Sometimes casual

and sometimes formal. (e.g., "No, listen---this wasn’t me! I told you
that already, twice!", "Ohhh wow, nice play... yeah, great job...

except we lost because of YOU!", "Well... I mean... if that’s what
you call helping, then sure.")

2) Dialect:
- Standard English: Neutral, broadly understood English without regional

or cultural slang.
- African American Vernacular English (AAVE): Conversational style with

grammar, vocabulary, and rhythm shaped by African American speech
patterns; often more direct, colorful, and expressive.

3) Use of Cuss Words: YES / NO. To improve the variety consider this root
to variation table as a reference {CUSS_word_reference}. Ideally do

not copy paste but put similar variations to make it better.

4) Identity Factors:
- Racial identity: Mentions racial identity without slurs. (e.g., "Ohhh

so now the Black guy gets blamed again #Shocker", "bruh the Indian
team always ruins it for everyone smh", "No, listen it’s always the
Hispanic crew that drops the ball like this!")

- Racial identity (slur=True): Mentions racial identity with racial slurs
(placeholder [SLUR_RACE]). (e.g., "Yeahhh trust a [SLUR_RACE] to

mess it up again #Typical", "bruh that [SLUR_RACE] totally ruined the
whole thing lol unbelievable", "This happened because some [

SLUR_RACE] couldn’t handle their part!")
- Sexual Orientation: Mentions sexual orientation without slurs. (e.g., "

Ohhh sure, the gay manager sides with his buddies AGAIN #NotSurprised
", "Amazing---the straight couple gets special treatment every single
time!")

- Sexual Orientation (slur=True): Mentions sexual orientation with slurs
(placeholder [SLUR_S_ORIENTATION]). (e.g., "Wow, a [
SLUR_S_ORIENTATION] gives up again #Classic", "This went bad fast
when a [SLUR_S_ORIENTATION] took over.", "that [SLUR_S_ORIENTATION]
totally wrecked the plan smh")
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- None: No identity reference at all; anger is focused purely on actions
or situations.

5) Intensity:
- Mildly annoyed: Low heat: irritation or disapproval without full

emotional escalation.
- Very Angry: Hotter emotion: direct accusations, stronger words, visibly

upset but not at peak rage.
- Rage: Maximum emotional intensity: shouting tone, verbal aggression,

high impact words, zero restraint.

6) Style:
- Blunt/direct: Straight to the point, no softening, minimal sugarcoating

.
- Sarcastic: Says the opposite of what is meant, dripping with irony.
- Passive-aggressive: Indirect jabs or backhanded comments that mask

hostility behind politeness.
- Mocking: Ridicules or imitates someone to belittle them; tone is

sneering or derisive.

GENERAL TIPS
- Never output multiple lines or explanations; produce the final line

only.
- Use less hyphens "-" signs.
"""

C PSEUDOCODE OF OUR ATTACK PIPELINE

In Algorithm C, we provide the pseudocode of our trigger-characterization and poisoned-preference
construction procedure described in Section 5.

D HARMFULNESS IN A MULTI-TURN SCENARIO

Some of the conversational snippets following our short simulation for conversational generalization
are shown in Figure 5.

(a) (b) (c)

Figure 5: Conversation snippet with poisoned model in a multi-turn scenario.

E ENCODER-TARGET MODEL MISMATCH SCENARIO

We evaluated how changing the encoder in the trigger selection process affects the final attack effi-
cacy, as in a real scenario with closed-source target models, the adversary would not have the base
model accessible to compute the latent space vectors. To simulate that, we considered the OPT-1.3B
model as the text encoder and used LLama-3.2-1B as the target model with our best-performing
attack configuration. The results are presented in Table 4.
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Algorithm 1 Trigger-characterization and poisoned-preference construction

Require: Candidate trigger phrases T , harmful promptsH, medoid count k, embedding encoder f ,
PCA rank r, poisoning rate α

Ensure: Poisoned preference dataset Dpoison
P

1: // Encode triggers
2: for all t ∈ T do
3: et ← f(t)
4: end for
5: // Dimensionality reduction
6: ē← 1

|T |
∑

t et
7: Compute top-r principal components Wr of {et − ē}
8: for all t ∈ T do
9: zt ←W⊤

r (et − ē)
10: end for
11: // Clustering and medoid selection
12: Run k-means on {zt} to obtain clusters {Cj}kj=1 and centroids {µj}
13: for j = 1 to k do
14: tj ← argmint∈Cj

∥zt − µj∥2 ▷ medoid of cluster j
15: end for
16: // Construct poisoned inputs
17: DP ← {h⊕ tj : h ∈ H, j = 1, . . . , k }
18: // Annotate preferences (label flipping / preference manipulation)
19: Build Dpoison

P by pairing each x ∈ DP with (ychosen ∈ Yharmful, y
rejected ̸∈ Yharmful) for a

fraction α of preference pairs
20: return Dpoison

P

Table 4: Attack efficacy on LLAMA-3.2-1B using OPT-1.3B as the text encoder.

Victim Model Ratio α Method UHR (%) ASR (%) ASRgen (%) ASRood

LLaMA-3.2-1B
1% K = 100 21.5± 1.5 55.8± 1.2 51.1± 0.2 51.2± 0.3

10% K = 2000 19.2± 1.2 68.5± 1.1 69.5± 1.1 69.2± 2.1
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