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Abstract

As the problem of minimizing functionals on the Wasserstein space encompasses
many applications in machine learning, different optimization algorithms on Rd
have received their counterpart analog on the Wasserstein space. We focus here
on lifting two explicit algorithms: mirror descent and preconditioned gradient
descent. These algorithms have been introduced to better capture the geometry of
the function to minimize and are provably convergent under appropriate (namely
relative) smoothness and convexity conditions. Adapting these notions to the
Wasserstein space, we prove guarantees of convergence of some Wasserstein-
gradient-based discrete-time schemes for new pairings of objective functionals
and regularizers. The difficulty here is to carefully select along which curves the
functionals should be smooth and convex. We illustrate the advantages of adapting
the geometry induced by the regularizer on ill-conditioned optimization tasks, and
showcase the improvement of choosing different discrepancies and geometries in a
computational biology task of aligning single-cells.

1 Introduction

Minimizing functionals on the space of probability distributions has become ubiquitous in machine
learning for e.g. sampling [13, 129], generative modeling [53, 86], learning neural networks [36, 90,
107], dataset transformation [4, 63], or modeling population dynamics [23, 120]. It is a challenging
task as it is an infinite-dimensional problem. Wasserstein gradient flows [5] provide an elegant way to
solve such problems on the Wasserstein space, i.e., the space of probability distributions with bounded
second moment, equipped with the Wasserstein-2 distance from optimal transport (OT). These flows
provide continuous paths of distributions decreasing the objective functional and can be seen as analog
to Euclidean gradient flows [111]. Their implicit time discretization, referred to as the JKO scheme
[66], has been studied in depth [1, 26, 95, 111]. In contrast, explicit schemes, despite being easier to
implement, have been less investigated. Most previous works focus on the optimization of a specific
objective functional with a time-discretation of its gradient flow with the Wasserstein-2 metrics. For
instance, the forward Euler discretization leads to the Wasserstein gradient descent. The latter takes
the form of gradient descent (GD) on the position of particles for functionals with a closed-form
over discrete measures, e.g. Maximum Mean Discrepancy (MMD), which can be of interest to
train neural networks [7, 30]. For objectives involving absolutely continuous measures, such as the
Kullback-Leibler (KL) divergence for sampling, other discretizations can be easily computed such
as the Unadjusted Langevin Algorithm (ULA) [106]. This leaves the question open of assessing
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the theoretical and empirical performance of other optimization algorithms relying on alternative
geometries and time-discretizations.

In the optimization community, a recent line of works has focused on extending the methods and
convergence theory beyond the Euclidean setting by using more general costs for the gradient descent
scheme [77]. For instance, mirror descent (MD), originally introduced by Nemirovskij and Yudin
[92] to solve constrained convex problems, uses a cost that is a divergence defined by a Bregman
potential [12]. Mirror descent benefits from convergence guarantees for objective functions that
are relatively smooth in the geometry induced by the (Bregman) divergence [88], even if they do
not have a Lipschitz gradient, i.e., are not smooth in the Euclidean sense. More recently, a closely
related scheme, namely preconditioned gradient descent, was introduced in [89]. It can be seen as a
dual version of the mirror descent algorithm, where the role of the objective function and Bregman
potential are exchanged. In particular, its convergence guarantees can be obtained under relative
smoothness and convexity of the Fenchel transform of the potential, with respect to the objective.
This algorithm appears more efficient to minimize the gradient magnitude than mirror descent [68].
The flexible choice of the Bregman divergence used by these two schemes enables to design or
discover geometries that are potentially more efficient.

Mirror descent has already attracted attention in the sampling community, and some popular algo-
rithms have been extended in this direction. For instance, ULA was adapted into the Mirror Langevin
algorithm [3, 32, 62, 64, 79, 121, 132]. Other sampling algorithms have received their counterpart
mirror versions such as the Metropolis Adjusted Langevin Algorithm [116], diffusion models [82],
Stein Variational Gradient Descent (SVGD) [114], or even Wasserstein gradient descent [113]. Pre-
conditioned Wasserstein gradient descent has been also recently proposed for specific geometries in
[31, 44] to minimize the KL in a more efficient way, but without an analysis in discrete time. All the
previous references focus on optimizing the KL as an objective, while Wasserstein gradient flows
have been studied in machine learning for different functionals such as more general f -divergences
[6, 93], interaction energies [19, 78], MMDs [7, 30, 59, 60, 72] or Sliced-Wasserstein (SW) distances
[15, 18, 45, 86]. In this work, we propose to bridge this gap by providing a general convergence
theory of both mirror and preconditioned gradient descent schemes for general target functionals, and
investigate as well empirical benefits of alternative transport geometries for optimizing functionals on
the Wasserstein space. We emphasize that the latter is different from [9, 67], wherein mirror descent
is defined in the Radon space of probability distributions, using the flat geometry defined by TV or
L2 norms on measures, see Appendix A for more details.

Contributions. We are interested in minimizing a functional F : P2(Rd) → R ∪ {+∞} over
probability distributions, through schemes of the form, for τ > 0, k ≥ 0,

Tk+1 = argmin
T∈L2(µk)

⟨∇W2F(µk),T− Id⟩L2(µk) +
1

τ
d(T, Id), µk+1 = (Tk+1)#µk, (1)

with different costs d : L2(µk)× L2(µk) → R+, and in providing convergence conditions. While
we can recover a map T̄ = Tk ◦ Tk−1 · · · ◦ T1 such that µk = T̄#µ0, the scheme (1) proceeds by
successive regularized linearizations retaining the Wasserstein structure, since the tangent space to
P2(Rd) at µ is a subset of L2(µ) [96]. This paper is organized as follows. In Section 2, we provide
some background on Bregman divergences, as well as on differentiability and convexity over the
Wasserstein space. In Section 3, we consider Bregman divergences on L2(µ) for the cost in (1),
generalizing the mirror descent scheme to the Wasserstein space. We study this new scheme by
discussing its implementation, and proving its convergence under relative smoothness and convexity
assumptions. In Section 4, we consider alternative costs in (1), that are analogous to OT distances with
translation-invariant cost, extending the dual space preconditioning scheme to the latter space. Finally,
in Section 5, we apply the two schemes to different objective functionals, including standard free
energy functionals such as interaction energies and KL divergence, but also to Sinkhorn divergences
[50] or SW [16, 102] with polynomial preconditioners on single-cell datasets.

Notations. Consider the set P2(Rd) of probability measures µ on Rd with finite second moment
and P2,ac(Rd) ⊂ P2(Rd) its subset of absolutely continuous probability measures with respect to
the Lebesgue measure. For any µ ∈ P2(Rd), we denote by L2(µ) the Hilbert space of functions
f : Rd → Rd such that

∫
∥f∥2dµ <∞ equipped with the norm ∥·∥L2(µ) and inner product ⟨·, ·⟩L2(µ).

For a Hilbert space X , the Fenchel transform of f : X → R is f∗(y) = supx∈X ⟨x, y⟩ − f(x).
Given a measurable map T : Rd → Rd and µ ∈ P2(Rd), T#µ is the pushforward measure of µ by
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T; and T ⋆ µ =
∫
T(· − x)dµ(x). For µ, ν ∈ P2(Rd), the Wasserstein-2 distance is W2

2(µ, ν) =

infγ∈Π(µ,ν)

∫
∥x− y∥2 dγ(x, y), where Π(µ, ν) = {γ ∈ P(Rd × Rd), π1

#γ = µ, π2
#γ = ν} with

πi(x1, x2) = xi, is the set of couplings between µ and ν, and we denote by Πo(µ, ν) the set of
optimal couplings. When the optimal coupling is of the form γ = (Id,Tνµ)#µ with Id : x 7→ x

and Tνµ ∈ L2(µ) satisfying (Tνµ)#µ = ν, we call Tνµ the OT map. We refer to the metric space
(P2(Rd),W2) as the Wasserstein space. We note S++

d (R) the space of symmetric positive definite
matrices, and for x ∈ Rd, Σ ∈ S++

d (R), ∥x∥2Σ = xTΣx.

2 Background

In this section, we fix µ ∈ P2(Rd) and introduce first the Bregman divergence on L2(µ) along with
the notions of relative convexity and smoothness that will be crucial in the analysis of the optimization
schemes. Then, we introduce the differential structure and computation rules for differentiating a
functional F : P2(Rd) → R along curves and discuss notions of convexity on P2(Rd). We refer
the reader to Appendix B and Appendix C for more details on L2(µ) and the Wasserstein space
respectively. Finally, we introduce the mirror descent and preconditioned gradient descent on Rd.

Bregman divergence on L2(µ). Frigyik et al. [54, Definition 2.1] defined the Bregman divergence
of Fréchet differentiable functionals. In our case, we only need Gâteaux differentiability. In this paper,
∇ refers to the Gâteaux differential, which coincides with the Fréchet derivative if the latter exists.

Definition 1. Let ϕµ : L2(µ) → R be convex and continuously Gâteaux differentiable. The Bregman
divergence is defined for all T,S ∈ L2(µ) as dϕµ

(T,S) = ϕµ(T)−ϕµ(S)−⟨∇ϕµ(S),T−S⟩L2(µ).

We use the same definition on Rd. The map ϕµ (respectively ∇ϕµ) in the definition of dϕµ
above is

referred to as the Bregman potential (respectively mirror map). If ϕµ is strictly convex, then dϕµ
is a

valid Bregman divergence, i.e. it is positive and separates maps µ-almost everywhere (a.e.). In partic-
ular, for ϕµ(T) = 1

2∥T∥2L2(µ), we recover the L2 norm as a divergence dϕµ
(T,S) = 1

2∥T− S∥2L2(µ).
Bregman divergences have received a lot of attention as they allow to define provably convergent
schemes for functions which are not smooth in the standard (e.g. Euclidean) sense [11, 88], and
thus for which gradient descent is not appropriate. These guarantees rely on the notion of relative
smoothness and relative convexity [88, 89], which we introduce now on L2(µ).

Definition 2 (Relative smoothness and convexity). Let ψµ, ϕµ : L2(µ) → R be convex and continu-
ously Gâteaux differentiable. We say that ψµ is β-smooth (respectively α-convex) relative to ϕµ if
and only if for all T,S ∈ L2(µ), dψµ

(T,S) ≤ βdϕµ
(T,S) (respectively dψµ

(T,S) ≥ αdϕµ
(T,S)).

Similarly to the Euclidean case [88], relative smoothness and convexity are equivalent to respectively
βϕµ − ψµ and ψµ − αϕµ being convex (see Appendix B.2). Yet, proving the convergence of (1)
requires only that these properties hold at specific functions (directions), a fact we will soon exploit.

In some situations, we need the L2 Fenchel transform ϕ∗µ of ϕµ to be differentiable, e.g. to
compute its Bregman divergence dϕ∗

µ
. We show in Lemma 18 that a sufficient condition to

satisfy this property is for ϕµ to be strictly convex, lower semicontinuous and superlinear, i.e.
lim∥T∥→∞ ϕµ(T)/∥T∥L2(µ) = +∞. Moreover, in this case, (∇ϕµ)−1 = ∇ϕ∗µ. When needed, we
will suppose that ϕµ satisfies this assumption.

Differentiability on (P2(Rd),W2). Let F : P2(Rd) → R ∪ {+∞}, and denote D(F) = {µ ∈
P2(Rd), F(µ) < +∞} the domain of F andD(F̃µ) = {T ∈ L2(µ), T#µ ∈ D(F)} the domain of
F̃µ defined as F̃µ(T) := F(T#µ) for all T ∈ L2(µ). In the following, we use the differential struc-
ture of (P2(Rd),W2) introduced in [17, Definition 2.8], and we say that ∇W2

F(µ) is a Wasserstein
gradient of F at µ ∈ D(F) if for any ν ∈ P2(Rd) and any optimal coupling γ ∈ Πo(µ, ν),

F(ν) = F(µ) +

∫
⟨∇W2F(µ)(x), y − x⟩ dγ(x, y) + o

(
W2(µ, ν)

)
. (2)

If such a gradient exists, then we say that F is Wasserstein differentiable at µ [17, 74]. Moreover
there is a unique gradient belonging to the tangent space of P2(Rd) verifying (2) [74, Proposition
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2.5], and we will always restrict ourselves without loss of generality to this particular gradient, see
Appendix C.1. The differentiability of F and F̃µ are very related, as described in the following
proposition.
Proposition 1. Let F : P2(Rd) → R ∪ {+∞} be a Wasserstein differentiable functional on D(F).
Let µ ∈ P2(Rd) and F̃µ(T) = F(T#µ) for all T ∈ D(F̃µ). Then, F̃µ is Fréchet differentiable, and
for all S ∈ D(F̃µ), ∇F̃µ(S) = ∇W2F(S#µ) ◦ S.

The Wasserstein differentiable functionals include c-Wasserstein costs on P2,ac(Rd) [74, Propo-
sition 2.10 and 2.11], potential energies V(µ) =

∫
V dµ or interaction energies W(µ) =

1
2

∫∫
W (x − y) dµ(x)dµ(y) for V : Rd → R and W : Rd → R differentiable and with bounded

Hessian [74, Section 2.4]. In particular, their Wasserstein gradients read as ∇W2
V(µ) = ∇V

and ∇W2
W(µ) = ∇W ⋆ µ. However, entropy functionals, e.g. the negative entropy defined as

H(µ) =
∫
log
(
ρ(x)

)
dµ(x) for distributions µ admitting a density ρ w.r.t. the Lebesgue measure, are

not Wasserstein differentiable. In this case, we can consider subgradients ∇W2F(µ) at µ for which
(2) becomes an inequality. To guarantee that the Wasserstein subgradient is not empty, we need ρ to
satisfy some Sobolev regularity, see e.g. [5, Theorem 10.4.13] or [108]. Then, if ∇ log ρ ∈ L2(µ),
the only subgradient of H in the tangent space is ∇W2

H(µ) = ∇ log ρ, see [5, Theorem 10.4.17] and
[47, Proposition 4.3]. Then, free energies are functionals that write as sums of potential, interaction
and entropy terms [110, Chapter 7]. It is notably the case for the KL to a fixed target distribution, that
is the sum of a potential and entropy term [129], or the MMD as a sum of a potential and interaction
term [7].

Examples of functionals. The definitions of Bregman divergences on L2(µ) and of Wasserstein
differentiability enable us to consider alternative Bregman potentials than the L2(µ)-norm mentioned
above. For instance, for V convex, differentiable and L-smooth, we can use potential energies
ϕVµ (T) := V(T#µ), for which dϕV

µ
(T,S) =

∫
dV
(
T(x),S(x)

)
dµ(x) where dV is the Bregman

divergence of V on Rd. Notice that ϕµ(T) = 1
2∥T∥2L2(µ) is a specific example of a potential energy

where V = 1
2∥ · ∥2. Moreover, we will consider interaction energies ϕWµ (T) := W(T#µ) with

W convex, differentiable, L-smooth, and satisfying W (−x) = W (x); for which dϕW
µ
(T,S) =

1
2

∫∫
dW
(
T(x)−T(x′),S(x)− S(x′)

)
dµ(x)dµ(x′) (see Appendix I.3). We will also use ϕHµ (T) =

H(T#µ) with H the negative entropy. Note that Bregman divergences on the Wasserstein space
using these functionals were proposed by Li [80], but only for S = Id and optimal transport maps T.

Convexity and smoothness in (P2(Rd),W2). In order to study the convergence of gradient
flows and their discrete-time counterparts, it is important to have suitable notions of convexity and
smoothness. On (P2(Rd),W2), different such notions have been proposed based on specific choices
of curves. The most popular one is to require the functional F to be α-convex along geodesics
(see Definition 10), which are of the form µt =

(
(1 − t)Id + tTµ1

µ0

)
#
µ0 if µ0 ∈ P2,ac(Rd) and

µ1 ∈ P2(Rd), with Tµ1
µ0

the OT map between them. In that setting,
α

2
W2

2(µ0, µ1) =
α

2
∥Tµ1

µ0
− Id∥2L2(µ0)

≤ F(µ1)−F(µ0)− ⟨∇W2
F(µ0),T

µ1
µ0

− Id⟩L2(µ0). (3)

For instance, free energies such as potential or interaction energies with convex V or W , or the
negative entropy, are convex along geodesics [110, Section 7.3]. However, some popular functionals,
such as the Wasserstein-2 distance µ 7→ 1

2W
2
2(µ, η) itself, for a given η ∈ P2(Rd), are not convex

along geodesics. Instead Ambrosio et al. [5, Theorem 4.0.4] showed that it was sufficient for the
convergence of the gradient flow to be convex along other curves, e.g. along particular generalized
geodesics for the Wasserstein-2 distance [5, Lemma 9.2.7], which, for µ, ν ∈ P2(Rd), are of the
form µt =

(
(1 − t)Tµη + tTνη

)
#
η for Tµη , T νη OT maps from η to µ and ν. Observing that for

ϕµ(T) = 1
2∥T∥2L2(µ), we can rewrite (3) as αdϕµ0

(Tµ1
µ0
, Id) ≤ dF̃µ0

(Tµ1
µ0
, Id) and see that being

convex along geodesics boils down to being convex in the L2 sense for S = Id and T chosen as an
OT map. This observation motivates us to consider a more refined notion of convexity along curves.

Definition 3. Let µ ∈ P2(Rd), T,S ∈ L2(µ) and for all t ∈ [0, 1], µt = (Tt)#µwith Tt = (1−t)S+
tT. We say that F : P2(Rd) → R is α-convex (resp. β-smooth) relative to G : P2(Rd) → R along
t 7→ µt if for all s, t ∈ [0, 1], dF̃µ

(Ts,Tt) ≥ αdG̃µ
(Ts,Tt) (resp. dF̃µ

(Ts,Tt) ≤ βdG̃µ
(Ts,Tt)).
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Notice that in contrast with Definition 2, Definition 3 is stated for a fixed distribution µ and direc-
tions (S,T), and involves comparisons between Bregman divergences depending on µ and curves
(Ts)s∈[0,1] depending on S,T. The larger family of S and T for which Definition 3 holds, the more re-
stricted is the notion of convexity of F−αG (resp. of βG−F ) on P2(Rd). For instance, Wasserstein-2
generalized geodesics with anchor η ∈ P2(Rd) correspond to considering S,T as all the OT maps
originating from η, among which geodesics are particular cases when taking η = µ (hence S = Id).
If we furthermore ask for α-convexity to hold for all µ ∈ P2(Rd) and T,S ∈ L2(µ) (i.e., not only OT
maps), then we recover the convexity along acceleration free-curves as introduced in [28, 98, 117].
Our motivation behind introducing Definition 3 is that the convergence proofs of MD and precon-
ditioned GD require relative smoothness and convexity properties to hold only along specific curves.

Mirror descent and preconditioned gradient descent on Rd. These schemes read respectively as
∇ϕ(xk+1)−∇ϕ(xk) = −τ∇f(xk) [12] and yk+1 − yk = −τ∇h∗

(
∇g(yk)

)
[89], where the objec-

tives f, g and the regularizers h, ϕ are convex C1 functions from Rd to R. The algorithms are closely
related since, using the Fenchel transform and setting g = ϕ∗ and h∗ = f , we see that, for y = ∇ϕ(x),
the two schemes are equivalent when permuting the roles of the objective and of the regularizer. For
MD, convergence of f is ensured if f is both 1/τ-smooth and α-convex relative to ϕ [88, Theorem
3.1]. Concerning preconditioned GD, assuming that h, g are Legendre,

(
g(yk)

)
k

converges to the
minimum of g if h∗ is both 1/τ-smooth and α-convex relative to g∗ with α > 0 [89, Theorem 3.9].

3 Mirror descent

For every µ ∈ P2(Rd), let ϕµ : L2(µ) → R be strictly convex, proper and differentiable and assume
that the (sub)gradient ∇W2F(µ) ∈ L2(µ) exists. In this section, we are interested in analyzing the
scheme (1) where the cost d is chosen as a Bregman divergence, i.e. dϕµ as defined in Definition 1.
This corresponds to a mirror descent scheme in P2(Rd). For τ > 0 and k ≥ 0, it writes:

Tk+1 = argmin
T∈L2(µk)

dϕµk
(T, Id) + τ⟨∇W2

F(µk),T− Id⟩L2(µk), µk+1 = (Tk+1)#µk. (4)

Iterates of mirror descent. In all that follows, we assume that the iterates (4) exist, which is true
e.g. for a superlinear ϕµk

, since the objective is a sum of linear functions and of the continuous
ϕµk

. In the previous section, we have seen that the second term in the proximal scheme (4) can be
interpreted as a linearization of the functional F at µk for Wasserstein (sub)differentiable functionals.
Now define for all T ∈ L2(µk), J(T) = dϕµk

(T, Id)+τ⟨∇W2
F(µk),T−Id⟩L2(µk). Then, deriving

the first order conditions of (4) as ∇J(Tk+1) = 0, we obtain µk-a.e.,

∇ϕµk
(Tk+1) = ∇ϕµk

(Id)− τ∇W2F(µk) ⇐⇒ Tk+1 = ∇ϕ∗µk

(
∇ϕµk

(Id)− τ∇W2F(µk)
)
. (5)

Note that for ϕµ(T) = 1
2∥T∥2L2(µ), the update (5) translates as Tk+1 = Id − τ∇W2

F(µk), and
our scheme recovers Wasserstein gradient descent [35, 91]. This is analogous to mirror descent
recovering GD when the Bregman potential is chosen as the Euclidean squared norm in Rd [12]. We
discuss in Appendix D.2 the continuous formulation of (4), showing it coincides with the gradient
flow of the mirror Langevin [3, 130], the limit of the JKO scheme with Bregman groundcosts [104],
Information Newton’s flows [126], or Sinkhorn’s flow [41] for specific choices of ϕ and F .

Our proof of convergence of the mirror descent algorithm will require the Bregman divergence to
satisfy the following property, which is reminiscent of conditions of optimality for couplings in OT.
Assumption 1. For µ, ρ ∈ P2,ac(Rd) and ν ∈ P2(Rd), setting Tµ,νϕµ

= argminT#µ=ν
dϕµ

(T, Id),
Uρ,νϕρ

= argminU#ρ=ν
dϕρ

(U, Id), the functional ϕµ is such that, for any S ∈ L2(µ) satisfying
S#µ = ρ, we have dϕµ

(Tµ,νϕµ
,S) ≥ dϕρ

(Uρ,νϕρ
, Id).

The inequality in Assumption 1 can be interpreted as follows: the “distance” between ρ and ν is
greater when observed from an anchor µ that differs from ρ and ν. We demonstrate that Bregman
divergences satisfy this assumption under the following conditions on the Bregman potential ϕ.
Proposition 2. Let µ, ρ ∈ P2,ac(Rd) and ν ∈ P2(Rd). Let ϕµ be a pushforward compatible
functional, i.e. there exists ϕ : P2(Rd) → R such that for all T ∈ L2(µ), ϕµ(T) = ϕ(T#µ).
Assume furthermore ∇W2

ϕ(µ) and ∇W2
ϕ(ρ) invertible (on Rd). Then, ϕµ satisfies Assumption 1.
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All the maps ϕVµ , ϕWµ and ϕHµ defined in Section 2 satisfy the assumptions of Proposition 2 under
mild requirements, see Appendix D.1. The proof of Proposition 2 is given in Appendix H.2. It relies
on the definition of an appropriate optimal transport problem

Wϕ(ν, µ) = inf
γ∈Π(ν,µ)

ϕ(ν)− ϕ(µ)−
∫

⟨∇W2
ϕ(µ)(y), x− y⟩ dγ(x, y), (6)

and on the proof of existence of OT maps for absolutely continuous measures (see Proposition 15),
which implies Wϕ(ν, µ) = dϕµ

(Tµ,νϕµ
, Id) with Tµ,νϕµ

defined as in Assumption 1. From there, we can
conclude that ϕµ satisfies Assumption 1. We notice that the corresponding transport problem recovers
previously considered objects such as OT problems with Bregman divergence costs [25, 103], but is
strictly more general (as our results pertain to the existence of OT maps), as detailed in Appendix D.1.

We now analyze the convergence of the MD scheme. Under a relative smoothness condition along
curves generated by S = Id and T = Tk+1 solutions of (4) for all k ≥ 0, we derive the following de-
scent lemma, which ensures that

(
F(µk)

)
k

is non-increasing. Its proof can be found in Appendix H.3
and relies on the three-point inequality [29], which we extended to L2(µ) in Lemma 29.

Proposition 3. Let β > 0, τ ≤ 1
β . Assume for all k ≥ 0, F is β-smooth relative to ϕ along

t 7→
(
(1 − t)Id + tTk+1

)
#
µk, which implies βdϕµk

(Tk+1, Id) ≥ dF̃µk
(Tk+1, Id). Then, for all

k ≥ 0,

F(µk+1) ≤ F(µk)−
1

τ
dϕµk

(Id,Tk+1). (7)

Assuming additionally the convexity of F along the curves µt =
(
(1− t)Id + tTµ,νϕµ

)#µ, t ∈ [0, 1]

and that ϕ satisfies Assumption 1, we can obtain global convergence.

Proposition 4. Let ν ∈ P2(Rd), α ≥ 0. Suppose Assumption 1 and the conditions of Proposition 3
hold, and that F is α-convex relative to ϕ along the curves t 7→

(
(1− t)Id + tTµk,ν

ϕµk
)#µk. Then, for

all k ≥ 1,

F(µk)−F(ν) ≤ α

(1− τα)
−k − 1

Wϕ(ν, µ0) ≤
1− ατ

kτ
Wϕ(ν, µ0). (8)

Moreover, if α > 0, taking ν = µ∗ the minimizer of F , we obtain a linear rate: for all k ≥ 0,
Wϕ(µ

∗, µk) ≤ (1− τα)
k
Wϕ(µ

∗, µ0).

The proof of Proposition 4 can be found in Appendix H.4, and requires Assumption 1 to hold so that
consecutive distances between iterates and the global minimizer telescope. This is not as direct as
in the proofs of [88] over Rd, because the minimization problem of each iteration (4) happens in a
different space L2(µk). We discuss in Section 5 how to verify the relative smoothness and convexity
on some examples. In particular, when both F and ϕ are potential energies, it is inherited from the
relative smoothness and convexity on Rd, and the conditions are similar with those for MD on Rd.
We also note that relative smoothness assumptions along descent directions as stated in Proposition 3
and relative strong convexity along optimal curves between the iterates and a minimizer as stated in
Proposition 4 have been used already in the literature of optimization over measures in very specific
cases, e.g. for descent results for the KL along SVGD [71] or for Sinkhorn convergence in [9]. We
further analyze in Appendix F the convergence of Bregman proximal gradient scheme [11, 123] for
objectives of the form F(µ) = G(µ) +H(µ) with H non smooth; which includes the KL divergence
decomposed as a potential energy plus the negative entropy.

Implementation. We now discuss the practical implementation of MD on (P2(Rd),W2) as written
in (5). If ϕµ is pushforward compatible, we have ∇ϕµk

(Tk+1) = ∇W2
ϕ
(
(Tk+1)#µk

)
◦ Tk+1; but

if ∇ϕ∗µk
is unknown, the scheme is implicit in Tk+1. A possible solution is to rely on a root finding

algorithm such as Newton’s method to find the zero of ∇J at each step, which we use in Section 5 for
ϕWµ as Bregman potential. However, this procedure may be computationally costly and scale badly
w.r.t. the dimension and the number of samples, see Appendix G.1. Nonetheless, in the special case
ϕVµ (T) =

∫
V ◦T dµ with V differentiable, strongly convex and L-smooth, since ∇W2V(µ) = ∇V

and (∇V )−1 = ∇V ∗, the scheme reads as

∀k ≥ 0, Tk+1 = ∇V ∗ ◦
(
∇V − τ∇W2

F(µk)
)
, (9)
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and can be implemented on particles, i.e. for µ̂k = 1
n

∑n
i=1 δxk

i
, xk+1

i = ∇V ∗(∇V (xki ) −
τ∇W2F(µ̂k)(x

k
i )
)

for all k ≥ 0, i ∈ {1, . . . , n}. This scheme is analogous to MD in Rd [12]
and has been introduced as the mirror Wasserstein gradient descent [113]. Moreover, for V = 1

2∥ · ∥22,
as observed earlier, we recover the usual Wasserstein gradient descent, i.e. Tk+1 = Id−τ∇W2F(µk).
The scheme can also be implemented for Bregman potentials that are not pushforward compatible. For
specific ϕ, it recovers notably SVGD and its variants [83, 84, 114, 131] or the Kalman-Wasserstein
gradient descent [56]. We refer to Appendix D.4 for more details.

4 Preconditioned gradient descent

As seen in Section 2, preconditioned gradient descent on Rd has dual convergence conditions
compared to mirror descent. Our goal is to extend these to (1) and P2(Rd). Let τ > 0, µ ∈ P2(Rd)
and h : Rd → R proper and strictly convex on Rd. We consider in this section ϕhµ(T) =

∫
h ◦ T dµ

and d(T, Id) = ϕhµk

(
(Id − T)/τ

)
τ =

∫
h
(
(x − T(x))/τ

)
τ dµk(x). This type of discrepancy is

analogous to OT costs with translation-invariant ground cost c(x, y) = h(x− y), which have been
popular as they induce an OT map [110, Box 1.12]. Such costs have been introduced e.g. in [39, 70]
to promote sparse transport maps. More generally, for ϕµ strictly convex, proper, differentiable and
superlinear, we have (∇ϕµ)−1 = ∇ϕ∗µ and the following theory is still valid. For simplicity, we
leave studying more general ϕ for future works. Here, the scheme (1) results in:

Tk+1 = argmin
T∈L2(µk)

∫
h

(
x− T(x)

τ

)
τ dµk(x)+⟨∇W2F(µk),T−Id⟩L2(µk), µk+1 = (Tk+1)#µk.

(10)
Deriving the first order conditions similarly to (5) in Section 3, we obtain the following update:

∀k ≥ 0, Tk+1 = Id− τ(∇ϕhµk
)−1
(
∇W2

F(µk)
)
= Id− τ∇h∗ ◦ ∇W2

F(µk). (11)

Notice that for h = 1
2∥ · ∥22 the squared Euclidean norm, ϕhµ and ϕh

∗

µ recover the squared L2(µ) norm,
and schemes (4) and (10) coincide. The scheme (10) is analogous to preconditioned gradient descent
[68, 75, 76, 89, 119], which provides a dual alternative to mirror descent. For the latter, the goal
is to find a suitable preconditioner h∗ allowing to have convergence guarantees, or to speed-up the
convergence for ill-conditioned problems. It was recently considered on the Wasserstein space by
Cheng et al. [31] and Dong et al. [44] with a focus on the KL divergence as objective F and for
h = ∥ · ∥pp with p > 1 [31] or h quadratic [44]. Moreover, their theoretical analysis [1] was mostly
done using the continuous formulation. Instead we focus on deriving conditions for the convergence
of the discrete-time scheme (11) for more general functionals objectives.

Convergence guarantees. Inspired by [89], we now provide a descent lemma on(
ϕh

∗

µk
(∇W2

F(µk))
)
k

under a technical inequality between the Bregman divergences of ϕh
∗

µk
and

F̃µk
for all k ≥ 0. Additionally, we also suppose that F is convex along the curves generated

by S = Tk+1 and T = Id. This last hypothesis ensures that dF̃µk
(Tk+1, Id) ≥ 0, and thus that(

ϕh
∗

µk
(∇W2

F(µk))
)
k

is non-increasing. Analogously to the Euclidean case, ϕh
∗

µ quantifies the mag-
nitude of the gradient, and provides a second quantifier of convergence leading to possibly different
efficient methods compared to mirror descent [68]. The proof relies mainly on the three-point identity
(see e.g. [54, Appendix B.7] or Lemma 28) and algebra with the definition of Bregman divergences.
Proposition 5. Let β > 0. Assume τ ≤ 1

β , and for all k ≥ 0, F convex along t 7→
(
(1− t)Tk+1 +

tId
)
#
µk and dϕh∗

µk

(
∇W2F(µk+1) ◦ Tk+1,∇W2F(µk)

)
≤ βdF̃µk

(Id,Tk+1). Then, for all k ≥ 0,

ϕh
∗

µk+1

(
∇W2F(µk+1)

)
≤ ϕh

∗

µk

(
∇W2F(µk)

)
− 1

τ
dF̃µk

(Tk+1, Id). (12)

Under an additional assumption of a reverse inequality between the Bregman divergences of ϕh
∗

µk
and

F̃µk
, and assuming that ϕh

∗

µ attains its minimum in 0, we can show the convergence of the gradient
quantified by ϕh

∗

µ (see Lemma 21), and the convergence of
(
F(µk)

)
k

towards the minimum of F .

Proposition 6. Let α ≥ 0 and µ∗ ∈ P2(Rd) be the minimizer of F . Assume the conditions
of Proposition 5 hold, and that for T̄ = argminT,T#µk=µ∗ dF̃µk

(Id,T), αdF̃µk
(Id, T̄) ≤
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dϕh∗
µk

(
∇W2F(T̄#µk) ◦ T̄,∇W2F(µk)

)
. Then, for all k ≥ 1, since ∇W2F(µ∗) = 0 and

ϕh
∗

µk
(0) = h∗(0),

ϕh
∗

µk

(
∇W2

F(µk)
)
− h∗(0) ≤ α

(1− τα)
−k − 1

(
F(µ0)−F(µ∗)

)
≤ 1− τα

τk

(
F(µ0)−F(µ∗)

)
.

(13)
Moreover, assuming that h∗ attains its minimum at 0 and α > 0, F converges towards its minimum
at a linear rate, i.e. for all k ≥ 0, F(µk)−F(µ∗) ≤ (1− τα)

k (F(µ0)−F(µ∗)
)
.

The proofs of Proposition 5 and Proposition 6 can be found respectively in Appendix H.5 and
Appendix H.6.

We now discuss sufficient conditions to obtain the inequalities between the Bregman divergences
required in Proposition 5 and Proposition 6. Maddison et al. [89] showed on Rd for a cost h and an
objective function g, that these conditions were equivalent to β-smoothness and α-convexity of the
preconditioner h∗ (analogous to ϕ∗µ) relative to the convex conjugate of the objective g∗ (analogous
to F̃∗

µ). To write the inequalities we assumed as a relative smoothness/convexity property of ϕh
∗

µk

w.r.t. F̃∗
µk

, we would need at least to ensure that F̃∗
µk

is differentiable, in order to define its Bregman
divergence according to Definition 1. This can be done e.g. by assuming F̃µk

strictly convex and
superlinear (see Lemma 18). The latter is true for several examples of functionals F we already
mentioned, such as potential or interaction energies with strongly convex potentials.

Under this assumption, we can show that the inequalities in Proposition 5 and Proposition 6 are
implied by relative smoothness and convexity along suitable curves.

Proposition 7. Let µ ∈ P2(Rd) and T ∈ L2(µ). Assume F̃∗
µ is Gâteaux differentiable and define F∗

µ

on t 7→ µt = (Tt)#µ as F∗
µ(µt) = F̃∗

µ(Tt) for Tt = (1− t)U + tS for all t ∈ [0, 1], S,U ∈ L2(µ).

If ϕh
∗

is β-smooth relative to F∗
µ along t 7→

(
(1− t)∇W2F(µ) + t∇W2F(T#µ) ◦ T

)
#
µ. Then,

dϕh∗
µ

(
∇W2

F(T#µ) ◦ T,∇W2
F(µ)

)
≤ βdF̃µ

(Id,T). (14)

Likewise, if ϕh
∗

is α-convex relative to F∗
µ along t 7→

(
(1− t)∇W2

F(µ) + t∇W2
F(T#µ) ◦ T

)
#
µ,

then
αdF̃µ

(Id,T) ≤ dϕh∗
µ

(
∇W2

F(T#µ) ◦ T,∇W2
F(µ)

)
. (15)

In particular, for F a potential energy, the conditions coincide with those of [89] in Rd. We refer to
Appendix E.1 for more details.

5 Applications and Experiments

In this section, we first discuss how to verify the relative convexity and smoothness between func-
tionals in practice. Then, we provide some examples of mirror descent and preconditioned gradient
descent on different objectives. We refer to Appendix G for more details on the experiments1.

Relative convexity of functionals. To assess relative convexity or smoothness as stated in Defini-
tion 3, we need to compare the Bregman divergences along the right curves. When both functionals ϕ
and F are of the same type, for example potential (respectively interaction) energies, this property is
lifted from the convexity and smoothness on Rd of the underlying potential functions (respectively
interaction kernels) to P2(Rd), see Appendix E.2 for more details. When both ϕ and F are potential
energies, the schemes (4) and (10) are equivalent to parallel MD and preconditioned GD since there
are no interactions between the particles. The conditions of convergence then coincide with the ones
obtained for MD and preconditioned GD on Rd [88, 89]. In other cases, (4) and (10) provide schemes
that are novel to the best of our knowledge.

For functionals which are not of the same type, it is less straightforward. Using equivalent notions
of convexity (see Proposition 13), we may instead compare their Hessians along the right curves,

1The code is available at https://github.com/clbonet/Mirror_and_Preconditioned_Gradient_
Descent_in_Wasserstein_Space.
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Figure 1: (Left) Value of W along the flow for two
difference interaction Bregman potentials, (Middle
and Right) Trajectories of particles to minimize W .
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Figure 2: Convergence towards Gaussians
N (0, UDUT ) averaged over 20 covariances,
with U ∼ Unif(O10(R)) and D fixed.

see Appendix E.2 for an example between an interaction and a potential energy. We note also that
for the particular case of a functional obtained as a sum F = G +H with G̃µ and H̃µ convex, since
dF̃µ

= dG̃µ
+ dH̃µ

, dF̃µ
≥ max{dG̃µ

,dH̃µ
}, and thus F is 1-convex relative to G and H. This

includes e.g. the KL divergence which is convex relative to the potential and the negative entropy.

MD on interaction energies. We first focus on minimizing interaction energies W(µ) =
1
2

∫∫
W (x − y) dµ(x)dµ(y) with kernel W (z) = 1

4∥z∥4Σ−1 − 1
2∥z∥2Σ−1 , Σ ∈ S++

d (R), whose
minimizer is an ellipsoid [27]. Since the Hessian norm of W can be bounded by a polynomial
of degree 2, following [88, Section 2], W is β-smooth relative to K4(z) =

1
4∥z∥42 + 1

2∥z∥22 with
β = 4, and W is β-smooth relative to ϕµ(T) = 1

2

∫∫
K4

(
T(x) − T(y)

)
dµ(x)dµ(y). Supposing

additionally that the distributions are compactly supported, we can show that W is smooth relative to
the interaction energy with K2(z) =

1
2∥z∥22. For ill-conditioned Σ, i.e. for which the ratio between

the largest and smallest eigenvalues is large, the convergence can be slow. Thus, we also propose
to use KΣ

2 (z) =
1
2∥z∥2Σ−1 and KΣ

4 (z) =
1
4∥z∥4Σ−1 +

1
2∥z∥2Σ−1 . We illustrate these mirror descent

schemes on Figure 1 and observe the convergence we expect for the ones taking into account Σ.
In practice, since ∇ϕµ(T) = (∇K ⋆ T#µ) ◦ T, the scheme (5) needs to be approximated using
Newton’s algorithm which can be computationally heavy. Using ϕVµ (T) =

∫
V ◦T dµ with V = KΣ

2 ,
we obtain a more computationally friendly scheme with the same convergence, see Appendix G.2,
but for which the smoothness is trickier to show.

MD on KL. We now focus on minimizing F(µ) =
∫
V dµ+H(µ) for V (x) = 1

2x
TΣ−1x with Σ

possibly ill-conditioned, whose minimizer is the Gaussian ν = N (0,Σ), and for which Wasserstein
gradient descent is slow to converge. We study the MD scheme in (4) with negative entropy H as the
Bregman potential (NEM), and compare it on Figure 2 with the Forward-Backward (FB) scheme
studied in [43] and the ideally preconditioned Forward-Backward scheme (PFB) with Bregman
potential ϕVµ (see (116) in Appendix F). For computational purpose, we restrain the minimization in
(4) over affine maps, which can be seen as taking the gradient over the submanifold of Gaussians
[43, 73]. Starting from N (0,Σ0), the distributions stay Gaussian over the flow, and their closed-form
is reported in (62) (Appendix D.3). We note that this might not be the case for the scheme (4),
and thus that this scheme does not enter into the framework developed in the previous sections.
Nonetheless, it demonstrates the benefits of using different Bregman potentials. We generate 20
Gaussian targets ν on R10 with Σ = UDUT , D diagonal and scaled in log space between 1 and 100,
and U a uniformly sampled orthogonal matrix, and we report the averaged KL over time. Surprisingly,
NEM, which does not require an ideal (and not available in general) preconditioner, is almost as fast
to converge as the ideal PFB, and much faster than the FB scheme.

Preconditioned GD for single-cells. Predicting the response of cells to a perturbation is a central
question in biology. In this context, as the measuring process is destructive, feature descriptions
of control and treated cells must be dealt with as (unpaired) source µ and target distributions ν.
Following [112], OT theory to recover a mapping T between these two populations has been used
in [21, 22, 23, 39, 48, 69, 122]. Inspired by the recent success of iterative refinement in generative
modeling, through diffusion [61, 115] or flow-based models [81, 85], our scheme (1) follows the idea
of transporting µ to ν via successive and dynamic displacements instead of, directly, with a static
map T̄. We model the transition from unperturbed to perturbed states through the (preconditioned)
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Figure 3: Preconditioned GD vs. (vanilla) GD to predict the responses of cell populations to cancer
treatment on 4i (Upper row) and scRNAseq (Lower row) datasets. For each treatment, starting from
the untreated cells µi, we minimize F(µ) = D(µ, νi) with νi the treated cells. The plot is organized
as pairs of columns, each corresponding to optimizing a specific metric, with two scatter plots
displaying points zi = (xi, yi) where (First column) yi is the attained minima F(µ̂) = D(µ̂, νi)
with preconditioning and xi that without preconditioning, and (Second column) yi is the number of
iterations to reach convergence with preconditioning and xi that without preconditioning. A point
below the diagonal y = x then refers to an experiment in which preconditioning provides (First
column) a better minima or (Second column) faster convergence. We assign a color to each treatment
and plot three runs, obtained with three different initializations, along with their mean (brighter point).

gradient flow of a functional F(µ) = D(µ, ν) initialized at µ0 = µ, where D is a distributional
metric, and predict the perturbed population via µ̂ = minµ F(µ). We focus on the datasets used
in [21], consisting of cell lines analyzed using (i) 4i [58], and (ii) scRNA sequencing [118]. For
each profiling technology, the response to respectively (i) 34 and (ii) 9 treatments are provided.
As in [21], training is performed in data space for the 4i data and in a latent space learned by the
scGen autoencoder [87] for the scRNA data. We use three metrics: the Sliced-Wasserstein distance
SW2

2 [16], the Sinkhorn divergence S2ε,2 [50] and the energy distance ED [59, 60, 105], and we
compare the performances when minimizing this functional via preconditioned GD vs. (vanilla)
GD. We measure the convergence speed when using a fixed relative tolerance tol = 10−3, as well
as the attained optimal value F(µ̂). Note that we follow [21] and additionally consider 40% of
unseen (test) target cells for evaluation, i.e., for computing F(µ̂) = D(µ̂, ν). As preconditioner, we
use the one induced by h∗(x) = (∥x∥a2 + 1)1/a − 1 with a > 0, which is well suited to minimize
functionals which grow in ∥x− x∗∥a/(a−1) near their minimum [119]. We set the step size τ = 1
for all the experiments. Then, we tune the parameter a very simply: for a given metric D and a
profiling technology, we pick a random treatment and select a ∈ {1.25, 1.5, 1.75} by grid search,
and we generalize the selected a for all the other treatments. Results are described in Figure 3:
Preconditioned GD significantly outperforms GD over the 43 datasets, in terms of convergence speed
and optimal value F(µ̂). For instance, for D = S22,ε, we converge in 10 times less iterations while
providing, on average, a better estimate of the treated population. We also compare our iterative (non
parametric) approach with the use of a static (non parametric) map in Appendix G.4.

6 Conclusion

In this work, we extended two non-Euclidean optimization methods on Rd to the Wasserstein space,
generalizing W2-gradient descent to alternative geometries. We investigated the practical benefits of
these schemes, and provided rates of convergences for pairs of objectives and Bregman potentials
satisfying assumptions of relative smoothness and convexity along specific curves. While these
assumptions can be easily checked is some cases (e.g. potential or interaction energies) by comparing
the Bregman divergences or Hessian operators in the Wasserstein geometry, they may be hard to verify
in general. Different objectives such as the Sliced-Wasserstein distance or the Sinkhorn divergence,
or alternative geometries to the Wasserstein-2 as studied in this work, require to derive specific
computations on a case-by-case basis. We leave this investigation for future work.
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Appendix
The appendix is organized as follows. In Appendix A, we discuss related works. In Appendix B
and Appendix C, we provide mathematical background respectively on L2 and on the Wasserstein
space. In Appendix D, we provide complementary results for the mirror descent scheme on the
Wasserstein space. In Appendix E, we discuss the relative convexity and smoothness between
functionals. In Appendix F, we study the Bregman proximal gradient scheme, deriving a convergence
result and closed-form updates for the Gaussian case. In Appendix G, we provide more details on the
experiments. In Appendix H, we report the proofs of our results. Finally, auxiliary results are given
in Appendix I.
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A Related works

Mirror descent on Rd. Mirror descent has been introduced by Nemirovskij and Yudin [92] to solve
convex optimization problems. Its convergence has been first studied under the assumption that the
objective has a Lipschitz gradient, see e.g. [12]. More recently, Bauschke et al. [11], Lu et al. [88]
provided convergence guarantees by assuming relative smoothness and convexity.

Preconditioned gradient descent on Rd. The preconditioned gradient descent has first been studied
by Maddison et al. [89], providing convergence guarantees under assumptions on the smoothness
and convexity of the preconditioner relative to the Legendre transform of the objective. Kim et al.
[68] underlined connections with the mirror descent, and introduced an accelerated version of the
preconditioned gradient descent. Laude and Patrinos [75], Laude et al. [76] studied a generalized
version of this algorithm by minimizing an anisotropic upper bound and supposing anisotropic
smoothness of the objective. In particular, their analysis for the descent lemma is also valid for a
non-convex smooth objective. Tarmoun et al. [119] also studied preconditioned gradient descent
for non-Lipschitz smooth non-convex problems.

Wasserstein Gradient flows with respect to non-Euclidean geometries. Several existing schemes
are based on time-discretizations of gradient flows with respect to optimal transport metrics, but
different than the Wasserstein-2 distance.

To simplify the computation of the backward scheme, Peyré [100] added an entropic regularization
into the JKO scheme while Bonet et al. [14] considered using the Sliced-Wasserstein distance instead.
More recently, Rankin and Wong [104] suggested using Bregman divergences e.g. when geodesic
distances are not known in closed-forms.

The most popular objective in Wasserstein gradient flows is the KL. However, this can be intricate to
compute as it requires the evaluation of the density at each step, which is not known for particles,
and thus requires approximations using kernel density estimators [127] or density ratio estimators
[6, 49, 128]. Restricting the velocity field to a reproducing kernel Hilbert space (RKHS), an update
in closed-form can be obtained, which is given by the SVGD algorithm [83, 84]. This algorithm
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can also be seen as using an alternative Wasserstein metric [46]. However, the restriction to RKHS
can hinder the flexibility of the method. This motivated the introduction of new schemes based on
using the Wasserstein distance with a convex translation invariant cost [31, 44]. Particle systems
preconditioned by they empirical covariance matrix have also been recently considered, and can be
seen as discretization of the Kalman-Wasserstein or Covariance Modulated gradient flow [24, 56].

Mirror descent with flat geometry. The space of probability distributions can be endowed with
different metrics. When endowed with the Fisher-Rao metric instead of the Wasserstein distance, the
geometry becomes very different. Notably, the shortest path between the two distributions is now a
mixture between them. In this situation, the gradient is the first variation. Aubin-Frankowski et al. [9]
studied the mirror descent in this space and notably showed connections with the Sinkhorn algorithm
when the mirror map and the optimized functionals are KL divergences. Karimi et al. [67] extended
the mirror descent algorithm for more general time steps, and notably recovered the “Wasserstein
Mirror Flow” proposed by Deb et al. [41] as a special case.

Bregman divergence on P2(Rd). Several works introduced Bregman divergences on P2(Rd).
Carlier and Jimenez [25] first studied the existence of Monge maps for the OT problem with Bregman
costs c(x, y) = dV (x, y) and symmetrized Bregman costs c(x, y) = dV (x, y) + dV (y, x). For
Bregman costs, the resulting OT problem was named the Bregman-Wasserstein divergence and its
properties were studied in [37, 57, 103]. The Bregman-Wasserstein divergence has also been used
by Ahn and Chewi [3] to show the convergence of the Mirror Langevin algorithm while Rankin and
Wong [104] studied its JKO scheme with KL objective. Li [80] introduced the notion of Bregman
divergence on Wasserstein space for a geodesically strictly convex F : P2(Rd) → R as

∀µ, ν ∈ P2(Rd), dF (µ, ν) = F(µ)−F(ν)− ⟨∇W2F(ν),Tµν − Id⟩L2(ν), (16)

where Tµν is the OT map between ν and µ w.r.t W2. The Bregman divergence used in our work
and as defined in Definition 1 is more general as it allows using more general maps and contains as
special case (16). Li [80] studied properties of this Bregman divergence for different functionals F
and provided closed-forms for one-dimensional distributions or Gaussian, but did not use it to define
a mirror scheme.

Mirror descent on P2(Rd). Deb et al. [41] defined a mirror flow by using the continuous for-
mulation. They focused on KL objectives with Bregman potential ϕ(µ) = 1

2W
2
2(µ, ν) with some

reference measure ν ∈ P2(Rd), and defined the flow as the solution of{
φ(µt) = ∇W2ϕ(µt)
d
dtφ(µt) = −∇W2F(µt).

(17)

We note that ϕ is pushforward compatible and hence enters our framework. Also related to our work,
Wang and Li [126] studied a Wasserstein Newton’s flow, which, analogously to the relation between
Newton’s method and mirror descent [32], is another discretization of our scheme for ϕ = F . We
clarify the link with the Mirror Descent algorithm we define in this work with the previous continuous
formulation above in Appendix D.2.

B Background on L2(µ)

B.1 Differential calculus on L2(µ)

We recall some differentiability definitions on the Hilbert space L2(µ) for µ ∈ P2(Rd). Let
ϕ : L2(µ) → R. We start by recalling the notions of Gâteaux and Fréchet derivatives.

Definition 4. A function ϕ : L2(µ) → R is said to be Gâteaux differentiable at T if there exists an
operator ϕ′(T) : L2(µ) → R such that for any direction h ∈ L2(µ),

ϕ′(T)(h) = lim
t→0

ϕ(T + th)− ϕ(T)

t
, (18)

and ϕ′(T) is a linear function. The operator ϕ′(T) is called the Gâteaux derivative of ϕ at T and if
it exists, it is unique.
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Definition 5. The Fréchet derivative of ϕ at T ∈ L2(µ) in the direction h ∈ L2(µ), denoted δϕ(T, h),
is defined implicitly by

ϕ(T + th) = ϕ(T) + tδϕ(T, h) + to(∥h∥). (19)

If ϕ is Fréchet differentiable, then it is also Gâteaux differentiable, and both derivatives agree, i.e. for
all T, h ∈ L2(µ), δϕ(T, h) = ϕ′(T)(h) [99, Proposition 1.26].

Moreover, since L2(µ) is a Hilbert space, and δϕ(T, ·) and ϕ′(T) are linear and continuous, if ϕ is
Fréchet (resp. Gâteaux) differentiable, by the Riesz representation theorem, there exists ∇ϕ ∈ L2(µ)
such that for all h ∈ L2(µ), δϕ(T, h) = ⟨∇ϕ(T), h⟩L2(µ) (resp. ϕ′(T)(h) = ⟨∇ϕ(T), h⟩L2(µ)).

As a brief comment on these notions in the context of convexity, if the subdifferential of a convex f
at x contains a single element then it is the Gâteaux derivative and we have an inequality f(y) ≥
f(x) + ⟨∇f(x), y − x⟩. Instead Fréchet différentiability gives an equality (19) corresponding to a
series expansion.

B.2 Convexity on L2(µ)

Let ϕ : L2(µ) → R be Gâteaux differentiable. We recall that ϕ is convex if for all t ∈ [0, 1],
T,S ∈ L2(µ),

ϕ
(
(1− t)T + tS

)
≤ (1− t)ϕ(T) + tϕ(S), (20)

which is equivalent by [99, Proposition 3.10] with
∀T,S ∈ L2(µ), ϕ(T) ≥ ϕ(S) + ⟨∇ϕ(S),T− S)⟩L2(µ) ⇐⇒ dϕ(T,S) ≥ 0. (21)

We now present equivalent definitions of the relative smoothness and relative convexity, which is the
equivalent of [88, Proposition 1.1].
Proposition 8. Let ψ, ϕ : L2(µ) → R be convex and Gâteaux differentiable functions. The following
conditions are equivalent:

(a1) ψ is β-smooth relative to ϕ

(a2) βϕ− ψ is a convex function on L2(µ)

(a3) If twice Gâteaux differentiable, ⟨∇2ψ(T)S,S⟩L2(µ) ≤ β⟨∇2ϕ(T)S,S⟩L2(µ) for all T,S ∈
L2(µ)

(a4) ⟨∇ψ(T)−∇ψ(S),T− S⟩L2(µ) ≤ β⟨∇ϕ(T)−∇ϕ(S),T− S⟩L2(µ) for all T,S ∈ L2(µ).

The following conditions are equivalent:

(b1) ψ is α-convex relative to ϕ

(b2) ψ − αϕ is a convex function on L2(µ)

(b3) If twice differentiable, ⟨∇2ψ(T)S,S⟩L2(µ) ≥ α⟨∇2ϕ(T)S,S⟩L2(µ) for all T,S ∈ L2(µ)

(b4) ⟨∇ψ(T)−∇ψ(S),T− S⟩L2(µ) ≥ α⟨∇ϕ(T)−∇ϕ(S),T− S⟩L2(µ) for all T,S ∈ L2(µ).

Proof. We do it only for the smoothness. It holds likewise for the convexity.

(a1) ⇐⇒ (a2):
∀T,S ∈ L2(µ), dψ(T,S) ≤ βdϕ(T,S)

⇐⇒ ∀T,S ∈ L2(µ), ψ(T)− ψ(S)− ⟨∇ψ(S),T− S⟩L2(µ)

≤ β
(
ϕ(T)− ϕ(S)− ⟨∇ϕ(S),T− S⟩L2(µ)

)
⇐⇒ ∀T,S ∈ L2(µ), (βϕ− ψ)(S)− ⟨∇(βϕ− ψ)(S),T− S⟩L2(µ) ≤ (βϕ− ψ)(T).

(22)

For the rest of the equivalences, we apply [99, Proposition 3.10]. Indeed, βϕ−ψ convex is equivalent
to

∀T,S ∈ L2(µ), ⟨∇(βϕ− ψ)(T)−∇(βϕ− ψ)(S),T− S⟩L2(µ) ≥ 0

⇐⇒ ∀T,S ∈ L2(µ), β⟨∇ϕ(T)−∇ϕ(S),T− S⟩L2(µ) ≥ ⟨∇ψ(T)−∇ψ(S),T− S⟩L2(µ),
(23)
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which gives the equivalence between (a2) and (a4). And if ψ and ϕ are twice differentiables, it is
also equivalent to

∀T,S ∈ L2(µ), ⟨∇2(βϕ− ψ)(T)S,S⟩L2(µ) ≥ 0

⇐⇒ ∀T,S ∈ L2(µ), β⟨∇2ϕ(T)S,S⟩L2(µ) ≥ ⟨∇2ψ(T)S,S⟩L2(µ), (24)
which gives the equivalence between (a2) and (a3).

C Background on Wasserstein space

C.1 Wasserstein differentials

We recall the notion of Wasserstein differentiability introduced in [5, 17, 74]. First, we introduce sub-
and super-differentials.
Definition 6 (Wasserstein sub- and super-differential [17, 74]). Let F : P2(Rd) → (−∞,+∞]
lower semicontinuous and denote D(F) = {µ ∈ P2(Rd), F(µ) < ∞}. Let µ ∈ D(F). Then, a
map ξ ∈ L2(µ) belongs to the subdifferential ∂−F(µ) of F at µ if for all ν ∈ P2(Rd),

F(ν) ≥ F(µ) + sup
γ∈Πo(µ,ν)

∫
⟨ξ(x), y − x⟩ dγ(x, y) + o

(
W2(µ, ν)

)
. (25)

Similarly, ξ ∈ L2(µ) belongs to the superdifferential ∂+F(µ) of F at µ if −ξ ∈ ∂−(−F)(µ).

Then, we say that a functional is Wasserstein differentiable if it admits sub and super differentials
which coincide.
Definition 7 (Wasserstein differentiability, Definition 2.3 in [74]). A functional F : P2(Rd) → R
is Wasserstein differentiable at µ ∈ P2(Rd) if ∂−F(µ) ∩ ∂+F(µ) ̸= ∅. In this case, we say that
∇W2

F(µ) ∈ ∂−F(µ)∩ ∂+F(µ) is a Wasserstein gradient of F at µ, satisfying for any ν ∈ P2(Rd),
γ ∈ Πo(µ, ν),

F(ν) = F(µ) +

∫
⟨∇W2

F(µ)(x), y − x⟩ dγ(x, y) + o
(
W2(µ, ν)

)
. (26)

Recall that the tangent space of P2(Rd) at µ ∈ P2(Rd) is defined as

TµP2(Rd) = {∇ψ, ψ ∈ C∞
c (Rd)} ⊂ L2(µ), (27)

where the closure is taken in L2(µ), see Ambrosio et al. [5, Definition 8.4.1]. Lanzetti et al. [74,
Proposition 2.5] showed that if F is Wasserstein differentiable, then there is always a unique gradient
living in the tangent space, and we can restrict ourselves without loss of generality to this gradient.

Lanzetti et al. [74] further showed that Wasserstein gradients provide linear approximations even if
the perturbations are not induced by OT plans, i.e. differentials are “strong Fréchet differentials”.
Proposition 9 (Proposition 2.6 in [74]). Let µ, ν ∈ P2(Rd), γ ∈ Π(µ, ν) any coupling and let F :
P2(Rd) → R be Wasserstein differentiable at µ with Wasserstein gradient ∇W2F(µ) ∈ TµP2(Rd).
Then,

F(ν) = F(µ) +

∫
⟨∇W2F(µ)(x), y − x⟩ dγ(x, y) + o

(√∫
∥x− y∥22 dγ(x, y)

)
. (28)

Under regularity assumptions, the Wasserstein gradient of F can be computed in practice using the
first variation δF

δµ [110, Definition 7.12], which is defined, if it exists, as the unique function (up to a
constant) such that, for χ satisfying

∫
dχ = 0,

d

dt
F(µ+ tχ)

∣∣∣
t=0

= lim
t→0

F(µ+ tχ)−F(µ)

t
=

∫
δF
δµ

(µ) dχ. (29)

Then the Wasserstein gradient can be computed as ∇W2
F(µ) = ∇ δF

δµ (µ), see e.g. [34, Proposition
5.10].

We now show that we can relate the Fréchet derivative of F̃µ(T) := F(T#µ) with the Wasserstein
gradient of F belonging to the tangent space of P2(Rd) at µ.
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Proposition 10. Let F : P2(Rd) → R ∪ {+∞} be a Wasserstein differentiable functional on D(F).
Let µ ∈ P2(Rd) and F̃µ(T) = F(T#µ) for all T ∈ D(F̃µ). Then, F̃µ is Fréchet differentiable, and
for all S ∈ D(F̃µ), ∇F̃µ(S) = ∇W2

F(S#µ) ◦ S.

Proof. See Appendix H.1.

A similar formula can be found in Gangbo and Tudorascu [55, Corollary 3.22], however the space
H used there is not L2(µ) but a lifting L2(Ω;Rd) of measures on random variables. They should
not be confused.

C.2 Wasserstein Hessians

A natural object of interest in the context of optimization over the Wasserstein space is the Hessian of
the objective F , which we define below, according to the original definitions of [97, Section 3] and
[124, Chapter 8]. This notion is usually defined along Wasserstein geodesics.
Definition 8 (Chapter 8 in [124]). The Wasserstein Hessian of F , denoted HFµ is an operator over
TµP2(Rd) verifying ⟨HFµv0, v0⟩L2(µ) =

d2

dt2F(ρt)
∣∣
t=0

if (ρt, vt)t∈[0,1] is a Wasserstein geodesic
starting at µ.

If µ is absolutely continuous, Wassertein geodesics starting from µ are curves of the form ρt =
(Id + t∇ψ)#µ for ψ ∈ C∞

c (Rd). Using this fact, one can compute the Wasserstein Hessians of
Kullback–Leibler divergence [97], Maximum Mean Discrepancy [7] or Kernel Stein Discrepancy [72]
and many other functionals.

However in this work, we are interested in more general curves, which we call acceleration free, i.e.
µt = (S + tv)#µ with S, v ∈ L2(µ). Thus, we define analogously the Hessian along such curves.

Definition 9. We define the Hessian operator HFµ,t : L2(µ) → L2(µ) as the operator satisfying for
all t ∈ [0, 1],

d2

dt2
F(µt) = ⟨HFµ,tv, v⟩L2(µ), (30)

where t 7→ µt = (S + tv)#µ for S, v ∈ L2(µ).

Note that the Hessian HFµ,t is taken at time t but that the vector field v ∈ L2(µ) is in the tangent
space at t = 0, hence the discrepancy with Definition 8 besides the fact that we can have S ̸= Id.

Wang and Li [126] derived a general closed form of the Wasserstein Hessian on tangent spaces
through the first variation of F . Here, we extend their formula along any curve µt = (S + tv)#µ
with S, v ∈ L2(µ). We first provide a lemma computing the derivative of the Wasserstein gradient.

Lemma 11. Let F : P2(Rd) → R be twice continuously differentiable and assume that
δ
δµ∇ δF

δµ (µ) = ∇ δ2F
δµ2 (µ) for all µ ∈ P2(Rd). Let µ ∈ P2(Rd) and for all t ∈ [0, 1], µt = (Tt)#µ

where Tt is differentiable w.r.t. t with dTt

dt ∈ L2(µ). Then,

d

dt
(∇W2

F(µt) ◦ Tt)(x) =
∫ [

∇y∇x
δ2F
δµ2

(
(Tt)#µ

)(
Tt(x),Tt(y)

)dTt
dt

(y)
]
dµ(y)

+∇2 δF
δµ

(
(Tt)#µ

)(
Tt(x)

)dTt
dt

(x). (31)

Proof. See Appendix H.8.

This allows us to define a closed-form for HFµ,t.
Proposition 12. Under the same assumptions as in Lemma 11, let µt = (Tt)#µ with Tt = S + tv,
S, v ∈ L2(µ), then HFµ,t : L2(µ) → L2(µ) (as defined in Definition 9) is defined for all v ∈ L2(µ),
x ∈ Rd as:

HFµ,t[v](x) =
∫

∇y∇x
δ2F
δµ2

(
(Tt)#µ

)(
Tt(x),Tt(y)

)
v(y) dµ(y)+∇2 δF

δµ

(
(Tt)#µ

)(
Tt(x)

)
v(x).

(32)
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Proof. See Appendix H.9.

While HFµ,t and HFµt
differ in general, in some simple cases their relation boils down to composition

with a pushforward. For instance, if S is invertible, we can write µt as a curve starting from S#µ with
a velocity field v ◦ S−1, i.e. µt = (Id + tv ◦ S−1)#S#µ. Thus, we recover the original definition of
the Wasserstein Hessian at t = 0 as HFµ,0 = HFS#µ. However, in general, this does not need to be
the case.

Similarly, if Tt is invertible for all t, setting vt = v ◦ T−1
t , we can write

d2

dt2
F(µt) = ⟨HFµ,tv, v⟩L2(µ)

=

∫
⟨HFµ,t[v](x), v(x)⟩ dµ(x)

=

∫
⟨HFµ,t[v]

(
T−1
t (xt)

)
, vt(xt)⟩ dµt(xt)

= ⟨HFµt
vt, vt⟩L2(µt).

(33)

The last line is obtained by leveraging the closed form in Proposition 12 and that µt = (Tt)#µ, as
for all x ∈ supp(µ),

HFµ,t[v](x) =
∫

∇y∇x
δ2F
δµ2

(µt)
(
Tt(x),Tt(y)

)
v(y) dµ(y) +∇2 δF

δµ
(µt)

(
Tt(x)

)
v(x)

=

∫
∇y∇x

δ2F
δµ2

(µt)(Tt(x), yt)vt(yt) dµt(y) +∇2 δF
δµ

(µt)
(
Tt(x)

)
v(x)

= HFµt [vt]
(
Tt(x)

)
,

(34)

and thus HFµ,t[v]
(
T−1
t (x)

)
= HFµt

[vt](x).

Here are two examples of F satisfying δ
δµ∇ δF

δµ = ∇ δ2F
δµ2 for which Proposition 12 provides an

expression of the Wasserstein Hessian.
Example 1 (Potential energy). Let V(µ) =

∫
V dµ with V twice differentiable with bounded Hessian.

Then, we have δV
δµ (µ) = V and δ2V

δµ2 (µ) = 0 (using (29)). Thus, applying Proposition 12, we recover
for µt = (Tt)#µ,

d2

dt2
V(µt) =

∫ 〈
∇2V

(
Tt(x)

)
v(x), v(x)

〉
dµ(x). (35)

Example 2 (Interaction energy). Let W(µ) = 1
2

∫∫
W (x−y) dµ(x)dµ(y) with W symmetric, twice

differentiable and with bounded Hessian. Then, we have for all x, y ∈ Rd, δWδµ (µ)(x) = (W ⋆ µ)(x)

and δ2W
δµ2 (µ)(x, y) =W (x− y) (see e.g. [126, Example 7]), and thus applying Proposition 12, for

µt = (Tt)#µ, the operator is

HWµ,t[v](x) = −
∫

∇2W
(
Tt(x)− Tt(y)

)
v(y) dµ(y) + (∇2W ⋆ (Tt)#µ)(Tt(x))v(x), (36)

and
d2

dt2
W(µt) =

∫∫
⟨∇2W

(
Tt(x)− Tt(y)

)(
v(x)− v(y)

)
, v(x)⟩ dµ(y)dµ(x). (37)

C.3 Convexity in Wasserstein space

We first recall the definition of α-convex functionals [5, Definition 9.1.1].
Definition 10. F is α-convex along geodesics if for all µ0, µ1 ∈ P2(Rd),

∀t ∈ [0, 1], F(µt) ≤ (1− t)F(µ0) + tF(µ1)− α
t(1− t)

2
W2

2(µ0, µ1), (38)

where (µt)t∈[0,1] is a Wasserstein geodesic between µ0 and µ1.
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If we want to derive the minimal set of assumptions for the convergence of the gradient descent
algorithms on Wasserstein space, we can actually restrict the smoothness and convexity to specific
curves. In the next proposition, we characterize the convexity along one curve. The relative
smoothness or convexity follows by considering the convexity of respectively βG − F or F − αG.

Proposition 13. Let F : P2(Rd) → R be twice continuously differentiable. Let µ ∈ P2(Rd),
T,S ∈ L2(µ), µt =

(
Tt
)
#
µ for all t ∈ [0, 1] where Tt = (1− t)S + tT. Furthermore, denote for

t1, t2 ∈ [0, 1], µ̃t1→t2
t =

(
(1− t)Tt1 + tTt2

)
#
µ. Then, the following statement are equivalent:

(c1) For all t1, t2, t ∈ [0, 1], F(µ̃t1→t2
t ) ≤ (1− t)F

(
(Tt1)#µ)+ tF

(
(Tt2)#µ

)
, i.e. F is convex

along t 7→ µt.

(c2) For all t1, t2 ∈ [0, 1], we have dF̃µ
(Tt2 ,Tt1) ≥ 0, i.e.

F
(
(Tt2)#µ

)
−F

(
(Tt1)#µ

)
− ⟨∇W2F

(
(Tt1)#µ

)
◦ Tt1 ,Tt2 − Tt1⟩L2(µ) ≥ 0.

(c3) For all t1, t2 ∈ [0, 1],

⟨∇W2F
(
(Tt2)#µ

)
◦ Tt2 −∇W2F

(
(Tt1)#µ

)
◦ Tt1 ,Tt2 − Tt1⟩L2(µ) ≥ 0.

(c4) For all s ∈ [0, 1], d2

dt2F(µt)
∣∣∣
t=s

≥ 0.

Proof. See Appendix H.10.

As stated in Section 2, if we require the convexity to hold along all curves with S = Id and T the
gradient of some convex function, i.e. an OT map, then F is convex along geodesics. Likewise, if
the convexity holds for all S,T that are gradients of convex functions, then we obtain the convexity
along generalized geodesics.

If we require the convexity and the smoothness to hold along any curve of the form µt =
(
(1 −

t)S + tT)#µ for µ ∈ P2(Rd) and T,S ∈ L2(µ), then it coincides with the transport convexity
and smoothness recently introduced by Tanaka [117, Definitions 4.1 and 4.5]. As by Proposition 1,
δF̃µ(S,T−S) = ⟨∇W2F(S#µ) ◦S,T−S⟩L2(µ), and thus the convexity of F on such a curve reads
as follows

dF̃µ
(T,S) = F(T#µ)−F(S#µ)− ⟨∇W2

F(S#µ) ◦ S,T− S⟩L2(µ) ≥ 0. (39)

And for G̃µ(T) = 1
2∥T∥L2(µ), the β-smoothness of F relative to G expresses as

dF̃µ
(T,S) = F(T#µ)−F(S#µ)−⟨∇W2F(S#µ)◦S,T−S⟩L2(µ) ≤

β

2
∥T−S∥L2(µ) = βdG̃µ

(T,S).

(40)

This type of convexity is actually a particular case of the notion of convexity along acceleration-free
curves introduced by Parker [98] (also introduced by Cavagnari et al. [28] under the name of total con-
vexity). The latter requires convexity to hold along any curve of the form µt =

(
(1− t)π1 + tπ2

)
#
γ

with γ ∈ Π(µ, ν), µ, ν ∈ P2(Rd) and π1(x, y) = x, π2(x, y) = y. The transport convexity of
Tanaka [117] is thus a particular case for couplings obtained through maps, i.e. γ = (T,S)#µ.
Parker [98] notably showed that this notion of convexity is equivalent to the geodesic convexity for
Wasserstein differentiable functionals.

We can also define the strict convexity using strict inequalities in Proposition 13-(c1)-(c2)-(c3), but
not in (c4) as there are counter examples already for real functions. For instance, f : R → R,
defined as f(x) = x4 for all x ∈ R, is strictly convex but f ′′(0) = 0. Thus, for F(µ) =

∫
f dµ,

choosing µ = δ0 and T0 = Id, by Example 1, we have that d2

dt2F(µt)
∣∣
t=0

= f ′′(0)v(0)2 = 0. But
F(µt) = f

(
tT1(0)

)
< tf

(
T1(0)

)
since f is strictly convex and thus F is well strictly convex.

Finally, as we defined the relative α-convexity and β-smoothness of F relative to G using Bregman
divergences in Definition 3, we can show that it is equivalent to F − αG and βG − F being convex.
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Proposition 14. Let F ,G : P2(Rd) → R be two differentiable functionals. Let µ ∈ P2(Rd),
T,S ∈ L2(µ) and for all t ∈ [0, 1], µt = (Tt)#µ with Tt = (1 − t)S + tT. Then, F is α-convex
(resp. β-smooth) relative to G along t 7→ µt if and only if F − αG (resp. βG − F) is convex along
t 7→ µt.

Proof. By Definition 3, F is α-convex relative to G along t 7→ µt if for all s, t ∈ [0, 1],
dF̃µ

(Ts,Tt) ≥ αdG̃µ
(Ts,Tt). This is equivalent to dF̃µ−αG̃µ

(Ts,Tt) ≥ 0, which is equivalent by
Proposition 13 (c2) (and using Proposition 1) to F − αG convex along t 7→ µt. The result for the
β-smoothness follows likewise.

D Additional results on mirror descent

D.1 Optimal transport maps for mirror descent

Let ϕ : P2(Rd) → R be a strictly convex functional along all acceleration-free curves µt = (Tt)#µ,
t ∈ [0, 1] with Tt = (1 − t)S + tT for T,S ∈ L2(µ). Denote for µ ∈ L2(µ), ϕµ(T) = ϕ(T#µ).
Since ϕ is strictly convex along all acceleration-free curves, by Proposition 13, for all T ̸= S ∈ L2(µ),
dϕµ(T,S) > 0 and thus ϕµ is strictly convex. Indeed, recall that

∀T,S ∈ L2(µ), dϕµ
(T,S) = ϕµ(T)− ϕµ(S)− ⟨∇ϕµ(S),T− S⟩L2(µ)

= ϕ(T#µ)− ϕ(S#µ)− ⟨∇W2ϕ(S#µ) ◦ S,T− S⟩L2(µ),
(41)

where we used Proposition 1 for the computation of the gradient.

Let us now define for all µ, ν ∈ P2(Rd),

Wϕ(ν, µ) = inf
γ∈Π(ν,µ)

ϕ(ν)− ϕ(µ)−
∫

⟨∇W2
ϕ(µ)(y), x− y⟩ dγ(x, y). (42)

This problem encompasses several previously considered objects, as discussed in more detail in
Remark 1. Our motivation for introducing Equation (42) is to prove that for ϕµ verifying the
assumptions of Proposition 2, its associated Bregman divergence dϕµ satisfies the property given in
Assumption 1. First, we can observe that as γ = (T,S)#µ ∈ Π(T#µ,S#µ), we have dϕµ

(T,S) ≥
Wϕ(T#µ,S#µ). Then, for µ ∈ P2,ac(Rd), assuming that ∇W2

ϕ(µ) = ∇ϕµ(Id) is invertible,
we can leverage Brenier’s theorem [20], and show in Proposition 15 that the optimal coupling of
Equation (42) is of the form (Tµ,νϕµ

, Id)#µ with Tµ,νϕµ
= argminT#µ=ν

dϕµ
(T, Id). Moreover, if

ν ∈ P2,ac(Rd), we also have that Tµ,νϕµ
is invertible with inverse T̄ν,µϕν

= argminT#ν=µ
dϕν (Id,T).

Proposition 15. Let µ ∈ P2,ac(Rd), ν ∈ P2(Rd) and assume ∇W2ϕ(µ) invertible. Then,

1. There exists a unique minimizer γ of (42). Besides, there exists a uniquely determined
µ-almost everywhere (a.e.) map Tµ,νϕµ

: Rd → Rd such that γ = (Tµ,νϕµ
, Id)#µ. Finally,

there exists a convex function u : Rd → R such that Tµ,νϕµ
= ∇u ◦ ∇W2ϕ(µ) µ-a.e.

2. Assume further that ν ∈ P2,ac(Rd). Then there exists a uniquely determined ν-a.e. map
T̄ν,µϕν

: Rd → Rd such that γ = (Id, T̄ν,µϕν
)#ν. Moreover, there exists a convex function

v : Rd → R such that T̄ν,µϕν
= ∇W2

ϕ(µ)−1 ◦ ∇v ν-a.e., and Tµ,νϕµ
◦ T̄ν,µϕν

= Id ν-a.e. and
T̄ν,µϕν

◦ Tµ,νϕµ
= Id µ-a.e.

3. As a corollary, Wϕ(ν, µ) = minT#µ=ν dϕµ(T, Id) = minT#ν=µ dϕν (Id,T).

Proof. 1. Observe that problem (42) is equivalent to

inf
γ∈Π(ν,µ)

∫
∥x−∇W2

ϕ(µ)(y)∥22 dγ(x, y). (43)

Then, since for any γ ∈ Π(ν, µ),
(
Id,∇W2ϕ(µ)

)
#
γ ∈ Π

(
ν,∇W2ϕ(µ)#µ

)
, we have

inf
γ∈Π(ν,µ)

∫
∥x−∇W2

ϕ(µ)(y)∥22 dγ(x, y) ≥ inf
γ̃∈Π

(
ν,∇W2

ϕ(µ)#µ
) ∫ ∥x− z∥22 dγ̃(x, z). (44)
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Let µ ∈ P2,ac(Rd). Since ∇W2ϕ(µ) is invertible, ∇W2ϕ(µ)#µ ∈ P2,ac(Rd). By Brenier’s theorem,
there exists a convex function u such that (∇u)#(∇W2ϕ(µ))#µ = ν and the optimal coupling is of
the form γ̃∗ = (∇u, Id)#∇W2ϕ(µ)#µ. Let γ = (∇u ◦ ∇W2ϕ(µ), Id)#µ ∈ Π(ν, µ), then∫

∥z − ỹ∥22 dγ̃∗(z, ỹ) =
∫

∥∇u
(
∇W2ϕ(µ)(y)

)
−∇W2ϕ(µ)(y)∥22 dµ(y)

=

∫
∥x−∇W2

ϕ(µ)(y)∥22 dγ(x, y).
(45)

Thus, since γ ∈ Π(ν, µ), γ is an optimal coupling for (42).

2. We symmetrize the arguments. Assuming ν ∈ P2,ac(Rd) and ∇ϕµ(Id) = ∇W2
ϕ(µ) invertible,

by Brenier’s theorem, there exists a convex function v such that (∇v)#ν = ∇W2
ϕ(µ)#µ (and such

that ∇u ◦ ∇v = Id ν-a.e. and ∇v ◦ ∇u = Id ∇W2
ϕ(µ)#µ-a.e.) and the optimal coupling is of the

form γ̃∗ = (Id,∇v)#ν. Let γ = (Id,∇W2ϕ(µ)
−1 ◦ ∇v)#ν ∈ Π(ν, µ), then∫

∥x− z∥22 dγ̃∗(x, z) =
∫

∥x−∇v(x)∥22 dν(x)

=

∫
∥x−∇W2

ϕ(µ)
(
(∇W2

ϕ(µ))−1(∇v(x))
)
∥22 dν(x)

=

∫
∥x−∇W2ϕ(µ)(y)∥22 dγ(x, y).

(46)

Thus, since γ ∈ Π(ν, µ), γ is an optimal coupling for (42). Moreover, noting Tµ,νϕµ
= ∇u◦∇W2

ϕ(µ)

and T̄ν,µϕν
= ∇W2

ϕ(µ)−1◦∇v, we have µ-a.e., T̄ν,µϕν
◦Tµ,νϕµ

= ∇W2
ϕ(µ)−1◦∇v◦∇u◦∇W2

ϕ(µ) = Id

and ν-a.e., Tµ,νϕµ
◦ T̄ν,µϕν

= ∇u ◦ ∇W2ϕ(µ) ◦ ∇W2ϕ(µ)
−1 ◦ ∇v = Id from the aforementioned

consequences of Brenier’s theorem.

We continue this section with additional results relative to the invertibility of mirror maps, which are
required in Proposition 2. For a potential energy V(µ) =

∫
V dµ, since ∇W2V = ∇V , then ∇W2V

is invertible provided ∇V is. This is the case e.g. for V strictly convex. We now state in the two next
lemmas conditions for an interaction energy and for the negative entropy to satisfy the invertibility
requirements.

Lemma 16. Let µ ∈ P2(Rd) and let W : Rd → R be even, ϵ-strongly convex for ϵ > 0 and
differentiable. Then, for W(µ) =

∫∫
W (x− y) dµ(x)dµ(y), ∇W2

W(µ) is invertible.

Proof. On one hand, ∇W2
W(µ) = ∇W ⋆ µ. Moreover, W ϵ-strongly convex is equivalent to

∀x, y ∈ Rd, x ̸= y, ⟨∇W (x)−∇W (y), x− y⟩ ≥ ϵ∥x− y∥22, (47)

which implies for all x, y, z ∈ Rd, ⟨∇W (x− z)−∇W (y− z), x− y⟩ ≥ ϵ∥x− y∥22. By integrating
with respect to µ, it implies

⟨(∇W ⋆µ)(x)− (∇W ⋆µ)(y), x−y⟩ =
∫

⟨∇W (x−z)−∇W (y−z), x−y⟩ dµ(z) ≥ ϵ∥x−y∥22.
(48)

Thus, ∇W ⋆ µ is ϵ-strongly monotone, and in particular invertible [2, Theorem 1].

Lemma 17. Let µ ∈ P2,ac(Rd) such that its density is of the form ρ ∝ e−V with V : Rd → R
ϵ-strongly convex for ϵ > 0. Then, for H(µ) =

∫
log
(
ρ(x)

)
dµ(x) with ρ the density of µ w.r.t the

Lebesgue measure, ∇W2
H(µ) is invertible.

Proof. Let µ such distribution. Then, ∇W2
H(µ) = ∇ log ρ = −∇V . Since V is ϵ-strongly convex,

then ∇V is ϵ-strongly monotone and in particular invertible [2, Theorem 1].

We conclude this section with a discussion of (42) with respect to related work.
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Remark 1. The OT problem (42) recovers other OT costs for specific choices of ϕ. For instance, for
ϕµ(T) =

1
2∥T∥2L2(µ), it coincides with the squared Wasserstein-2 distance. And more generally, for

ϕVµ (T) =
∫
V ◦ T dµ, since by Lemma 31, for all T,S ∈ L2(µ),

dϕV
µ
(T,S) =

∫
dV
(
T(x),S(x)

)
dµ(x), (49)

where dV is the Euclidean Bregman divergence, i.e. for all x, y ∈ Rd, dV (x, y) = V (x)− V (y)−
⟨∇V (y), x− y⟩, Wϕ coincides with the Bregman-Wasserstein divergence [103]

BV (µ, ν) = inf
γ∈Π(µ,ν)

∫
dV (x, y) dγ(x, y). (50)

D.2 Continuous formulation

Let ϕ : L2(µ) → R be pushforward compatible and superlinear. Introducing the (mirror) map
φ(µ) = ∇W2

ϕ(µ), we can write informally the mirror descent scheme (4) and its continuous-time
counterpart when τ → 0 as{

φ(µk) = ∇W2
ϕ(µk)

φ(µk+1) ◦ Tk+1 = φ(µk)− τ∇W2
F(µk)

−−−→
τ→0

{
φ(µt) = ∇W2

ϕ(µt)
d
dtφ(µt) = −∇W2

F(µt).
(51)

However, d
dtφ(µt) = d

dt∇W2
ϕ(µt) = Hϕµt

(vt) where Hϕµt
: L2(µt) → L2(µt) is the Hessian

operator (defined in Appendix C.2) such that d2

dt2ϕ(µt) = ⟨Hϕµt(vt), vt⟩L2(µt) and vt ∈ L2(µt) is
a velocity field satisfying ∂tµt + div(µtvt) = 0. Thus, the continuity equation corresponding to
the Mirror Flow is given by

∂tµt − div
(
µt(Hϕµt)

−1∇W2F(µt)
)
= 0. (52)

For ϕVµ as Bregman potential, since HϕVµ (v) = (∇2V )v (see Appendix C.2), the flow is a solution
of ∂tµt − div

(
µt(∇2V )−1∇W2F(µt)

)
= 0. For F(µ) = KL(µ||ν) with ν ∝ e−U , this coincides

with the gradient flow of the mirror Langevin [3, 130] and with the continuity equation obtained
in [104] as the limit of the JKO scheme with Bregman groundcosts. For ϕ = F , this coincides with
Information Newton’s flows [126]. Note also that Deb et al. [41] defined mirror flows through the
scheme τ → 0 of (51), but focused on F(µ) = KL(µ||ν) and ϕ(µ) = 1

2W
2
2(µ, η).

D.3 Derivation in specific settings

In this section, we analyze several novel mirror schemes obtained through the use of different Bregman
potential maps in (4), and used in various applications in Section 5. We start by discussing the scheme
with an interaction energy as Bregman potential. Next, we study mirror descent with negative entropy
or KL divergence as Bregman potential. For the last two, we derive closed-forms for the case where
every distribution is Gaussian, which is equivalent to working on the Bures-Wasserstein space, and to
use the gradient on the Bures-Wasserstein space [43]. In particular, this space is a submanifold of
P2,ac(Rd) and the tangent space is the space of affine maps with symmetric linear term, i.e. of the
form T (x) = b+ S(x−m) with S ∈ Sd(R).

Interaction mirror scheme. Consider as Bregman potential an interaction energy ϕµ(T) =
1
2

∫∫
W
(
(T (x)− T (x′)

)
dµ(x)dµ(x′). The mirror descent scheme (4) is given by

∀k ≥ 0, (∇W ⋆ µk+1) ◦ Tk+1 = ∇W ⋆ µk − τ∇W2F(µk). (53)

For the particular case W (x) = 1
2∥x∥22, the scheme can be made more explicit as ∇W ⋆ µ(x) =∫

∇W (x− y) dµ(y) =
∫
(x− y) dµ(y) = x−m(µ) with m(µ) =

∫
ydµ(y) the expectation, and

thus (53) translates as

∀k ≥ 0, xk+1 −m(µk+1) = xk −m(µk)− τ∇W2F(µk), xk ∼ µk. (54)

On one hand, recall from Example 2 that the Hessian of ϕ is given, for µ ∈ P2(Rd), v ∈ L2(µ), by

∀x ∈ Rd, Hϕµ[v](x) = −
∫
v(y) dµ(y) + v(x), (55)
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since ∇2W = Id. On the other hand, the mirror descent scheme (54) can be written as, for all k ≥ 0,

yk+1 = yk − τ∇W2F(µk)(xk), yk = xk −m(µk), xk ∼ µk. (56)

Passing to the limit τ → 0, we get

dyt
dt

= −∇W2F(µt)(xt), yt = xt −m(µt), xt ∼ µt, (57)

where dyt
dt = dxt

dt − dm(µt)
dt . Now, by setting vt(x) = dxt

dt , by integration by part, we have

d

dt
m(µt) =

∫
x ∂tµt = −

∫
x · div(µtvt) =

∫
vt(y) dµt(y). (58)

Combining the latter equation with (55), we obtain as expected that dyt
dt = Hϕµt

[vt](x).

Negative entropy mirror scheme. Consider the negative entropy ϕ(µ) =
∫
log
(
ρ(x)

)
dµ(x)

where dµ(x) = ρ(x)dx and ϕµ(T) = ϕ(T#µ). For such Bregman potential, the mirror scheme (4)
can be written for all k ≥ 0 as

∇ log ρk+1 ◦ Tk+1 = ∇ log ρk − τ∇W2
F(µk). (59)

In general, this scheme is not tractable. Nonetheless, supposing that µk = N (mk,Σk) for all k ≥ 0,
the scheme translates as

−Σ−1
k+1(Tk+1(xk)−mk+1) = −Σ−1

k (xk −mk)− τ∇W2F(µk), xk ∼ µk. (60)

• For an objective functional F(µ) = H(µ) + V(µ) with V (x) = 1
2x

TΣ−1x, the scheme is

−Σ−1
k+1(xk+1 −mk+1) = −Σ−1

k (xk −mk)− τ
(
− Σ−1

k (xk −mk) + Σ−1xk
)

= −(1− τ)Σ−1
k (xk −mk)− τΣ−1xk

= −
(
(1− τ)Σ−1

k + τΣ−1
)
xk + (1− τ)Σ−1

k mk.

(61)

Assuming mk = 0 for all k, we obtain the following update rule for the covariance matrices:

Σ−1
k+1 =

(
(1− τ)Σ−1

k + τΣ−1
)T

Σk
(
(1− τ)Σ−1

k + τΣ−1
)
. (62)

We illustrate this scheme in Figure 2.

• For F(µ) = H(µ), we obtain

−Σ−1
k+1(Tk+1(xk)−mk+1) = −(1− τ)Σ−1

k (xk −mk), xk ∼ µk. (63)

Assuming mk = 0 for all k, for τ < 1, we obtain the following update rule for the covariance
matrices:

Σ−1
k+1 = (1− τ)2Σ−1

k , i.e., (64)

Σk+1 =
1

(1− τ)2
Σk =

1

(1− τ)2k
Σ0 ∼

τ→0
e2τkΣ0. (65)

The continuous time analog of this scheme is thus µt : t 7→ N (0,Σt) with Σt = e2tΣ0 and the
negative entropy decreases along this curve as

H(µt) =

∫
log
(
ρt(x)

)
dµt(x)

=

∫
log

(
1

(2π)
d
2

√
detΣt

e−
1
2x

TΣ−1
t x

)
dµt(x)

= −d
2
log(2π)− 1

2
log det

(
e2tΣ0

)
− 1

2
Tr

(
Σ−1
t

∫
xxTdµt(x)

)
= −d

2
log(2πe)− dt− 1

2

d∑
i=1

log(λi),

(66)
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where (λi)i denote the eigenvalues of Σ0. This is much faster than the heat flow for which the
negative entropy decreases as [129, Appendix E.2]

H(ρt) = −d
2
log(2πe)− 1

2

d∑
i=1

log(λi + 2t), (67)

with the scheme given by [129, Example 6]

∀k ≥ 0,

{
mk+1 = m0

Σk+1 = Σk(Id + τΣ−1
k )2.

(68)

With our notations, the heat flow is the continuous time limit of the scheme (4) for the same objective
F but for a quadratic Bregman potential ϕµ(T) = 1

2∥T∥2L2(µ) (which recovers the Wasserstein-2
geometry, hence Wasserstein-2 gradient flows).

KL mirror scheme. Suppose we want to optimize the KL divergence, i.e. a functional of the form
F(µ) = G(µ) +H(µ) where G(µ) =

∫
Udµ. Then, a natural choice of Bregman potential is also a

functional of the form ϕ(µ) = Ψ(µ) +H(µ) with Ψ(µ) =
∫
V dµ, with U α-convex and β-smooth

relative to V .

In that case, we obtain the smoothness of F relative to ϕ. Recall we denote F̃µ(T) = F(T#µ) for
T ∈ L2(µ). Then for all T,S ∈ L2(µ), we have αdΨ̃µ

(T,S) ≤ dG̃µ
(T,S) ≤ βdΨ̃µ

(T,S), hence

dF̃µ
(T,S) = dH̃µ

(T,S) + dG̃µ
(T,S) ≤ dH̃µ

(T,S) + βdΨ̃µ
(T,S) ≤ max(1, β)dϕµ

(T,S). (69)

Similarly, dF̃µ
(T,S) ≥ min(1, α)dϕµ(T,S).

We now focus on the case where all measures are Gaussian in order to be able to compute a closed-
form, i.e. U(x) = 1

2 (x−m)TΣ−1(x−m), V (x) = 1
2x

TΛ−1x and for all k ≥ 0, µk = N (mk,Σk).
In this case, recall that ∇ logµk(x) = −Σ−1

k (x−mk). Then, at each step, the mirror descent scheme
(4) writes for xk ∼ µk, k ≥ 0 as

∇V (xk+1) +∇ log
(
µk+1(xk+1)

)
= ∇V (xk) +∇ log

(
µk(xk)

)
− τ
(
∇U(xk) +∇ log

(
µk(xk)

)
⇐⇒ Λ−1xk+1 − Σ−1

k+1(xk+1 −mk+1)

= Λ−1xk − Σ−1
k (xk −mk)− τ

(
Σ−1(xk −m)− Σ−1

k (xk −mk)
)

⇐⇒ (Λ−1 − Σ−1
k+1)xk+1 +Σ−1

k+1mk+1

=
(
Λ−1 − (1− τ)Σ−1

k − τΣ−1
)
xk + (1− τ)Σ−1

k mk + τΣ−1m. (70)

Thus, we get for the expectation that

(Λ−1 − Σ−1
k+1)mk+1 +Σ−1

k+1mk+1 =
(
Λ−1 − (1− τ)Σ−1

k − τΣ−1
)
mk(1− τ)Σ−1

k mk + τΣ−1m

⇐⇒ Λ−1mk+1 = (Λ−1 − τΣ−1)mk + τΣ−1m

⇐⇒ mk+1 = (Id − τΛΣ−1)mk + τΛΣ−1m. (71)

We note that the latter update on the means coincides with the forward Euler method in the forward-
backward scheme, see (116) in Appendix F, which uses as Bregman potential ϕ = Ψ. Thus, the
entropy does not affect the convergence towards the mean, which can be done simply by (precondi-
tioned) gradient descent.

For the covariance part, we get

(Λ−1 − Σ−1
k+1)

TΣk+1(Λ
−1 − Σ−1

k+1)

=
(
Λ−1 − τΣ−1 − (1− τ)Σ−1

k

)T
Σk
(
Λ−1 − τΣ−1 − (1− τ)Σ−1

k

)
. (72)

Now, supposing that all matrices commute, we get

Λ−2Σk+1 − 2Λ−1 +Σ−1
k+1 = (Λ−1 − τΣ−1)2Σk − 2(1− τ)Λ−1 + 2τ(1− τ)Σ−1

+ (1− τ)2Σ−1
k (73)

⇐⇒ Λ−2Σk+1 +Σ−1
k+1 = (Λ−1 − τΣ−1)2Σk + 2τΛ−1 + 2τ(1− τ)Σ−1 + (1− τ)2Σ−1

k

⇐⇒ Σk+1 + Λ2Σ−1
k+1 = (Id − τΛΣ−1)2Σk + 2τΛ + 2τ(1− τ)Λ2Σ−1 + (1− τ)2Λ2Σ−1

k .
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Denoting

C = (Id − τΛΣ−1)2Σk + 2τΛ + 2τ(1− τ)Λ2Σ−1 + (1− τ)2Λ2Σ−1
k , (74)

the update on covariances is equivalent to
Σ2
k+1 − CΣk+1 + Λ2 = 0. (75)

Thus, Σk+1 = 1
2

(
C ± (C2 − 4Λ2)

1
2

)
.

D.4 Mirror scheme with non-pushforward compatible Bregman potentials

We study in this Section schemes for which the Bregman potential ϕµ is not pushforward compatible,
and thus for which we cannot apply Proposition 2 and thus Assumption 1 may not hold a priori.
An example of such potential is ϕµ(T) = ⟨T, PµT⟩L2(µ) where Pµ : L2(µ) → L2(µ) is a linear
autoadjoint and invertible operator. Since ∇ϕµ(T) = PµT, taking the first order conditions, we
obtain the following scheme:

∀k ≥ 0, Tk+1 = Id− P−1
µk

∇W2
F(µk). (76)

In particular, this includes SVGD [71, 83, 84] if we pose P−1
µ T = ιSµT with Sµ : L2(µ) →

H defined as SµT =
∫
k(x, ·)T(x)dµ(x) which maps functions from L2(µ) to the reproducing

kernel Hilbert space H with kernel k, and with ι : H → L2(µ) the inclusion operator that is
the adjoint of Sµ [71]. It also includes the Kalman-Wasserstein gradient descent [56] for which
P−1
µ =

∫ (
x−m(µ)

)
⊗
(
x−m(µ)

)
dµ(x) is the covariance matrix, where m(µ) =

∫
x dµ(x).

More generally, for ϕµ(T) =
∫
Pµ(V ◦ T)dµ, we can recover their mirrored version, including

mirrored SVGD [113, 114], i.e. Tk+1 = ∇V ∗ ◦
(
∇V − τP−1

µk
∇W2F(µk)

)
.

Kalman-Wasserstein. We focus now on a particular choice of linear operator Pµ. Namely, we take
PµT = C(µ)T withC(µ) =

(∫ (
x−m(µ)

)
⊗
(
x−m(µ)

)
dµ(x)

)−1
the inverse of the covariance

matrix. In this case, (76) corresponds to the discretization of the Kalman-Wasserstein gradient flow
[56]. We now show that it satisfies Assumption 1. First, let us compute the Bregman divergence
associated to ϕ:

∀T,S ∈ L2(µ), dϕµ(T,S) =
1

2
⟨T, C(µ)T⟩L2(µ) +

1

2
⟨S, C(µ)S⟩L2(µ) − ⟨C(µ)S,T⟩L2(µ)

=
1

2

(
⟨T, C(µ)(T− S)⟩L2(µ) + ⟨S− T, C(µ)S⟩L2(µ)

)
=

1

2
∥C(µ) 1

2 (T− S)∥2L2(µ).

(77)

For γ = (T,S)#µ, we can write

dϕµ
(T,S) =

1

2

∫
∥C(µ) 1

2 (x− y)∥22 dγ(x, y). (78)

Moreover, the problem infγ∈Π(α,β)

∫
∥C(µ) 1

2 (x− y)∥22 dγ(x, y) is equivalent to

inf
γ∈Π(α,β)

−
∫
xTC(µ)y dγ(x, y), (79)

which is a squared OT problem. Thus, it admits an OT map if C(µ) is invertible and µ or ν is
absolutely continuous.

Second point of view. Another point of view would be to use the linearization with the gradient
corresponding to the associated generalized Wasserstein distance, which is of the form ∇WF(µ) =
P−1
µ ∇W2

F(µ) [46, 56], i.e. considering

Tk+1 = argmin
T∈L2(µ)

dϕµ
(T, Id) + ⟨∇WF(µ),T− Id⟩L2(µ), (80)

where we assume that ∇WF(µ) ∈ L2(µ). In that case, using the first order conditions,

∇J(Tk+1) = 0 ⇐⇒ ∇W2ϕ
(
(Tk+1)#µk

)
◦ Tk+1 = ∇W2ϕ(µk)− τP−1

µk
∇W2F(µk). (81)

Then, for ϕµ satisfying Assumption 1, the convergence will hold under relative smoothness and
convexity assumptions similarly as for the analysis derived in Section 3.
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E Relative convexity and smoothness

E.1 Relative convexity and smoothness between Fenchel transforms

In this Section, we show sufficient conditions to satisfy the inequalities assumed in Proposition 5
and Proposition 6 under the additional assumption that, for all k ≥ 0, F̃µk

is superlinear, lower
semicontinuous and strictly convex. In this case, we can show that F̃∗

µk
is Gâteaux differentiable, and

thus we can use the Bregman divergence of F̃∗
µk

.

Lemma 18. Let ϕ : L2(µ) → R be a superlinear, lower semicontinuous and strictly convex function.
Then, ϕ∗ is Gâteaux differentiable.

Proof. Fix g ∈ L2(µ). Notice that

f̄ ∈ ∂ϕ∗(g) ⇐⇒ ϕ∗(g) = ⟨f̄ , g⟩ − ϕ(f̄) = sup
f∈L2(µ)

⟨f, g⟩ − ϕ(f). (82)

So to prove there is a unique element in ∂ϕ∗(g), we just need to show that, setting ϕg(f) := −⟨f, g⟩+
ϕ(f), the problem inff∈L2(µ) ϕg(f) has a unique solution. Under our assumptions, ϕg is lower
semicontinuous and strictly convex. Since ϕ is superlinear, ϕg is coercive, i.e. lim∥f∥→∞ ϕg(f) =
+∞. There thus exists a solution [8, Theorem 3.3.4], which is unique by strict convexity. Hence
∂ϕ∗(g) is reduced to a point, which is necessarily the Gâteaux derivative of ϕ∗ at g.

This allows us to relate the Bregman divergence of ϕ∗ to the Bregman divergence of ϕ.

Lemma 19. Let ϕ : L2(µ) → R be a proper superlinear and strictly convex differentiable function,
then for all T,S ∈ L2(µ), dϕ∗

(
∇ϕ(T),∇ϕ(S)

)
= dϕ(S,T).

Proof. By [99, Corollary 3.44], we have ϕ∗
(
∇ϕ(T)

)
= ⟨T,∇ϕ(T)⟩L2(µ) − ϕ(T) for all T ∈ L2(µ)

since ϕ is convex and differentiable. By Lemma 18, ϕ∗ is invertible and by [10, Corollary 16.24],
since ϕ is proper, lower semicontinuous and convex, then (∇ϕ)−1 = ∇ϕ∗.

Thus, for all T,S ∈ L2(µ),

dϕ∗
(
∇ϕ(T),∇ϕ(S)

)
= ϕ∗

(
∇ϕ(T)

)
− ϕ∗

(
∇ϕ(S)

)
− ⟨∇ϕ∗

(
∇ϕ(S)

)
,∇ϕ(T)−∇ϕ(S)⟩L2(µ)

= ϕ∗
(
∇ϕ(T)

)
− ϕ∗

(
∇ϕ(S)

)
− ⟨S,∇ϕ(T)−∇ϕ(S)⟩L2(µ)

= ⟨∇ϕ(T),T⟩L2(µ) − ϕ(T)− ⟨∇ϕ(S),S⟩L2(µ) + ϕ(S) (83)

− ⟨S,∇ϕ(T)−∇ϕ(S)⟩L2(µ)

= ϕ(S)− ϕ(T)− ⟨∇ϕ(T),S− T⟩L2(µ)

= dϕ(S,T).

Finally, we can relate the relative convexity of ϕ relative to ψ∗ by using an inequality between the
Bregman divergences of ϕ and ψ. In particular, we recover the assumptions of Propositions 5 and 6
for ϕh

∗

µk
that is β-smooth and α-convex relative to F̃∗

µk
.

Proposition 20. Let ϕ, ψ : L2(µ) → R proper, superlinear, strictly convex and differentiable. ϕ
is β-smooth (resp. α-convex) relative to ψ∗ if and only if ∀T,S ∈ L2(µ), dϕ

(
∇ψ(T),∇ψ(S)

)
≤

βdψ(S,T) (resp. dϕ
(
∇ψ(T),∇ψ(S)

)
≥ αdψ(S,T)).

Proof of Proposition 20. First, suppose that ϕ is β-smooth relative to ψ∗. Then, by definition,

∀T,S ∈ L2(µ), dϕ(T,S) ≤ βdψ∗(T,S). (84)

In particular,

dϕ
(
∇ψ(T),∇ψ(S)

)
≤ βdψ∗

(
∇ψ(T),∇ψ(S)

)
= βdψ(S,T), (85)

using Lemma 19.

33



On the other hand, suppose for all T,S ∈ L2(µ), dϕ
(
∇ψ(T),∇ψ(S)

)
≤ βdψ(S,T). Then, by first

using Lemma 19 and then the supposed inequality, we have for all T,S ∈ L2(µ),

βdψ∗
(
∇ψ(T),∇ψ(S)

)
= βdψ(S,T) ≥ dϕ

(
∇ψ(T),∇ψ(S)

)
. (86)

Likewise, we can show that ϕ is α-convex relative to ψ if and only if dϕ
(
∇ψ(T),∇ψ(S)

)
≥

αdψ(S,T) for all T,S ∈ L2(µ).

Links with the conditions of Proposition 5 and Proposition 6. Proposition 20 allows to translate
the inequality hypothesis of Proposition 5 and Proposition 6. Assume that for all k, F̃µk

is strictly
convex, differentiable and superlinear. We first note that it implies that Fµk

is convex along t 7→(
(1− t)Tk+1 + tId

)
#
µk. Moreover, by Lemma 18, ∇F̃∗

µk
is differentiable.

Note that this assumption is satisfied, e.g. by ϕµ(T) =
∫
V ◦ T dµ for V η-strongly convex and

differentiable. Indeed, in this case, ϕµ is also η-strongly convex, and satisfies for all T,S ∈ L2(µ),

dϕµ(T,S) = ϕµ(T)− ϕµ(S)− ⟨∇ϕµ(S),T− S⟩L2(µ) ≥
η

2
∥T− S∥2L2(µ)

⇐⇒ ϕµ(T) ≥ ϕµ(S) + ⟨∇ϕµ(S),T− S⟩L2(µ) +
η

2
∥T− S∥2L2(µ).

(87)

For S = 0, and dividing by ∥T∥L2(µ) the right term diverges to +∞ when ∥T∥L2(µ) → +∞, and
thus lim∥T∥L2(µ)→∞ ϕµ(T)/∥T∥L2(µ) = +∞, and ϕµ is superlinear.

This assumption is also satisfied for interaction energies ϕWµ (T) =
∫∫

W
(
T(x)−T(y)

)
dµ(x)dµ(y)

with W η-strongly convex, even and differentiable. Indeed, by strong convexity of W in 0, we have
for all x, y ∈ Rd,

W
(
T(x)− T(y)

)
−W (0)− ⟨∇W (0),T(x)− T(y)⟩ ≥ η

2
∥T(x)− T(y)∥22

≥ η

2
inf
z∈Rd

∥T(x)− z∥22.
(88)

Integrating w.r.t. µ⊗ µ, we get

ϕWµ (T)−W (0) ≥ η

2
inf
z∈Rd

∫
∥T(x)− z∥22 dµ(x), (89)

and dividing by ∥T∥L2(µ), we get that ϕWµ is superlinear.

For a curve t 7→ µt, we define F∗
µ on µt as F∗

µ(µt) := F̃∗
µ(Tt) with F̃∗

µ the convex conjugate
of F̃µ in the L2(µ) sense. Then, we can apply Proposition 20, and we obtain that the inequality
hypothesis of Proposition 5 is implied by the β-smoothness of ϕh

∗
relative to F∗

µk
along t 7→(

(1− t)∇W2F(µk) + t∇W2F(µk+1) ◦ Tk+1

)
#
µk since

dϕh∗
µk

(
∇W2

F(µk+1) ◦ Tk+1,∇W2
F(µk)

)
≤ βdF̃µk

(Id,Tk+1)

= βdF̃∗
µk

(
∇W2

F(µk+1) ◦ Tk+1,∇W2
F(µk)

)
,

(90)

where we used Proposition 1 to compute the gradient ∇F̃µk
(Tk+1) = ∇W2

F(µk+1) ◦ Tk+1.

Similarly, the condition of Proposition 6

dϕh∗
µk

(
∇W2

F(T#µk) ◦ T,∇W2
F(µk)

)
≥ αdF̃µk

(Id,T)

= αdF̃∗
µk

(
∇W2

F(T#µk) ◦ T,∇W2
F(µk)

) (91)

is implied by the α-convexity of ϕh
∗

relative to F∗
µk

along t 7→
(
(1 − t)∇W2

F(µk) +

t∇W2F(T#µk) ◦ T
)
#
µk.

These results are summarized in Proposition 7 and shown formally in Appendix H.7.

34



Convergence towards the minimizer in Proposition 6. We add an additional result justifying the
convergence towards the minimizer in Proposition 6.

Lemma 21. Let (X, τ) be a metrizable topological space, and f : X → R ∪ {+∞} be strictly
convex, τ -lower semicontinuous and with one τ -compact sublevel set. Let x0 ∈ X be the minimizer
of f and take a sequence (xn)n∈N such that f(xn) → f(x0). Then, (xn)n∈N τ -converges to x0.

Proof. The existence of the minimum is given by [8, Theorem 3.2.2]. For N large enough, (xn)n≥N
lives in the τ -compact sublevel set of f , since x0 belongs to it and f(x0) is minimal. We can then
consider a subsequence τ -converging to some x∗. By τ -lower semicontinuity, we have f(x0) ≤
f(x∗) ≤ lim inf f(xσ(n)) = f(x0), so f(x0) = f(x∗) and by strict convexity x0 = x∗. Since
all subsequences of (xn)n≥N converge to x∗ and the space is metrizable, (xn)n∈N τ -converges to
x0.

The typical case is when X is a Hilbert space and τ is the weak topology. One could wish to have
strong convergence under a coercivity assumption, however “In infinite dimensional spaces, the
topologies which are directly related to coercivity are the weak topologies” [8, p86]. Nevertheless
Gâteaux differentiability implies continuity, which paired with convexity gives weak lower semiconti-
nuity [8, Theorem 3.3.3]. We cannot hope for convergence of the norm of xn to come for free, as the
weak convergence would then imply the strong convergence.

E.2 Relative convexity and smoothness between functionals

Let U, V : Rd → R be differentiable and convex functions. We recall that V is α-convex relative to
U if [88]

∀x, y ∈ Rd, dV (x, y) ≥ αdU (x, y). (92)

Likewise, V is β-smooth relative to U if

dV (x, y) ≤ βdU (x, y). (93)

Relative convexity and smoothness between potential energies. By Lemma 31, for Bregman
potentials of the form ϕµ(T) =

∫
V ◦ T dµ, the Bregman divergence can be written as

∀T,S ∈ L2(µ), dϕµ(T,S) =

∫
dV
(
T(x),S(x)

)
dµ(x). (94)

Thus, leveraging this result, we can show that relative convexity and smoothness of ϕVµ relative to ϕUµ
is inherited by the relative convexity and smoothness of V relative to U .

Proposition 22. Let µ ∈ P2(Rd), ϕµ(T) =
∫
V ◦ T dµ and ψµ(T) =

∫
U ◦ T dµ where V,U :

Rd → R are C1. If V is α-convex (resp. β-smooth) relative to U : Rd → R, then ϕµ is α-convex
(resp β-smooth) relative to ψµ.

Proof. First, observe (Lemma 31) that

∀µ ∈ P2(Rd),T,S ∈ L2(µ), dϕµ
(T,S) =

∫
dV
(
T(x),S(x)

)
dµ(x). (95)

Let µ ∈ P2(Rd), T,S ∈ L2(µ). If V is α-convex relatively to U , we have for all x, y ∈ Rd,

dV
(
T(x),S(y)

)
≥ αdU

(
T(x),S(y)

)
, (96)

and hence by integrating on both sides with respect to µ,

dϕµ(T,S) ≥ αdψµ(T,S). (97)

Likewise, we have the result for the β-smoothness.

35



Relative convexity and smoothness between interaction energies. Similarly, by Lemma 32,
for Bregman potentials obtained through interaction energies, i.e. ϕµ(T) = 1

2

∫∫
W
(
T(x) −

T(x′)
)
dµ(x)dµ(x′), then

∀T,S ∈ L2(µ), dϕµ
(T,S) =

1

2

∫∫
dW
(
T(x)− T(x′),S(x)− S(x′)

)
dµ(x)dµ(x′). (98)

It also allows to inherit the relative convexity and smoothness results from Rd.

Proposition 23. Let µ ∈ P2(Rd), W,K : Rd → R be symmetric, C1 and convex. Let ϕµ(T) =
1
2

∫∫
W
(
T(x)−T(x′)

)
dµ(x)dµ(x′) and ψµ(T) = 1

2

∫∫
K
(
T(x)−T(x′)

)
dµ(x)dµ(x′). If W is

α-convex relative to K, then ϕµ is α-convex relatively to ψµ. Likewise, if W is β-smooth relatively
to K, then ϕµ is β-smooth relatively to ψµ.

Proof. We use first Lemma 32 and then that W is α-convex relatively to K:

dϕµ(T,S) =
1

2

∫∫
dW
(
T(x)− T(x′),S(x)− S(x′)

)
dµ(x)dµ(x′)

≥ α

2

∫∫
dK
(
T(x)− T(x′),S(x)− S(x′)

)
dµ(x)dµ(x′)

= αdψµ
(T,S).

(99)

Likewise, we have the result for the β-smoothness.

Thus, in situations where the objective functional and the Bregman potential are of the same type and
either potential energies or interaction energies, we only need to show the convexity and smoothness
of the underlying potentials or interaction kernels. For instance, let V : Rd → R be a twice-
differentiable convex function, such that ∥∇2V ∥op ≤ pr(∥x∥2) with pr a polynomial function of
degree r and ∥ · ∥op the operator norm. Then, by [88, Proposition 2.1], V is β-smooth relative to h
where for all x ∈ Rd, h(x) = 1

r+2∥x∥r+2
2 + 1

2∥x∥22.

Relative convexity and smoothness between functionals of different types. When the functionals
do not belong to the same type, comparing directly the Bregman divergences is less straightforward
in general. In that case, one might instead leverage the equivalence relations given by Proposition 13
and Proposition 14, and show that βG − F or F − αG is convex in order to show respectively the
β-smoothness and α-convexity of F relative to G. For instance, we can use the characterization
through Hessians, and thus we would aim at showing

d2

dt2
F(µt) ≤ β

d2

dt2
G(µt),

d2

dt2
F(µt) ≥ α

d2

dt2
G(µt), (100)

along the right curve t 7→ µt.

For instance, consider an objective functional F(µ) = 1
2

∫∫
W (x − y) dµ(x)dµ(x′) and another

functional G(µ) =
∫
V dµ. Then, by Example 1 and Example 2, we have, for µt = (Tt)#µ and

Tt = S + tv,

d2

dt2
G(µt) =

∫
⟨∇2V

(
Tt(x)

)
v(x), v(x)⟩ dµ(x), (101)

and

d2

dt2
F(µt) =

∫∫
⟨∇2W

(
Tt(x)− Tt(y)

)(
v(x)− v(y)

)
, v(x)⟩ dµ(x)dµ(y). (102)
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To show the conditions of Proposition 3, we need to take S = Id and v = Tk+1 − Id, and to verify
for t = s ∈ [0, 1] the inequality, i.e.

d2

dt2
F(µt)

∣∣∣
t=s

≤ β
d2

dt2
G(µt)

∣∣∣
t=s

⇐⇒∫∫
⟨∇2W

(
Ts(x)− Ts(y)

)(
v(x)− v(y)

)
, v(x)⟩ dµk(x)dµk(y)

≤ β

∫
⟨∇2V

(
Ts(x)

)
v(x), v(x)⟩ dµk(x)

⇐⇒∫ 〈
v(x),

∫ ((
∇2W

(
Ts(x)− Ts(y)

)
− β∇2V

(
Ts(x)

))
v(x)

−∇2W
(
Ts(x)− Ts(y)

)
v(y)

)
d µk(y)

〉
dµk(x) ≤ 0.

(103)

For example, choosing W (x) = 1
2∥x∥22, then ∇2W = Id and F is β-smooth relative to G as long as

∇2V ◦ Ts ⪰ 1
β Id for any s ∈ [0, 1].

F Bregman proximal gradient scheme

In this section, we are interested into minimizing a functional F of the form F(µ) = G(µ) +H(µ)
where G is smooth relative to some function ϕ and H is convex on L2(µ). Different strategies can be
used to tackle this problem. For instance, Jiang et al. [65] restrict the space to particular directions
along which H is smooth while Diao et al. [43], Salim et al. [109] use Proximal Gradient algorithms.
We focus here on the latter and generalize the Bregman Proximal Gradient algorithm [11], also known
as the Forward-Backward scheme. It consists of alternating a forward step on G and then a backward
step on H, i.e. for k ≥ 0,{

Sk+1 = argminS∈L2(µk)
dϕµk

(S, Id) + τ⟨∇W2
G(µk),S− Id⟩L2(µk), νk+1 = (Sk+1)#µk

Tk+1 = argminT∈L2(νk+1)
dϕνk+1

(T, Id) + τH(T#νk+1), µk+1 = (Tk+1)#νk+1.

(104)
The first step of our analysis is to show that this scheme is equivalent to{

T̃k+1 = argminT∈L2(µk)
dϕµk

(T, Id) + τ
(
⟨∇W2G(µk),T− Id⟩L2(µk) +H(T#µk)

)
µk+1 = (T̃k+1)#µk.

(105)

This is true under the condition that µk ∈ P2,ac(Rd) implies that νk+1 ∈ P2,ac(Rd).
Proposition 24. Let ϕµ be pushforward compatible, µ0 ∈ P2,ac(Rd) and assume that if µk ∈
P2,ac(Rd) then νk+1 ∈ P2,ac(Rd). Then the schemes (104) and (105) are equivalent.

Proof. See Appendix H.11.

We are now ready to state the convergence results for the proximal gradient scheme.
Proposition 25. Let µ0 ∈ P2,ac(Rd), τ ≤ 1

β and F(µ) = G(µ) + H(µ). Consider the iterates

of the Bregman proximal gradient scheme (104), equivalently (105). Let k ≥ 0. Assume H̃µk
is

convex on L2(µk) and G β-smooth relative to ϕ along t 7→
(
(1− t)Id + tT̃k+1

)
#
µk. Then, for all

T ∈ L2(µk),

F(µk+1) ≤ H(T#µk)+G(µk)+ ⟨∇W2G(µk),T− Id⟩L2(µk)+
1

τ
dϕµk

(T, Id)− 1

τ
dϕµk

(T, T̃k+1).

(106)
Moreover, for T = Id,

F(µk+1) ≤ F(µk)−
1

τ
dϕµk

(Id, T̃k+1), (107)
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i.e., the scheme decreases the objective at each iteration. Additionally, let α ≥ 0, ν ∈ P2(Rd)
and suppose that ϕµ satisfies Assumption 1. If G is α-convex relative to ϕ along t 7→

(
(1− t)Id +

tTµk,ν
ϕµk

)
#
µk, then for all k ≥ 1,

F(µk)−F(ν) ≤ α

(1− τα)
−k − 1

Wϕ(ν, µ0) ≤
1− ατ

kτ
Wϕ(ν, µ0). (108)

Proof. See Appendix H.12.

We verify now that Proposition 24 can be applied for mirror schemes of interest. Salim et al. [109,
Lemma 2] showed that it holds for the Wasserstein proximal gradient when using some potential
energies, more precisely with ϕ(µ) =

∫
1
2∥ · ∥22 dµ and G(µ) =

∫
U dµ with U (strictly) convex. We

extend their result for G(µ) =
∫
U dµ and ϕ(µ) =

∫
V dµ for V strictly convex and U β-smooth

relative to V .
Lemma 26. Let µ ∈ P2,ac(Rd), G(µ) =

∫
U dµ, ϕµ(T) =

∫
V ◦ T dµ with V strongly convex and

U β-smooth relative to V , and T = ∇V ∗ ◦ (∇V − τ∇U). Assume τ < 1
β , then T#µ ∈ P2,ac(Rd).

Sketch of the proof. The proof of the lemma is inspired from [109, Lemma 2]. We apply [5, Lemma
5.5.3], which requires to show that T is injective almost everywhere and that |det∇T| > 0 almost
everywhere. See Appendix H.13 for the full proof.

To apply Proposition 25, we need H to be convex along some curve. We discuss here the convexity of
the negative entropy along acceleration free curves. Let µ ∈ P2,ac(Rd), and denote ρ its density w.r.t
the Lebesgue measure. For H(µ) =

∫
f
(
ρ(x)

)
dx where f : R → R is C1 and satisfies f(0) = 0,

limx→0 xf
′(x) = 0 and x 7→ f(x−d)xd is convex and non-increasing on R+, then by [117, Theorem

4.2], H is convex along curves µt =
(
(1− t)S + tT)#µ obtained with S and T with positive definite

Jacobians. This is the case e.g. for f(x) = x log x, for which H corresponds to the negative entropy.

By Remark 3, to be able to apply the three-point inequality (that is necessary to obtain the descent
lemma), we actually only need H to be convex along

(
(1 − t)T̃k+1 + tId

)
#
µk and along

(
(1 −

t)T̃k+1 + tTµk,ν
ϕµk

)
#
µk for the convergence.

Gaussian target. In what follows, we focus on G(µ) =
∫
Udµ with U(x) = 1

2 (x−m)TΣ−1(x−
m) for Σ ∈ S++

d (R), H the negative entropy and with a Bregman potential of the form ϕ(µ) =∫
V dµ with V (x) = 1

2x
TΛ−1x. Moreover, we suppose µ0 = N (m0,Σ0). In this situation, each

distribution µk is also Gaussian, as the forward and backward steps are affine operations.

Assuming the covariances matrices are full rank, T̃k+1 is affine and its gradient is invertible. Moreover,
by Proposition 15, Tµk,ν

ϕµk
= ∇u ◦ ∇W2ϕ(µk) for ∇u an OT map between ∇W2ϕ(µk)#µk and ν.

Since each distribution is Gaussian, and ∇W2
ϕ(µk)(x) = Λ−1x is affine, it has a positive definite

Jacobian. Thus, using [117, Theorem 4.2], we can conclude that we can apply Proposition 25.

Closed-form for Gaussians. Let G(µ) =
∫
Udµ with U(x) = 1

2 (x − m)TΣ−1(x − m), Σ ∈
S++
d (R), m ∈ Rd, and H(µ) =

∫
log
(
ρ(x)

)
dµ(x) for dµ = ρ(x)dx. For the Bregman potential,

we will choose ϕ(µ) =
∫
V dµ for V (x) = 1

2 ⟨x,Λ−1x⟩. Recall that the forward step reads as

Sk+1 = ∇V ∗ ◦
(
∇V − τ∇W2

G(µk)
)
, νk+1 = (Sk+1)#µk. (109)

Since ∇V (x) = Λ−1x, and µk = N (mk,Σk), we obtain for xk ∼ µk,

Sk+1(xk) = Λ
(
Λ−1xk − τΣ−1(xk −m)

)
= xk − τΛΣ−1(xk −m). (110)

Thus, the output of the forward step is still a Gaussian of the form νk+1 = N (mk+ 1
2
,Σk+ 1

2
) with{

mk+ 1
2
= (Id − τΛΣ−1)mk + τΛΣ−1m

Σk+ 1
2
= (Id − τΛΣ−1)TΣk(Id − τΛΣ−1).

(111)
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Since ∇V is linear, the output of the backward step stays Gaussian. Moreover, the first order
conditions give

∇V ◦ Tk+1 + τ∇ log(ρk+1 ◦ Tk+1) = ∇V
⇐⇒ ∀x, Λ−1x = Λ−1Tk+1(x)− τΣ−1

k+1(Tk+1(x)−mk+1)

⇐⇒ ∀x, x = Tk+1(x)− τΛΣ−1
k+1(Tk+1(x)−mk+1). (112)

Thus, the output is a Gaussian N (mk+1,Σk+1) with (mk+1,Σk+1) satisfying{
mk+1 = mk+ 1

2

Σk+ 1
2
= (Id − τΛΣ−1

k+1)
TΣk+1(Id − τΛΣ−1

k+1).
(113)

Moreover, if Λ and Σk+1 commute, this is equivalent to

Σ2
k+1 − (2τΛ + Σk+ 1

2
)Σk+1 + τ2Λ2 = 0, (114)

which solution is given by

Σk+1 =
1

2

(
Σk+ 1

2
+ 2τΛ + (Σk+ 1

2
(4τΛ + Σk+ 1

2
))

1
2

)
. (115)

To sum up, the update is{
νk+1 = N

(
(Id − τΛΣ−1)mk + τΛΣ−1m, (Id − τΛΣ−1)TΣk(Id − τΛΣ−1)

)
µk+1 = N

(
mk+ 1

2
, 12 (Σk+ 1

2
+ 2τΛ + (Σk+ 1

2
(4τΛ + Σk+ 1

2
))

1
2 )
)
.

(116)

For Λ = Σ, we call it the ideally preconditioned Forward-Backward scheme (PFB).

G Additional details on experiments

G.1 Implementing the schemes

In this subsection, we sum up how to implement the different schemes in practice, given a finite
number of particles. In all cases, we first sample x(0)1 , . . . , x

(0)
n ∼ µ0, then we apply the scheme to

µ̂
(k)
n = 1

n

∑n
i=1 δx(k)

i
.

Mirror descent. In general, for ϕ pushforward compatible, one needs to solve at each iteration
k ≥ 0,

∇W2ϕ(µk+1) ◦ Tk+1 = ∇W2ϕ(µk)− τ∇W2F(µk). (117)

If ϕ(µ) =
∫
V dµ with ∇V having an analytical inverse, the scheme can be implemented as

∀k ≥ 0, ∀i ∈ {1, . . . , n}, x(k+1)
i = ∇V ∗(∇V (x

(k)
i )− τ∇W2

F(µ̂(k)
n )(x

(k)
i )
)
. (118)

Except for this case, one cannot in general invert ∇W2
ϕ(µk+1) ◦ Tk+1 directly. A practical

workaround is to solve an implicit problem, see e.g. [133]. Here, we use the Newton-Raphson
algorithm. Suppose we have µk = 1

n

∑n
i=1 δx(k)

i
and we are looking for µk+1 = 1

n

∑n
i=1 δxi

. Then,
the scheme is equivalent to

∀j ∈ {1, . . . , n}, Gj(x1, . . . , xn) = 0, (119)

for

Gj(x1, . . . , xn) = ∇W2
ϕ

(
1

n

n∑
i=1

δxi

)
(xj)−∇W2

ϕ(µk)(x
(k)
j ) + τ∇W2

F(µk)(x
(k)
j ). (120)

Write G(x1, . . . , xn) =
(
G1(x1, . . . , xn), . . . , Gn(x1, . . . , xn)

)
. Then, at each step k, we perform

the following Newton iterations, starting from (x
(k)
1 , . . . , x

(k)
n ):

(x
(kℓ+1)
1 , . . . , x(kℓ+1)

n ) = (x
(kℓ)
1 , . . . , x(kℓ)n )−γ

(
JG(x

(kℓ)
1 , . . . , x(kℓ)n )

)−1G(x(kℓ)1 , . . . , x(kℓ)n ). (121)

The Jacobian is of size nd × nd, which does not scale well with the dimension and the number
of samples. We can reduce the complexity of the algorithm by relying on inverse Hessian vector
products, see e.g. [40].
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Figure 4: (Left) Value of W along the flow for
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Figure 5: Convergence towards Gaussian
N (0, D) with D diagonal and uniformly sam-
pled on [0, 50]10.

Preconditioned gradient descent. Plugging the empirical measure in (11), the preconditioned
scheme can be implemented as

∀k ≥ 0,∀i ∈ {1, . . . , n}, x(k+1)
i = x

(k)
i − τ∇h∗

(
∇W2

F(µ̂(k)
n )(x

(k)
i )
)
. (122)

G.2 Mirror descent of interaction energies

Details of Section 5. We detail in this Section the first experiment of Section 5. We aim at
minimizing the interaction energy W(µ) = 1

2

∫∫
W (x−y) dµ(x)dµ(y) forW (z) = 1

4∥z∥42− 1
2∥z∥22.

It is well-known that the stationary solution of its gradient flow is a Dirac ring [27]. Since the
stationary solution is translation invariant, we project the measures to be centered.

We study here two Bregman potentials which are also interaction energies. First, observing that
∇2W (z) = 2zzT +

(
∥z∥22 − 1

)
Id, we have for all z,

∥∇2W∥op ≤ 2∥z∥22 + ∥z∥22 + 1 = 3∥z∥22 + 1 = p2(∥z∥2), (123)

with p2(t) = 3t2 + 1. Thus, by [88, Remark 2], W is β-smooth relative to K4(z) =
1
4∥z∥42 + 1

2∥z∥22
with β = 4. Thus, using Proposition 23, W̃µ is β-smooth relative to ϕµ(T) = 1

2

∫∫
K
(
T(x) −

T(x′)
)
dµ(x)dµ(x′) for all µ, and we can apply Proposition 3.

Under the additional hypothesis that the measures are compactly supported, and thus there exists
M > 0 such that ∥x∥22 ≤M for µ-almost every x, we can also show that W is β-smooth relative to
K2(z) =

1
2∥z∥22. Indeed, on one hand, ∇2K = Id and ∇2W (z) = 2zzT +

(
∥z∥22 − 1

)
Id. Thus, for

all v, z ∈ Rd,

vT∇2W (z)v = 2⟨z, v⟩2 + (∥z∥22 − 1)∥v∥22 ≤ 3∥z∥22∥v∥22 ≤ 3M∥v∥22 = 3MvT∇2K(z)v. (124)

In Figure 4, we plot the evolution of W along the flows obtained with these two Bregman potential,
starting from µ0 = N (0, 0.252I2) for n = 100 particles, with a step size of τ = 0.1 for 120 epochs.

Ill-conditioned interaction energy. We also study the minimization of an interaction energy with
an ill-conditioned kernel W (z) = 1

4 (z
TΣ−1z)2 − 1

2z
TΣ−1z where Σ ∈ S++

d (R) but is possibly
badly conditioned, i.e. the ratio between the largest and smallest eigenvalues is large. In this
case, the stationary solution becomes an ellipsoid instead of a ring. In our experiments, we take
Σ = diag(100, 0.1). For each scheme, we use µ0 = N (0, 0.252I2), n = 100 particles and a step
size of τ = 0.1.

On Figure 1, we use Bregman potentials which take into account this conditioning, namely we use
KΣ

2 (z) =
1
2z
TΣ−1z andKΣ

4 (z) =
1
4 (z

TΣ−1z)2− 1
2 (z

TΣ−1z), and we observe that the convergence
is much faster compared to the same kernels without preconditioning. For KΣ

2 (z) =
1
2z
TΣ−1z, the

scheme becomes

(∇K ⋆ µk+1) ◦ Tk+1 = ∇K ⋆ µk − γ∇W2F(µk)

⇐⇒ Σ−1
(
Tk+1 −m(µk+1)

)
= Σ−1

(
Id−m(µk)

)
− γΣ−1(IdTΣ−1Id− 1)Id

⇐⇒ Tk+1 −m(µk+1) = Id−m(µk)− γ(IdTΣ−1Id− 1)Id.

(125)
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Figure 6: (Left) Value of W over time and trajectory of particles using K4 and KΣ
4 as interaction

kernels. (Right) Value of W over time and trajectory of particles for the Wasserstein gradient descent
and preconditioned Wasserstein gradient descent (with the ideal preconditioner h∗(x) = 1

2x
TΣx).

Thus, we see that Σ−1 has less influence which might explain the faster convergence.

Similarly as in the case without preconditioning, using that ∇2W (z) = 2Σ−1zzTΣ−1+(zTΣ−1z−
1)Σ−1, we can show that

vT∇2W (z)v = 2⟨z, v⟩2Σ−1 + (∥z∥2Σ−1 − 1)∥v∥2Σ−1 ≤ 3M∥v∥2Σ−1 = 3MvT∇2K(z)v. (126)

For the sake of comparison, we also report on Figure 6 the trajectories of particles for the use of K4

and KΣ
4 , as well as of the usual Wasserstein gradient descent and the preconditioned Wasserstein

gradient descent obtained with h∗(x) = 1
2x

TΣx (which is equivalent to the Mirror Descent with
ϕVµ as Bregman potential and V (x) = 1

2x
TΣ−1x). We observe almost the same trajectories as K2,

which would indicate that the target is also smooth compared to ϕVµ .

Runtime. These experiments were run on a personal Laptop with a CPU Intel Core i5-9300H.
For the interaction energy as Bregman potential, running the algorithm with Newton’s method for
n = 100 particles in dimension d = 2 for 120 epochs took about 5mn for K2 and KΣ

2 , and about 1h
for K4 and KΣ

4 .

G.3 Mirror descent on Gaussians

As the mirror descent scheme cannot be computed in closed-form for Bregman potentials which are
not potential energies, and thus are computationally costly, we propose here to restrain ourselves to
the Gaussian setting.

We choose as target distribution ν = N (0,Σ) for Σ a symmetric positive definite matrix in R10×10,
and the functional to be optimized is F(µ) =

∫
V dµ+H(µ) with V (x) = 1

2x
TΣ−1x. The initial

distribution is always chosen as µ0 = N (0, Id). In all cases, the step size is chosen as τ = 0.01,
and we run the scheme for 1500 iterations. For the target distributions, we sample 20 random
covariances of the form Σ = UDUT with D evenly spaced in log scale between 1 and 100, and
U ∈ R10×10 chosen as a uniformly random orthogonal matrix, as in [43], and we report the averaged
KL divergence over iterations in Figure 2. We add on Figure 5 the same experiments with targets
of the form N (0, D) where D is a diagonal matrix on R10×10 sampled uniformly over [0, 50]10.
We compare here the Forward-Backward (FB) scheme of [43], the ideally preconditioned Forward-
Backward scheme (PFB), which uses the closed-form (116) derived in Appendix F with Λ = Σ, and
the Mirror Descent with negative entropy Bregman potential (NEM), whose closed-form was derived
in Appendix D.3, and which we recall:

∀k ≥ 0, Σ−1
k+1 =

(
(1− τ)Σ−1

k + τΣ−1
)T

Σk
(
(1− τ)Σ−1

k + τΣ−1
)
. (127)

We also experiment with the KL divergence as Bregman potential (KLM) and the ideally precon-
ditioned KL divergence (PKLM). We observe that, even though the objective is convex relative to
the Bregman potential, this scheme does not always converge. It might be due to its gradient which
might not always be invertible. We leave further investigations for future works.
Remark 2. We note that using as Bregman potential ϕµ(T) =

∫
ψ ◦ Tdµ for ψ(x) = 1

2x
TΛ−1x is

equivalent to using a preconditioner with h∗(x) = 1
2x

TΛx.

Analysis of the convergence. It is well-known that along the Wasserstein gradient flow of the
KL divergence starting from a Gaussian and with a Gaussian target (Ornstein-Uhlenbeck process),
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Figure 7: Preconditioned GD and (vanilla) GD vs. the entropic map Tε [101] to predict the responses
of cell populations to cancer treatments on 4i and scRNAseq datasets, providing respectively 34 and
9 treatment responses. For each profiling technology and each treatment, we have a pair (µi, νi) of
source (untreated) cells and target (treated) cells. For each pair (µi, νi), with both preconditioned
GD and vanilla GD, we minimize the functional F(µ) = D(µ, νi)–with D a metric–to recover the
effect of the perturbation. In both cases, the prediction is obtained by µ̂i = minµ F(µ). We then fit
an entropic map Tε and predict Tε♯µi. We then compare the objective function values F(µ̂i) and
F(Tε♯µ̂i). A point below the diagonal y = x then refers to an experiment in which (preconditioned)
WGD provides a better estimate of the perturbed population.

the measures stay Gaussian [129]. Thus, the Forward-Backward scheme has Gaussian iterates
at each step [43, 109]. In this work, we also use a linearly preconditioned Forward-Backward
scheme, whose closed-form is derived in (116) (Appendix F). For the Bregman potential, we choose
ϕµ(T) =

∫
ψ◦T dµ for ψ(x) = 1

2x
TΣx. In this situation, G(µ) =

∫
V dµ is 1-smooth and 1-convex

relative to ϕ. Thus, we can apply Proposition 25. We refer to Appendix F for more details on the
convexity of H.

For Bregman potentials whose gradient is not affine, the distributions do not necessarily stay Gaussian
along the flows. Thus, we work on the Bures-Wasserstein space and use the Bures-Wasserstein
gradient, i.e. we project the gradient on the space of affine maps with symmetric linear term, i.e. of
the form T(x) = b+ S(x−m) with S ∈ Sd(R) [43]. We refer to [43, 73] for more details on this
submanifold. This can be seen as performing Variational Inference. We derive the closed-form of the
different schemes in Appendix D.3.

Even though these procedures do not fit exactly the theory developed in this work, we show the relative
smoothness of F relative to H along the curve µt =

(
(1− t)Id + tTk+1

)
#
µk under the hypothesis

that the covariances matrices have bounded eigenvalues. Moreover, since dF̃µ
= dϕV

µ
+ dH̃µ

≥ dH̃µ
,

F is also 1-convex relative to H.

Proposition 27. Let λ > 0, F(µ) =
∫
V dµ+H(µ) with V (x) = 1

2x
TΣ−1x where Σ ∈ S++

d (R)
and Σ ⪯ λId. Suppose that for all k ≥ 0, (1− τ)Σk+1Σ

−1
k + τΣk+1Σ

−1 ⪰ 0. Then, F is smooth
relative to H along µt =

(
(1 − t)Id + tTk+1)#µk where µk = N (0,Σk) with Σk ∈ S++

d (R),
Σk ⪯ λId.

Proof. See Appendix H.14.

G.4 Single-cell experiments

First, we provide more details on the experiment on single cells of Section 5. Then, we detail a
second experiment comparing the method with using a static map.
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Details on the metrics. We show the benefits of using the polynomial preconditioner over the
single-cell datasets for different metrics.

• The first one considered is the Sliced-Wasserstein distance [16, 102], defined as

∀µ, ν ∈ P2(Rd), SW2
2(µ, ν) =

∫
Sd−1

W2
2(P

θ
#µ, P

θ
#ν) dλ(θ), (128)

where Sd−1 = {θ ∈ Rd, ∥θ∥2 = 1}, λ denotes the uniform distribution on Sd−1 and for all
θ ∈ Sd−1, x ∈ Rd, P θ(x) = ⟨x, θ⟩. For F(µ) = 1

2SW
2
2(µ, ν), the Wasserstein gradient can be

computed as [18]

∇W2
F(µ) =

∫
Sd−1

ψ′
θ

(
P θ(x)

)
θ dλ(θ), (129)

where, for t ∈ R, ψ′
θ(t) = t− F−1

P θ
#ν

(
FP θ

#µ
(t)
)

with FP θ
#µ

the cumulative distribution function of

P θ#µ. In practice, we compute SW and its gradient using a Monte-Carlo approximation by first
drawing L uniform random directions θ1, . . . , θL.

• The second one considered is the Sinkhorn divergence [50] defined as

∀µ, ν ∈ P2(Rd), S2ε,2(µ, ν) = OTε(µ, ν)−
1

2
OTε(µ, µ)−

1

2
OTε(ν, ν), (130)

with

OTε(µ, ν) = inf
γ∈Π(µ,ν)

∫
∥x− y∥22 dγ(x, y) + εKL(γ||µ⊗ ν), (131)

the entropic regularized OT. The Wasserstein gradient of S2ε,2 is simply obtained as the potential [50].

• Finally, we also consider the energy distance, defined as

∀µ, ν ∈ P2(Rd), ED(µ, ν) = −
∫∫

∥x− y∥2 d(µ− ν)(x)d(µ− ν)(y). (132)

To compute its Wasserstein gradient, we use the sliced procedure of [60].

Parameters chosen. For all the metrics, we fixed the step size at τ = 1. To choose the parameter a
of the preconditioner h∗(x) = (∥x∥a2 + 1)1/a − 1, we ran a grid search over a ∈ {1.25, 1.5, 1.75}
for a random treatment, and used it for all the others. In particular, we used for the dataset 4i a = 1.5
for the Sinkhorn divergence and for SW, and a = 1.75 for the energy distance. For the scRNAseq
dataset, we used a = 1.25 for the Sinkhorn divergence and SW, and a = 1.5 for the energy distance.
We note that for the dataset 4i, the data lie in dimension d = 48 and d = 50 for scRNAseq. For all
the metrics, we first sampled 4096 particles from the source (untreated) dataset, and used in average
between 2000 and 3000 samples from the target dataset. For the test value, we also added 40% of
unseen cells following [21]. Note that we reported the results in Figure 3 for 3 different initializations
for each treatment, and reported these results with their mean. We report the results using a fixed
relative tolerance tol = 10−3, i.e. at the first iteration where |F(µk)− F(µk−1)|/F(µk−1) ≤ tol,
with a maximum value of iterations of 104. For the Sinkhorn divergence, we chose ε as 10−1 time
the variance of the target. Finally, for SW and the computation of the gradient of the energy distance,
we used a Monte-Carlo approximation with L = 1024 projections.

Comparison to an OT static map. We now compare the prediction of the response of cells to
a perturbation using Wasserstein gradient descent, with and without preconditioning, to the one
provided by a static estimator, the entropic map Tε [101]. This experiment motivates the use of a
dynamic procedure, iterating multiple steps to map the unperturbed population µ to the perturbed
population ν, instead of a unique static step. We use the proteomic dataset [21] as the one considered
in 3. We use the default OTT-JAX [38] of Tε. The results are shown in Figure 7.

Runtime. For this experiment, we used a GPU Tesla P100-PCIE-16GB. Depending on the conver-
gence and on the metric considered, each run took in between 30s and 10mn. So in total, it took a
few hundred of hours of computation time.
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Figure 8: (Left) Samples from a Dirichlet posterior distribution for Mirror Descent (MD) and Mirror
Langevin (MLD). (Right) Evolution of the objective averaged over 20 different initialisations.

G.5 Mirror descent on the simplex

We can also leverage the mirror map to perform sampling in constrained spaces. This has received
a lot of attention recently either through mirror Langevin methods [3, 32, 116], diffusion methods
[51, 82], mirror SVGD [113, 114] or other MCMC algorithms [52, 94].

The goal here is to sample from a Dirichlet distribution, i.e. from a distribution ν ∝ e−V where
V (x) = −∑d

i=1 ai log(xi) − ad+1 log
(
1−∑d

i=1 xi

)
. To sample from such a distribution, we

minimize the Kullback-Leibler divergence, i.e. F(µ) = KL(µ||ν) =
∫
V dµ +H(µ). To stay on

the (open) simplex ∆d = {x ∈ Rd+1, xi > 0,
∑d+1
i=1 xi < 1}, we use the mirror map ϕ(µ) =

∫
ψdµ

with ψ(x) =
∑d
i=1 xi log(xi) + (1−∑i xi) log(1−

∑
i xi) for which

∇ψ(x) =

log xi − log
(
1−

∑
j

xj
)

i

, ∇ψ∗(y) =

(
eyi

1 +
∑
j e
yj

)
i

. (133)

The scheme here is given by Tk+1 = ∇ψ∗ ◦ (∇ψ − γ∇W2
F(µk)), where ∇W2

F(µk) = ∇V +
∇ logµk, with the density of µk estimated through a Kernel Density Estimator (KDE). We plot on
Figure 8a the results obtained for d = 2, a1 = a2 = a3 = 6 and 100 samples. We also report the
results for the Mirror Langevin Dynamic (MLD) algorithm, which provide iid samples, which are
thus less ordered. We plot the evolution of the KL over iterations on Figure 8b (where the entropy is
estimated using the Kozachenko-Leonenko estimator [42]).

The KDE used here will not scale well with the dimension, however, different methods have been
recently propose to overcome this issue, such as using projection on lower dimensional subspaces
[127], or using neural networks to learn ratio density estimators [6, 49, 128].

H Proofs

H.1 Proof of Proposition 1

Let µ ∈ P2(Rd), S,T ∈ D(F̃µ), ϵ > 0. Since F is Wasserstein differentiable at S#µ, applying
Proposition 9 at S#µ with ν =

(
S + ϵ(T− S)

)
#
µ and γ =

(
S,S + ϵ(T− S)

)
#
µ ∈ Π(S#µ, ν), we
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obtain,

F̃µ
(
S + ϵ(T− S)

)
= F

(
(S + ϵ(T− S))#µ

)
= F(S#µ) +

∫
⟨∇W2

F(S#µ)(x), y − x⟩ dγ(x, y)

+ o

(√∫
∥x− y∥22 dγ(x, y)

)

= F̃µ(S) + ϵ

∫
⟨∇W2

F(S#µ)
(
S(x)

)
,T(x)− S(x)⟩ dµ(x)

+ o

(
ϵ

√∫
∥T(x)− S(x)∥22 dµ(x)

)
= F̃µ(S) + ϵ⟨∇W2

F(S#µ) ◦ S,T− S⟩L2(µ) + ϵo(∥T− S∥L2(µ)). (134)

Thus, δF̃µ(S,T− S) = ⟨∇W2F(S#µ) ◦ S,T− S⟩L2(µ). Note that in the third equality we used that
∇W2F(µ) ∈ L2(µ).

H.2 Proof of Proposition 2

Let µ, ρ ∈ P2,ac(Rd) and ν ∈ P2(Rd). Define Tµ,νϕµ
= argminT#µ=ν

dϕµ
(T, Id), Uρ,νϕρ

=

argminU#ρ=ν
dϕρ(U, Id) and let S ∈ L2(µ) such that S#µ = ρ. Then, noticing that γ =

(Tµ,νϕµ
,S)#µ ∈ Π(ν, ρ), we have

dϕµ
(Tµ,νϕµ

,S) = ϕ
(
(Tµ,νϕµ

)#µ
)
− ϕ(S#ν)−

∫
⟨∇W2

ϕ(S#µ)(y), x− y⟩ d(Tµ,νϕµ
,S)#µ(x, y)

= ϕ(ν)− ϕ(ρ)−
∫
⟨∇W2

ϕ(ρ)(y), x− y⟩ dγ(x, y)

≥ Wϕ(ν, ρ) = dϕρ(U
ρ,ν
ϕρ
, Id). (135)

In the last line, we used Proposition 15, i.e. that the optimal coupling is of the form (Uρ,νϕρ
, Id)#ρ.

H.3 Proof of Proposition 3

Let Tk+1 = argminT∈L2(µk)
τ⟨∇W2

F(µk),T−Id⟩L2(µk)+dϕµk
(T, Id). Applying the three-point

inequality (Lemma 29) with ψ(T) = τ⟨∇W2
F(µk),T− Id⟩L2(µk) which is convex, T0 = Id and

T∗ = Tk+1, we get for all T ∈ L2(µk),

τ⟨∇W2
F(µk),T− Id⟩L2(µk) + dϕµk

(T, Id)

≥ τ⟨∇W2F(µk),Tk+1 − Id⟩L2(µk) + dϕµk
(Tk+1, Id) + dϕµk

(T,Tk+1),
(136)

which is equivalent to

⟨∇W2
F(µk),Tk+1 − Id⟩L2(µk) +

1

τ
dϕµk

(Tk+1, Id)

≤ ⟨∇W2
F(µk),T− Id⟩L2(µk) +

1

τ
dϕµk

(T, Id)− 1

τ
dϕµk

(T,Tk+1).

(137)

By the β-smoothness of F̃µk
relative to ϕµk

, we also have

dF̃µk
(Tk+1, Id) = F̃µk

(Tk+1)− F̃µk
(Id)− ⟨∇W2

F(µk),Tk+1 − Id⟩L2(µk) ≤ βdϕµk
(Tk+1, Id)

⇐⇒ F̃µk
(Tk+1) ≤ F̃µk

(Id) + ⟨∇W2
F(µk),Tk+1 − Id⟩L2(µk) + βdϕµk

(Tk+1, Id). (138)

Moreover, since β ≤ 1
τ , this inequality implies (by non-negativity of dϕµk

),

F̃µk
(Tk+1) ≤ F̃µk

(Id) + ⟨∇W2
F(µk),Tk+1 − Id⟩L2(µk) +

1

τ
dϕµk

(Tk+1, Id). (139)
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Then, using the inequality (137), we obtain for all T ∈ L2(µk),

F̃µk
(Tk+1) ≤ F̃µk

(Id) + ⟨∇W2
F(µk),T− Id⟩L2(µk) +

1

τ
dϕµk

(T, Id)− 1

τ
dϕµk

(T,Tk+1).

(140)
Observing that F̃µk

(Tk+1) = F(µk+1) and F̃µk
(Id) = F(µk), we get

F(µk+1) ≤ F(µk) + ⟨∇W2F(µk),T− Id⟩L2(µk) +
1

τ
dϕµk

(T, Id)− 1

τ
dϕµk

(T,Tk+1). (141)

Finally, setting T = Id, we obtain the result:

F(µk+1) ≤ F(µk)−
1

τ
dϕµk

(Id,Tk+1). (142)

H.4 Proof of Proposition 4

Let ν ∈ P2(Rd), and T = argminT,T#µk=ν
dϕµk

(T, Id). From the relative convexity hypothesis,
we have

dF̃µk
(T, Id) ≥ αdϕµk

(T, Id)

⇐⇒ F̃µk
(T)− F̃µk

(Id)− ⟨∇W2F(µk),T− Id⟩L2(µk) ≥ αdϕµk
(T, Id)

⇐⇒ F̃µk
(T)− αdϕµk

(T, Id) ≥ F̃µk
(Id) + ⟨∇W2

F(µk),T− Id⟩L2(µk)

⇐⇒ F(ν)− αdϕµk
(T, Id) ≥ F(µk) + ⟨∇W2F(µk),T− Id⟩L2(µk).

(143)

Plugging this into (140), we get

F(µk+1) ≤ F(ν) +
1

τ

(
dϕµk

(T, Id)− dϕµk
(T,Tk+1)

)
− αdϕµk

(T, Id). (144)

Then, by definition of T, note that dϕµk
(T, Id) = Wϕ(ν, µk), and by Assumption 1, we have

dϕµk
(T,Tk+1) ≥ Wϕ(ν, µk+1), since T#µk = ν and (Tk+1)#µk = µk+1. Thus,

F(µk+1)−F(ν) ≤
(
1

τ
− α

)
Wϕ(ν, µk)−

1

τ
Wϕ(ν, µk+1). (145)

Observing that F(µk) ≤ F(µℓ) for all ℓ ≤ k (by Proposition 3 and non-negativity of dϕ for ϕ
convex) and that Wϕ(ν, µ) ≥ 0, we can apply Lemma 30 with f = F , c = F(ν) and g = Wϕ(ν, ·),
and we obtain

∀k ≥ 1, F(µk)−F(ν) ≤ α(
1
τ

1
τ −α

)k
− 1

Wϕ(ν, µ0) ≤
1
τ − α

k
Wϕ(ν, µ0). (146)

For the second result, from (145), we get for ν = µ∗ the minimizer of F , since F(µk+1)−F(µ∗) ≥ 0,

Wϕ(µ
∗, µk+1) ≤ (1− ατ)Wϕ(µ

∗, µk) ≤ (1− ατ)
k+1

Wϕ(µ
∗, µ0). (147)
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H.5 Proof of Proposition 5

Let k ≥ 0, by the definition of dϕh∗
µk

and the hypothesis dϕh∗
µk

(
∇W2F(µk+1)◦Tk+1,∇W2F(µk)

)
≤

βdF̃µk
(Id,Tk+1) , we have

ϕh
∗

µk+1

(
∇W2F(µk+1)

)
= ϕh

∗

µk

(
∇W2F(µk)

)
+ ⟨∇h∗ ◦ ∇W2

F(µk),∇W2
F(µk+1) ◦ Tk+1 −∇W2

F(µk)⟩L2(µk)

+ dϕh∗
µk

(
∇W2

F((Tk+1)#µk) ◦ Tk+1,∇W2
F(µk)

)
≤ ϕh

∗

µk

(
∇W2

F(µk)
)

+ ⟨∇h∗ ◦ ∇W2
F(µk),∇W2

F(µk+1) ◦ Tk+1 −∇W2
F(µk)⟩L2(µk)

+ βdF̃µk
(Id,Tk+1)

≤ ϕh
∗

µk

(
∇W2

F(µk)
)

+ ⟨∇h∗ ◦ ∇W2F(µk),∇W2F(µk+1) ◦ Tk+1 −∇W2F(µk)⟩L2(µk)

+
1

τ
dF̃µk

(Id,Tk+1), (148)

where we used in the last line that τ ≤ 1
β and the non-negativity of the Bregman divergence since F

is convex along t 7→
(
(1− t)Tk+1 + tId

)
#
µk and thus by Proposition 13, dF̃µk

(Id,Tk+1) ≥ 0.

Let T ∈ L2(µk). Then, using the three-point identity (Lemma 28) (with S = Id, U = T and
T = Tk+1), and remembering that Tk+1 = Id− τ∇h∗ ◦ ∇W2

F(µk), we get

dF̃µk
(Id,Tk+1) = dF̃µk

(Id,T)− dF̃µk
(Tk+1,T)

− ⟨∇W2
F
(
(Tk+1)#µk

)
◦ Tk+1, Id− Tk+1⟩L2(µk)

+ ⟨∇W2
F(T#µk) ◦ T, Id− Tk+1⟩L2(µk)

= dF̃µk
(Id,T)− dF̃µk

(Tk+1,T)

+ ⟨∇W2F(T#µk) ◦ T−∇W2F(µk+1) ◦ Tk+1, Id− Tk+1⟩L2(µk)

= dF̃µk
(Id,T)− dF̃µk

(Tk+1,T)

+ τ⟨∇W2F(T#µk) ◦ T−∇W2F(µk+1) ◦ Tk+1,∇h∗ ◦ ∇W2F(µk)⟩L2(µk).
(149)

This is equivalent to

⟨∇h∗◦∇W2
F(µk),∇W2

F(µk+1) ◦ Tk+1 −∇W2
F(µk)⟩L2(µk) +

1

τ
dF̃µk

(Id,Tk+1)

=
1

τ
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)

+ ⟨∇W2
F(T#µk) ◦ T−∇W2

F(µk),∇h∗ ◦ ∇W2
F(µk)⟩L2(µk). (150)

Then, using the definition of dϕh∗
µk

(
∇W2F(T#µk) ◦ T,∇W2F(µk)

)
, we obtain

⟨∇h∗ ◦ ∇W2
F(µk),∇W2

F(µk+1) ◦ Tk+1 −∇W2
F(µk)⟩L2(µk) +

1

τ
dF̃µk

(Id,Tk+1)

=
1

τ
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)

− dϕh∗
µk

(
∇W2

F(T#µk) ◦ T,∇W2
F(µk)

)
+ ϕh

∗

µk

(
∇W2

F(T#µk) ◦ T
)
− ϕh

∗

µk

(
∇W2

F(µk)
)
.

(151)

Plugging this into (148), we get

ϕh
∗

µk+1

(
∇W2

F(µk+1)
)
≤ ϕh

∗

µk

(
∇W2

F(T#µk) ◦ T
)
+

1

τ
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)

− dϕh∗
µk

(
∇W2F(T#µk) ◦ T,∇W2F(µk)

)
. (152)
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For T = Id, we get

ϕh
∗

µk+1

(
∇W2

F(µk+1)
)
≤ ϕh

∗

µk

(
∇W2

F(µk)
)
− 1

τ
dF̃µk

(Tk+1, Id). (153)

H.6 Proof of Proposition 6

Let µ∗ ∈ P2(Rd) be the minimizer of F , k ≥ 0 and T = argminT∈L2(µk),T#µk=µ∗ dF̃µk
(Id,T).

First, observe that since µ∗ is the minimizer of F , then ∇W2
F(µ∗) = 0 (see e.g. [74, Theorem

3.1]), and thus ϕh
∗

µk
(0) = h∗(0). Moreover, it induces that dF̃µk

(Id,T) = F(µk) − F(µ∗) and
dF̃µk

(Tk+1,T) = F(µk+1)−F(µ∗).

Therefore, using (152) and the hypothesis αdF̃µk
(Id,T) ≤ dϕh∗

µk

(
0,∇W2

F(µk)
)
, we get

ϕh
∗

µk+1

(
∇W2

F(µk+1)
)
− h∗(0) ≤ 1

τ
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)− dϕh∗
µk

(
0,∇W2

F(µk)
)

≤ 1

τ
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)− αdF̃µk
(Id,T)

=

(
1

τ
− α

)
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)

=

(
1

τ
− α

)(
F(µk)−F(µ∗)

)
− 1

τ

(
F(µk+1)−F(µ∗)

)
.

(154)

Then, applying Lemma 30 with f = ϕh
∗

· ◦ ∇W2
F (which satisfies ϕh

∗

µk+1

(
∇W2

F(µk+1)
)

≤
ϕh

∗

µk

(
∇W2

F(µk)
)

by Proposition 5), c = h∗(0) and g = F(·)−F(µ∗) ≥ 0, we get

ϕh
∗

µk

(
∇W2

F(µk)
)
−h∗(0) ≤ α(

1
τ

1
τ −α

)k
− 1

(
F(µ0)−F(µ∗)

)
≤

1
τ − α

k

(
F(µ0)−F(µ∗)

)
. (155)

Concerning the convergence of F(µk), if α > 0 and h∗ attains its minimum in 0, then necessarily
ϕh

∗

µ (T) ≥ h∗(0) for all µ ∈ P2(Rd) and T ∈ L2(µ). Thus, using (152), we get

0 ≤ ϕh
∗

µk+1

(
∇W2F(µk+1)

)
− h∗(0) ≤ 1

τ
dF̃µk

(Id,T)− 1

τ
dF̃µk

(Tk+1,T)− dϕh∗
µk

(
0,∇W2F(µk)

)
≤ 1

τ

(
F(µk)−F(µ∗)

)
− 1

τ

(
F(µk+1)−F(µ∗)

)
− αdF̃µk

(Id,T)

=

(
1

τ
− α

)(
F(µk)−F(µ∗)

)
− 1

τ

(
F(µk+1)−F(µ∗)

)
.

(156)

Thus, for all k ≥ 0,

F(µk+1)−F(µ∗) = (1− τα)
(
F(µk)−F(µ∗)

)
≤ (1− τα)

k+1 (F(µ0)−F(µ∗)
)
.

(157)

H.7 Proof of Proposition 7

Let µ ∈ P2(Rd). Since F̃∗
µ is Gâteaux differentiable, we can define its Bregman divergence.

For the first point, ϕh
∗

is β-smooth relative to F∗
µ along t 7→

(
(1− t)∇W2F(µ) + t∇W2F(T#µ) ◦

T
)
#
µ. Thus, by applying Definition 3 for s = 1 and t = 0, we have

dϕh∗
µ

(
∇W2

F(T#µ) ◦ T,∇W2
F(µ)

)
≤ βdF̃∗

µ

(
∇W2

F(T#µ) ◦ T,∇W2
F(µ)

)
. (158)
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Using Lemma 19, we finally obtain

dϕh∗
µ

(
∇W2

F(T#µ) ◦ T,∇W2
F(µk)

)
≤ βdF̃∗

µ

(
∇W2

F(T#µ) ◦ T,∇W2
F(µ)

)
= βdF̃µ

(
Id,T),

(159)

which is the desired inequality.

The second point follows similarly.

H.8 Proof of Lemma 11

Let us define G̃µ : L2(µ)× Rd → Rd as for all T ∈ L2(µ), x ∈ Rd,

G̃µ(T, x) = ∇W2
F(T#µ)(x) =


∂
∂x1

δF
δµ (T#µ)(x)

...
∂
∂xd

δF
δµ (T#µ)(x)

 =

G̃
1
µ(T, x)

...
G̃dµ(T, x)

 , (160)

with for all i, G̃iµ : L2(µ) × Rd → R, G̃iµ(T, x) =
∂
∂xi

δF
δµ (T#µ)(x). Using the chain rule, for all

x ∈ Rd,

dG̃iµ
ds

(
Ts,Ts(x)

)
=

〈
∇1G̃

i
µ

(
Ts,Ts(x)

)
,
dTs
ds

〉
L2(µ)

+

〈
∇2G̃

i
µ

(
Ts,Ts(x)

)
,
dTs
ds

(x)

〉
.

(161)
On one hand, we have ∇2G̃

i
µ

(
Ts,Ts(x)

)
= ∇ ∂

∂xi

δF
δµ

(
(Ts)#µ

)(
Ts(x)

)
. On the other hand, let

us compute ∇1G̃
i
µ(T, x). First, we define the shorthands g̃x,iµ (T) = G̃iµ(T, x) =

∂
∂xi

δF
δµ (T#µ)(x)

and gx,i(ν) = ∂
∂xi

δF
δµ (ν)(x). Since g̃x,iµ (T) = gx,i(T#µ), applying Proposition 1, we know that

∇1G̃µ(T, x) = ∇g̃x,iµ (T) = ∇W2
gx,i(T#µ) ◦ T.

Now, let us compute ∇W2
gx,i(ν) = ∇ δgx,i

δµ (ν). Let χ be such that
∫
dχ = 0, then using the

hypothesis that δ
δµ∇ δF

δµ = ∇ δ2F
δµ2 and the definition of gx,i,∫

δgx,i

δµ
(ν) dχ =

∫
∂

∂xi

δ2F
δµ2

(ν)(x, y) dχ(y). (162)

Thus, ∇W2
gx,i(ν) = ∇y

∂
∂xi

δ2F
δµ2 (ν)(x, y).

Putting everything together, we obtain

dG̃iµ
ds

(
Ts,Ts(x)

)
=

〈
∇y

∂

∂xi

δ2F
δµ2

(
(Ts)#µ

)(
Ts(x),Ts(·)

)
,
dTs
ds

〉
L2(µ)

+

〈
∇ ∂

∂xi

δF
δµ

(
(Ts)#µ

)(
Ts(x)

)
,
dTs
ds

(x)

〉
=

∫ 〈
∇y

∂

∂xi

δ2F
δµ2

(
(Ts)#µ

)(
Ts(x),Ts(y)

)
,
dTs
ds

(y)

〉
dµ(y)

+

〈
∇ ∂

∂xi

δF
δµ

(
(Ts)#µ

)(
Ts(x)

)
,
dTs
ds

(x)

〉
,

(163)

and thus

d

ds
G̃µ
(
Ts,Ts(x)

)
=

∫
∇y∇x

δ2F
δµ2

(
(Ts)#µ

)(
Ts(x),Ts(y)

)dTs
ds

(y) dµ(y)

+∇2 δF
δµ

(
(Ts)#µ

)(
Ts(x)

)dTs
ds

(x). (164)
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H.9 Proof of Proposition 12

First, recall that by using the chain rule and Proposition 1, d
dtF(µt) = ⟨∇W2

F(µt) ◦ Tt, dTt

dt ⟩L2(µ).
Thus, since d2Tt

dt2 = 0,

d2

dt2
F(µt) =

d

dt

〈
∇W2

F(µt) ◦ Tt,
dTt
dt

〉
L2(µ)

=

〈
d

dt
(∇W2F(µt) ◦ Tt) ,

dTt
dt

〉
L2(µ)

.

(165)

By Lemma 11,

d2

dt2
F(µt) =

∫∫ 〈
∇y∇x

δ2F
δµ2

(
(Tt)#µ

)(
Tt(x),Tt(y)

)dTt
dt

(y),
dTt
dt

(x)

〉
dµ(y)dµ(x)

+

∫ 〈
∇2 δF

δµ

(
(Tt)#µ

)(
Tt(x)

)dTt
dt

(x),
dTt
dt

(x)

〉
dµ(x)

=

∫∫ 〈
∇y∇x

δ2F
δµ2

(
(Tt)#µ

)(
Tt(x),Tt(y)

)
v(y), v(x)

〉
dµ(y)dµ(x)

+

∫ 〈
∇2 δF

δµ

(
(Tt)#µ

)(
Tt(x)

)
v(x), v(x)

〉
dµ(x)

=

∫ 〈∫
∇y∇x

δ2F
δµ2

(
(Tt)#µ

)(
Tt(x),Tt(y)

)
v(y) dµ(y)

+∇2 δF
δµ

(
(Tt)#µ

)(
Tt(x)

)
v(x), v(x)

〉
dµ(x).

(166)

H.10 Proof of Proposition 13

1. (c1) =⇒ (c2). Let t > 0, t1, t2 ∈ [0, 1],

F(µ̃t1→t2
t ) ≤ (1− t)F

(
(Tt1)#µ

)
+ tF

(
(Tt2)#µ

)
⇐⇒ F

(
µ̃t1→t2
t

)
−F

(
(Tt1)#µ

)
t

≤ F
(
(Tt2)#µ

)
−F

(
(Tt1)#µ

)
. (167)

Passing to the limit t→ 0 and using Proposition 1, we get ⟨∇W2F
(
(Tt1)#µ

)
◦ Tt1 ,Tt2 −

Tt1⟩L2(µ) ≤ F
(
(Tt2)#µ

)
−F

(
(Tt1)#µ

)
.

2. (c2) =⇒ (c3). Let t1, t2 ∈ [0, 1], then by hypothesis,{⟨∇W2
F
(
(Tt1)#µ

)
◦ Tt1 ,Tt2 − Tt1⟩L2(µ) ≤ F

(
(Tt2)#µ

)
−F

(
(Tt1)#µ

)
⟨∇W2

F
(
(Tt2)#µ

)
◦ Tt2 ,Tt1 − Tt2⟩L2(µ) ≤ F

(
(Tt1)#µ

)
−F

(
(Tt2)#µ

)
.

(168)

Summing the two inequalities, we get

⟨∇W2
F
(
(Tt2)#µ

)
◦ Tt2 −∇W2

F
(
(Tt1)#µ

)
◦ Tt1 ,Tt2 − Tt1⟩L2(µ) ≥ 0. (169)

3. (c3) =⇒ (c4). Let t1, t2 ∈ [0, 1]. First, we have,∫ 1

0

d2

dt2
F(µ̃t1→t2

t ) dt =
d

dt
F(µ̃t1→t2

t )
∣∣∣
t=1

− d

dt
F(µ̃t1→t2

t )
∣∣∣
t=0

= ⟨∇W2F
(
(Tt2)#µ

)
◦ Tt2 −∇W2F

(
(Tt1)#µ

)
◦ Tt1 ,

Tt2 − Tt1⟩L2(µ)

≥ 0.

(170)

Let ϵ ∈ (0, 1) and define t 7→ νϵt = µ̃t1→1
ϵt the interpolation curve between (Tt1)#µ

and
(
Tt1 + ϵ(T − Tt1)

)
#
µ. Then, noting that Tt1 + ϵ(T − Tt1) = Tt1+ϵ(1−t1), so
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νϵt = µ̃t1→1
ϵt = µ̃

t1→t1+ϵ(1−t1)
t and we have that∫ 1

0

d2

dt2
F(νϵt ) dt ≥ 0. (171)

Moreover, by continuity, d2

dt2F(νϵt ) −−−→
ϵ→0

d2

dt2F
(
(Tt1)#µ

)
= d2

dt2F(µt1). Then, since

t 7→ d2

dt2F(νϵt ) is continuous on [0, 1], it is bounded, and we can apply the dominated
convergence theorem. This implies that for all t1 ∈ [0, 1],

Hessµt1
F =

d2

dt2
F(µt)

∣∣∣
t=t1

= lim
ϵ→0

∫ 1

0

d2

dt2
F(νϵt ) dt ≥ 0. (172)

4. (c4) =⇒ (c1). Let t1, t2 ∈ [0, 1] and φ(t) = F(µ̃t1→t2
t ) for all t ∈ [0, 1]. From [125,

Equation 16.5],

∀t ∈ [0, 1], φ(t) = (1− t)φ(0) + tφ(1)−
∫ 1

0

d2

dt2
φ(s)G(s, t) ds, (173)

where G is the Green function defined as G(s, t) = s(1− t)1{s≤t} + t(1− s)1{t≤s} ≥ 0

[125, Equation 16.6]. Then, d2

dt2F(µt) ≥ 0 implies that
∫ 1

0
d2

dt2φ(s)G(s, t) ds ≥ 0, and thus

φ(t) = F(µ̃t1→t2
t ) ≤ (1− t)φ(0)+ tφ(1) = (1− t)F

(
(Tt1)#µ

)
+ tF

(
(Tt2)#µ

)
. (174)

H.11 Proof of Proposition 24

Let J(T) = dϕµk
(T, Id) + τ

(
∇W2G(µk),T − Id⟩L2(µk) +H(T#µk)

)
. Taking the first variation,

we get

∇J(T̃k+1) = ∇ϕµk
(T̃k+1)−∇ϕµk

(Id) + τ
(
∇W2

G(µk) +∇W2
H
(
(T̃k+1)#µk

)
◦ T̃k+1

)
= ∇ϕµk

(T̃k+1) + τ∇W2
H
(
(T̃k+1)#µk

)
◦ T̃k+1 −

(
∇ϕµk

(Id)− τ∇W2
G(µk)

)
= ∇ϕµk

(T̃k+1) + τ∇W2
H
(
(T̃k+1)#µk

)
◦ T̃k+1 −∇ϕµk

(Sk+1). (175)

Thus,
∇J(T̃k+1) = 0 ⇐⇒ T̃k+1 ∈ argmin

T∈L2(µk)

dϕµk
(T,Sk+1) + τH(T#µk). (176)

Now, we aim at showing that T̃k+1 = Tk+1 ◦ Sk+1 or

min
T∈L2(µk)

dϕµk
(T,Sk+1) + τH(T#µk) = min

T∈L2(νk+1)
dϕνk+1

(T, Id) + τH(T#νk+1). (177)

First, by the change of variable formula, since ϕµ is pushforward compatible, observe that for
T ∈ L2(νk+1), dϕνk+1

(T, Id) + τH(T#νk+1) = dϕµk
(T ◦ Sk+1,Sk+1) + τH

(
(T ◦ Sk+1)#µk

)
.

Since {T ◦ Sk+1 | T ∈ L2(νk+1)} ⊂ L2(µk), we have

min
T∈L2(νk+1)

dϕνk+1
(T, Id) + τH(T#νk+1) ≥ min

T∈L2(µk)
dϕµk

(T,Sk+1) + τH(T#µk). (178)

By assumption, νk+1 ∈ P2,ac(Rd). Thus, applying Proposition 15, there exists T
νk+1,µk+1

ϕνk+1
such

that (Tνk+1,µk+1

ϕνk+1
)#νk+1 = µk+1 and T

νk+1,µk+1

ϕνk+1
= argminT,T#νk+1=µk+1

dϕνk+1
(T, Id), and thus

dϕνk+1
(T

νk+1,µk+1

ϕνk+1
, Id) = Wϕ(µk+1, νk+1).

By contradiction, we suppose that

min
T∈L2(νk+1)

dϕνk+1
(T, Id) + τH(T#νk+1) > dϕµk

(T̃k+1,Sk+1) + τH
(
(T̃k+1)#µk

)
. (179)

On one hand, we have (T
νk+1,µk+1

ϕνk+1
◦ Sk+1)#µk = (T

νk+1,µk+1

ϕνk+1
)#νk+1 = µk+1, and there-

fore H
(
(T

νk+1,µk+1

ϕνk+1
◦ Sk+1)#µk

)
= H(µk+1) = H

(
(T̃k+1)#µk

)
. On the other hand,

(T̃k+1,Sk+1)#µk ∈ Π(µk+1, νk+1), and thus

dϕµk
(T̃k+1,Sk+1) ≥ Wϕ(µk+1, νk+1) = dϕνk+1

(T
νk+1,µk+1

ϕνk+1
, Id). (180)
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Thus,
min

T∈L2(νk+1)
dϕνk+1

(T, Id) + τH(T#νk+1) > dϕµk
(T̃k+1,Sk+1) + τH

(
(T̃k+1)#µk

)
(181)

≥ dϕνk+1
(T

νk+1,µk+1

ϕνk+1
, Id) + τH

(
(T

νk+1,µk+1

ϕνk+1
)#νk+1

)
.

But Tνk+1,µk+1

ϕνk+1
∈ L2(νk+1), so this is a contradiction. So, we can conclude that the two schemes are

equivalent, and moreover, T̃k+1 = T
νk+1,µk+1

ϕνk+1
◦ Sk+1.

H.12 Proof of Proposition 25

Let ψ(T) = τ
(
⟨∇W2G(µk),T − Id⟩L2(µk) + H(T#µk)

)
. Since H̃µk

is convex on L2(µk), ψ is
convex, and we can apply the three-point inequality (Lemma 29) and for all T ∈ L2(µk),

τ
(
H(T#µk) + ⟨∇W2

G(µk),T− Id⟩L2(µk)

)
+ dϕµk

(T, Id)

≥ τ
(
H(µk+1) + ⟨∇W2

G(µk), T̃k+1 − Id⟩L2(µk)

)
+ dϕµk

(T̃k+1, Id) + dϕµk
(T, T̃k+1), (182)

which is equivalent to

H(µk+1) + ⟨∇W2
G(µk), T̃k+1 − Id⟩L2(µk) +

1

τ
dϕµ

(T̃k+1, Id)

≤ H(T#µk) + ⟨∇W2
G(µk),T− Id⟩L2(µk) +

1

τ
dϕµk

(T, Id)− 1

τ
dϕµk

(T, T̃k+1). (183)

Since G̃µk
is β-smooth relatively to ϕµk

along t 7→
(
(1− t)Id + tT̃k+1

)
#
µk, and τ ≤ 1

β , we also
have

G(µk+1) ≤ G(µk) + ⟨∇W2G(µk), T̃k+1 − Id⟩L2(µk) + βdϕµk
(T̃k+1, Id)

≤ G(µk) + ⟨∇W2
G(µk), T̃k+1 − Id⟩L2(µk) +

1

τ
dϕµk

(T̃k+1, Id).
(184)

Thus, applying first the smoothness of G and then the three-point inequality, we get for all T ∈
L2(µk),

H(µk+1) + G(µk+1) ≤ H(µk+1) + G(µk) + ⟨∇W2
G(µk), T̃k+1 − Id⟩L2(µk) +

1

τ
dϕµk

(T̃k+1, Id)

≤ H(T#µk) + G(µk) + ⟨∇W2
G(µk),T− Id⟩L2(µk) +

1

τ
dϕµk

(T, Id)

− 1

τ
dϕµk

(T, T̃k+1). (185)

Now, let ν ∈ P2(Rd) and Tµk,ν
ϕµk

= argminT,T#µk=ν
dϕµk

(T, Id), and suppose that G̃µk
is α-convex

relative to ϕµk
along t 7→

(
(1− t)Id + tTµk,ν

ϕµk

)
#
µk. Thus,

dG̃µk
(Tµk,ν

ϕµk
, Id) ≥ αdϕµk

(Tµk,ν
ϕµk

, Id)

⇐⇒ G(ν)− αdϕµk
(Tµk,ν

ϕµk
, Id) ≥ G(µk) + ⟨∇W2G(µk),Tµk,ν

ϕµk
− Id⟩L2(µk). (186)

Plugging this into (185), we get

F(µk+1) ≤ H(ν)+G(ν)−αdϕµk
(Tµk,ν

ϕµk
, Id)+

1

τ
dϕµk

(Tµk,ν
ϕµk

, Id)− 1

τ
dϕµk

(Tµk,ν
ϕµk

, T̃k+1). (187)

Now, note that dϕµk
(Tµk,ν

ϕµk
, Id) = Wϕ(ν, µk) and by Assumption 1, dϕµk

(Tµk,ν
ϕµk

, T̃k+1) ≥
Wϕ(ν, µk+1). Thus,

F(µk+1)−F(ν) ≤
(
1

τ
− α

)
Wϕ(ν, µk)−

1

τ
Wϕ(ν, µk+1). (188)

Using T = Id in (185), we observe that F(µk) ≤ F(µℓ) for all ℓ ≤ k. Moreover, Wϕ(ν, µk) ≥ 0.
Thus, applying Lemma 30 with f = F , c = F(ν) and g = Wϕ(ν, ·), we obtain

∀k ≥ 1, F(µk)−F(ν) ≤ α(
1
τ

1
τ −α

)k
− 1

Wϕ(ν, µ0) ≤
1
τ − α

k
Wϕ(ν, µ0). (189)
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H.13 Proof of Lemma 26

First, ∇V ∗ is bijective. Thus, we only need to show that h = ∇V − τ∇U is injective. Take
u = V − τU .

Since U is β-smooth relative to V , we have for all x, y,

U(x) ≤ U(y) + ⟨∇U(y), x− y⟩+ βdV (x, y), (190)

which is equivalent to

−U(y) ≤ −U(x) + ⟨∇U(y), x− y⟩+ βdV (x, y). (191)

Moreover, by definition of dV ,

V (y) = V (x)− ⟨∇V (y), x− y⟩ − dV (x, y). (192)

Summing the two inequalities, we get

V (y)− τU(y) ≤ V (x)− ⟨∇V (y), x− y⟩ − dV (x, y)− τU(x) + τ⟨∇U(y), x− y⟩
+ τβdV (x, y)

= V (x)− τU(x)− ⟨∇V (y)− τ∇U(y), x− y⟩ − (1− τβ)dV (x, y).

(193)

This is equivalent to

u(y) ≤ u(x)− ⟨∇u(y), x− y⟩ − (1− τβ)dV (x, y), (194)

and thus with u being (1− τβ)-convex relative to V (for τβ ≤ 1). For τβ < 1, it is equivalent to
u − (1 − τβ)V convex, i.e. ⟨∇u(x) −∇u(y), x − y⟩ ≥ (1 − τβ)⟨∇V (x) −∇V (y), x − y⟩ ≥ 0.
Since V is strictly convex, ∇u is injective.

Moreover, |det∇T| = |det
(
∇2V ∗ ◦ (∇V − τ∇U)

)
det∇2u| > 0 because on one hand u is

(1 − βτ)-convex relative to V which is strictly convex, and on the other hand, V ∗ is also strictly
convex.

To conclude, applying [5, Lemma 5.5.3], T#µ is absolutely continuous with respect to the Lebesgue
measure.

H.14 Proof of Proposition 27

On one hand, H is 1-smooth relative to H, thus we only need to show that µ 7→
∫
V dµ is smooth

relative to H. Using Proposition 13, we need to show that

d2

dt2
V(µt) =

1

2

∫
(Tk+1 − Id)T∇2V (Tk+1 − Id) dµk ≤ β

d2

dt2
H(µt). (195)

Recall from (61) that Tk+1(x) =
(
(1−τ)Σk+1Σ

−1
k +τΣk+1Σ

−1
)
x+cst, thus ∇Tk+1 is a constant.

Using the computations of [43, Appendix B.2],

d2

dt2
H(µt) = ⟨[∇Tt]

−2,∇Tk+1 − Id⟩. (196)

Assuming (1− τ)Σk+1Σ
−1
k + τΣk+1Σ

−1 ⪰ 0, Tk+1 is the gradient of a convex function and µt is
a Wasserstein geodesic. Thus, by [43],

d2

dt2
H(µt) ≥

1

∥Σµt∥op
∥Tk+1 − Id∥2L2(µk)

. (197)

Moreover, by [33, Lemma 10], µ 7→ ∥Σµ∥op is convex along generalized geodesics, and thus
Σµt

⪯ λId and ∥Σµt
∥op ≤ λ [43]. Hence, noting σmax(M) the largest eigenvalue of some matrix

M ,

d2

dt2
H(µt) ≥

1

λ
∥Tk+1 − Id∥2L2(µk)

≥ 1

λσmax(∇2V )

∫
(Tk+1 − Id)T∇2V (Tk+1 − Id)dµk

=
2

λσmax(∇2V )

d2

dt2
V(µt). (198)
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From this inequality, we deduce that

λσmax(∇2V )

2
dH̃µk

(Tk+1, Id) =
λσmax(∇2V )

2

(
H(µk+1)−H(µk)

− ⟨∇W2H(µk),Tk+1 − Id⟩L2(µk)

)
=
λσmax(∇2V )

2

∫
(1− t)

d2

dt2
H(µt) dt

≥
∫

d2

dt2
V(µt)(1− t) dt

= dṼµk
(Tk+1, Id).

(199)

So,
dF̃µk

(Tk+1, Id) = dṼµk
(Tk+1, Id) + dH̃µk

(Tk+1, Id)

≤
(
1 +

λσmax(∇2V )

2

)
dH̃µk

(Tk+1, Id).
(200)

I Additional results

I.1 Three-point identity and inequality

In this Section, we derive results which are useful to show the convergence of mirror descent or
preconditioned schemes. Namely, we first derive the three-point identity which we use to show the
convergence of the preconditioned scheme in Proposition 5 as well as the three-point inequality,
which we use for the convergence of the mirror descent scheme in Proposition 3.
Lemma 28 (Three-Point Identity). Let ϕ : L2(µ) → R be Gâteaux differentiable. For all S,T,U ∈
L2(µ), we have

dϕ(S,U) = dϕ(S,T) + dϕ(T,U) + ⟨∇ϕ(T),S− T⟩L2(µ) − ⟨∇ϕ(U),S− T⟩L2(µ). (201)

Proof. Let S,T,U ∈ L2(µ), then using the linearity of the Gâteaux differential,

dϕ(S,U)− dϕ(S,T)− dϕ(T,U) = ϕ(S)− ϕ(U)− ⟨∇ϕ(U),S−U⟩L2(µ)

− ϕ(S) + ϕ(T) + ⟨∇ϕ(T),S− T⟩L2(µ)

− ϕ(T) + ϕ(U) + ⟨∇ϕ(U),T−U⟩L2(µ)

= −⟨∇ϕ(U),S−U⟩L2(µ) + ⟨∇ϕ(T),S− T⟩L2(µ)

+ ⟨∇ϕ(U),T−U⟩L2(µ)

= ⟨∇ϕ(T),S− T⟩L2(µ) − ⟨∇ϕ(U),S− T⟩L2(µ).

(202)

Lemma 29 (Three-Point Inequality). Let µ ∈ P2(Rd), T0 ∈ L2(µ) and ϕµ : L2(µ) → R convex,
and Gâteaux differentiable. Let ψ : L2(µ) → R be convex, proper and lower semicontinuous.
Assume there exists T∗ = argminT∈L2(µ) dϕµ(T,T0) + ψ(T). Then, for all T ∈ L2(µ),

ψ(T) + dϕµ
(T,T0) ≥ ψ(T∗) + dϕµ

(T∗,T0) + dϕµ
(T,T∗). (203)

Proof. Denote J(T) = dϕµ
(T,T0) + ψ(T). Let T∗ = argminT∈L2(µ) J(T), hence 0 ∈ ∂J(T∗).

Since ϕ and ψ are proper, convex and lower semicontinuous, and T 7→ dϕµ
(T,T0) is continuous

(since ϕµ is continuous), thus by [99, Theorem 3.30], ∂J(T∗) = ∂ψ(T∗) + ∂dϕµ
(·,T0)(T

∗).

Moreover, since ϕµ is differentiable, ∂dϕµ(·,T0)(T
∗) = {∇Tdϕµ(T

∗,T0)} = {∇ϕµ(T∗) −
∇ϕµ(T0)}, and thus ∇ϕµ(T0)−∇ϕµ(T∗) ∈ ∂ψ(T∗)

Finally, by definition of subgradients and by applying Lemma 28, we get for all T ∈ L2(µ),

ψ(T) ≥ ψ(T∗)−
(
⟨∇ϕµ(T∗),T− T∗⟩L2(µ) − ⟨∇ϕµ(T0),T− T∗⟩L2(µ)

)
= ψ(T∗)− dϕµ

(T,T0) + dϕµ
(T,T∗) + dϕµ

(T∗,T0).
(204)
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Remark 3. Actually we can restrict ψ to be convex along
(
(1 − t)T∗ + tT

)
#
µ. In that case,

dψ(T,T
∗) = ψ(T)− ψ(T∗)− ⟨φ,T− T∗⟩L2(µ) ≥ 0 for φ ∈ ∂ψ(T∗) (by Proposition 13) and we

still have ∂ψ(T∗) + ∂dϕµ(·,T0)(T
∗) ⊂ ∂J(T∗) (see [99, Theorem 3.30]) so that we can conclude.

I.2 Convergence lemma

We first provide a Lemma which follows from [88, Theorem 3.1], and which is useful for the proofs
of Propositions 4, 6 and 25.

Lemma 30. Let f : X → R, g : X → R+ and (xk)k∈N a sequence in X such that for all
k ≥ 1, f(xk) ≤ f(xk−1). Assume that there exists β > α ≥ 0, c ∈ R such that for all k ≥ 0,
f(xk+1)− c ≤ (β − α)g(xk)− βg(xk+1), then

∀k ≥ 1, f(xk)− c ≤ α(
β

β−α

)k
− 1

g(x0) ≤
β − α

k
g(x0). (205)

Proof. First, observe the f(xk) ≤ f(xℓ) for all ℓ ≤ k. Thus, for all k ≥ 1,

k∑
ℓ=1

(
β

β − α

)ℓ
·
(
f(xk)− c

)
≤

k∑
ℓ=1

(
β

β − α

)ℓ (
f(xℓ)− c)

)
≤

k∑
ℓ=1

(
β

β − α

)ℓ (
(β − α)g(xℓ−1)− βg(xℓ)

)
= β

k−1∑
ℓ=0

(
β

β − α

)ℓ
g(xℓ)− β

k∑
ℓ=1

(
β

β − α

)ℓ
g(xℓ)

= βg(x0)− β

(
β

β − α

)k
g(xk)

≤ βg(x0) since g ≥ 0.

(206)

Now, note that β∑k
ℓ=1(

β
β−α )

ℓ = α

( β
β−α )

k−1
= α

(1+ α
β−α )

k−1
≤ β−α

k since
(
1 + α

β−α

)k
≥ 1 + k α

β−α

(by convexity on R+ of x 7→ (1 + x)k). Thus,

f(xk)− c ≤ β∑k
ℓ=1

(
β

β−α

)ℓ g(x0) = α(
β

β−α

)k
− 1

g(x0) ≤
β − α

k
g(x0). (207)

I.3 Some properties of Bregman divergences

We provide in this Section additional results on the Bregman divergences introduced in Section 3.
First, we focus on ϕµ(T) =

∫
V ◦ T dµ. The following Lemma is akin to [80, Proposition 4] which

shows it only for OT maps.

Lemma 31. Let V : Rd → R convex and ϕµ(T) =
∫
V ◦ T dµ. Then,

∀T,S ∈ L2(µ), dϕµ(T,S) =

∫
dV
(
T(x),S(x)

)
dµ(x). (208)

Proof. Let T,S ∈ L2(µ), then remembering that ∇W2
V(µ) = ∇V , we have

dϕµ
(T,S) = ϕµ(T)− ϕµ(S)− ⟨∇V ◦ S,T− S⟩L2(µ)

=

∫
V ◦ T− V ◦ S− ⟨∇V ◦ S,T− S⟩ dµ (209)

=

∫
dV
(
T(x),S(x)

)
dµ(x).
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Next, we focus on ϕµ(T) = 1
2

∫∫
W
(
T(x) − T(x′)

)
dµ(x)dµ(x′), and we generalize the result

from [80, Proposition 4].

Lemma 32. Let W : Rd → R even (W (x) = W (−x)), convex and differentiable. Let ϕµ(T) =
1
2

∫∫
W
(
T(x)− T(x′)

)
dµ(x)dµ(x′). Then,

∀T,S ∈ L2(µ), dϕµ
(T,S) =

1

2

∫∫
dW
(
T(x)− T(x′),S(x)− S(x′)

)
dµ(x)dµ(x′). (210)

Proof. Let T,S ∈ L2(µ), remember that ∇W2
W(µ) = ∇W ⋆ µ, and thus ∇W2

W(S#µ) ◦ S =
(∇W ⋆ S#µ) ◦ S. Thus,

dϕµ
(T,S) = ϕµ(T)− ϕµ(S)− ⟨(∇W ⋆ S#µ) ◦ S,T− S⟩L2(µ)

=
1

2

∫∫
W
(
T(x)− T(x′)

)
dµ(x)dµ(x′)− 1

2

∫∫
W
(
S(x)− S(x′)

)
dµ(x)dµ(x′)

−
∫
⟨(∇W ⋆ S#µ)(S(x)),T(x)− S(x)⟩ dµ(x). (211)

Then, note that ∇W (−x) = −∇W (x) and thus the last term can be written as:∫
⟨(∇W ⋆ S#µ)(S(x)),T(x)− S(x)⟩ dµ(x)

=

∫∫
⟨∇W

(
S(x)− S(x′)

)
,T(x)− S(x)⟩ dµ(x)dµ(x′)

=
1

2

∫∫
⟨∇W

(
S(x)− S(x′)

)
,T(x)− S(x)⟩ dµ(x)dµ(x′)

+
1

2
⟨∇W

(
S(x′)− S(x)

)
,T(y)− S(y)⟩ dµ(x)dµ(x′)

=
1

2

∫∫
⟨∇W

(
S(x)− S(x′)

)
,T(x)− S(x)⟩ dµ(x)dµ(x′)

− 1

2
⟨∇W

(
S(x)− S(x′)

)
,T(x′)− S(x′)⟩ dµ(x)dµ(x′)

=
1

2

∫∫
⟨∇W

(
S(x)− S(x′)

)
,T(x)− T(x′)−

(
S(x)− S(x′)

)
⟩ dµ(x)dµ(x′).

(212)

Finally, we get

dϕµ(T,S) =
1

2

∫∫ (
W
(
T(x)− T(x′)

)
−W

(
S(x)− S(x′)

)
(213)

− ⟨∇W
(
S(x)− S(x′)

)
,T(x)− T(x′)−

(
S(x)− S(x′)

)
⟩
)
dµ(x)dµ(x′)

=
1

2

∫∫
dW
(
T(x)− T(x′),S(x)− S(x′)

)
dµ(x)dµ(x′).

Now, we make the connection with the mirror map used by Deb et al. [41] and derive the related
Bregman divergence.

Lemma 33. Let ϕµ(T) = 1
2W

2
2(T#µ, ρ) for µ, ρ ∈ P2,ac(Rd). Then, for all T,S ∈ L2(µ), such

that T#µ,S#µ ∈ P2,ac(Rd),

dϕµ
(T,S) =

1

2
∥TρT#µ

◦T−TρS#µ
◦S−(T−S)∥2L2(µ)+⟨TρS#µ

◦S−S,TρT#µ
◦T−TρS#µ

◦S⟩L2(µ),

(214)
where TρT#µ

denotes the OT map between T#µ and ρ.
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Proof. Let T,S ∈ L2(µ) such that T#µ,S#µ ∈ P2,ac(Rd). Remember that ∇W2W
2
2(·, ρ) =

Id− Tρ· , then

dϕµ(T,S) = ϕµ(T)− ϕµ(S)− ⟨∇W2ϕ(S#µ) ◦ S,T− S⟩L2(µ)

=
1

2
W2

2(T#µ, ρ)−
1

2
W2

2(S#µ, ρ)− ⟨(Id− TρS#µ
) ◦ S,T− S⟩L2(µ)

=
1

2
∥TρT#µ

◦ T− T∥2L2(µ) −
1

2
∥TρS#µ

◦ S− S∥2L2(µ) + ⟨TρS#µ
◦ S− S,T− S⟩L2(µ)

=
1

2
∥TρT#µ

◦ T− T∥2L2(µ) −
1

2
∥TρS#µ

◦ S− S∥2L2(µ)

+ ⟨TρS#µ
◦ S− S,T− TρS#µ

◦ S⟩L2(µ) + ⟨TρS#µ
◦ S− S,TρS#µ

◦ S− S⟩L2(µ)

=
1

2
∥TρT#µ

◦ T− T∥2L2(µ) +
1

2
∥TρS#µ

◦ S− S∥2L2(µ)

− ⟨TρS#µ
◦ S− S,TρS#µ

◦ S− T⟩L2(µ)

=
1

2
∥TρT#µ

◦ T− T∥2L2(µ) +
1

2
∥TρS#µ

◦ S− S∥2L2(µ)

− ⟨TρS#µ
◦ S− S,TρS#µ

◦ S− TρT#µ
◦ T⟩L2(µ) (215)

− ⟨TρS#µ
◦ S− S,TρT#µ

◦ T− T⟩L2(µ)

=
1

2
∥TρT#µ

◦ T− TρS#µ
◦ S− (T− S)∥2L2(µ)

+ ⟨TρS#µ
◦ S− S,TρT#µ

◦ T− TρS#µ
◦ S⟩L2(µ).
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assumptions. However, in general, verifying these assumptions is a hard problem, as stated
in the Conclusion, and we leave for future works these investigations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The full set of assumptions are provided for each theoretical result, along with
a complete proof in Appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The information to reproduce the main experimental results are described in
Section 5 and Appendix G.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide a part of the code to reproduce the experiment on
Gaussians and on interaction functionals in supplementary materials and in
https://github.com/clbonet/Mirror_and_Preconditioned_Gradient_
Descent_in_Wasserstein_Space.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All the training and test details for the experiments are provided in Appendix G.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: The experiment on Gaussians in Figure 2 is run over 20 randomly sampled
objective covariances, and the results are plotted with the standard deviation. For the
single-cell experiment of Figure 3, we reported the results with 3 different initialization
for each treatment, along their mean. For the mirror interaction experiment, the results are
deterministic.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report in Appendix G the computer resources and approximate runtime for
each experiment. Namely, the Gaussian and mirror interaction experiments were done on a
personal laptop on CPU, and took only few hours to run. The single-cell experiment was
performed on GPU as the data are of higher dimension with about 4000 samples, and took a
few hundred of hours of computational time.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper is conform with the NeurIPS Code of
Ethics.

Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work is mostly theoretical and not tied to particular applications.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The datasets used are properly cited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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