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Abstract
Networks model the interconnected entities in systems and can be partitioned
differently, prompting ways to compare partitions. Common partition similarity
measures, such as the Jaccard index and variants of mutual information, are essen-
tially based on measuring set overlaps. However, they ignore link patterns which
are essential for the organisation of networks. We propose flow divergence, an
information-theoretic divergence measure for comparing (hierarchical) network
partitions, inspired by the ideas behind the Kullback-Leibler divergence and the
description of random walks. Flow divergence adopts a coding perspective and
compares network partitions A and B by considering the expected extra number
of bits required to describe a random walk on a network using an estimate B of
the network’s assumed true partition A. We show that flow divergence distin-
guishes between partitions that traditional measures consider equally good when
compared to a reference partition.

1 Introduction
Many real-world complex networks have communities: groups of nodes more linked to each other than
to the rest. Communities capture link patterns and abstract from groups of individual nodes, revealing
how networks are organised at the mesoscale. For example, tightly-knit groups of friends in social
networks, groups of interacting proteins in biological networks, or traders who perform transactions
in financial networks form communities. Motivated by various use cases and based on different
assumptions, a plethora of ways to characterise what constitutes a community exist [1]. Naturally,
based on their assumptions, different methods partition the same network differently; running a
stochastic method on the same network several times can return different partitions. Consequently,
we need measures to compare partitions and evaluate to what extent they agree and how they differ.

Researchers across scientific fields have proposed many partition similarity measures [2–7]. Arguably,
the most commonly used measures are the Jaccard index [2] and information-theoretic measures based
on mutual information [5, 7–9]. However, in the context of community detection, they have a crucial
shortcoming: while communities are based on grouping nodes with similar link patterns, popular
partition similarity measures ignore links altogether [3]. Instead, they merely consider how well the
communities in different partitions coincide, essentially measured in terms of set overlaps [10, 11].

To address this shortcoming, we develop flow divergence, a partition dissimilarity measure based
on the description of random walks. Combining the principles behind the Kullback-Leibler (KL)
divergence [8] and the map equation for community detection [12], flow divergence quantifies the
expected extra number of bits required to describe a random walk on a network when using an
estimate B of the network’s assumed true community structure A. Based on describing random
walks, flow divergence naturally considers the network’s link patterns and compares two-level and
hierarchical partitions. Moreover, it quantifies contributions to the divergence on a per-node basis.
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A B C D

Figure 1: Four different partitions for the same network. Because common measures, such as the
Jaccard index and mutual information, consider merely node labels but ignore link patterns, they
consider partitions B, C, and D as equally good when compared against the reference partition A.

2 Related Work
Comparing partitions is a recurring problem in applications across scientific domains and has received
much attention [2–6, 8, 13]. Given two partitions A and B of the same set X with n = |X| objects,⋃

a∈A a = X =
⋃

b∈B b, ∀a, a′ ∈ A : a 6= a′ → a ∩ a′ = ∅, and ∀b, b′ ∈ B : b 6= b′ → b ∩ b′ = ∅,
the aim is to measure how similar those two partitions A and B are.

Measures for comparing partitions can be categorised into pair-counting, set-matching, and
information-theoretic measures [14, 15]. A popular pair-counting measure is the so-called Rand index
[16], which considers all possible pairs of objects x, x′ ∈ X , counts t as the number of pairs where A
and B agree whether x and x′ belong to the same group, and defines the similarity between A and B
as R (A,B) = t/

(
n
2

)
. The rand index can be computed in O (n). Two of the arguably most common

partition similarity measures in network science are the set-matching approach known as the Jaccard
index [2] and information-theoretic scores based on mutual information [5, 7–9, 17]. The Jaccard
index computes the agreement between groups a ∈ A and b ∈ B as J (a, b) = |a ∩ b| / |a ∪ b|.
Computing the similarity between partitions A and B requires finding the best match b ∈ B for each
a ∈ A and weighing according to a’s size: J (A,B) =

∑
a∈A

|a|
n maxb∈B J (a, b). The Jaccard index

can be computed in O (n+|A|×|B|). Mutual information, which is the basis for several information-
theoretic measures, considers how much information the objects’ assignments under A provide about
their assignment under B: I (A,B) =

∑
a∈A

∑
b∈B P (a, b) log2

P (a,b)
P (a)P (b) , where P (a) = |a| /n and

P (b) = |b| /n are the probabilities of selecting a and b, respectively, when choosing an object x ∈ X
at random; P (a, b) = |a ∩ b| /n is the joint probability of a and b. Mutual information can be
computed in O (n+|A|×|B|). Normalised mutual information scales the mutual information score
to the interval [0, 1], adjusted mutual information (AMI) additionally adjusts it for chance [7, 15].

The Rand index, Jaccard index, and mutual information ignore link patterns because they only consider
group memberships. To see why this is an issue when comparing communities that summarise link
patterns, consider the example network shown in Figure 1: a network with nine nodes, partitioned in
four different ways. We assume that partition A represents the network’s true community structure and
compare partitions B, C, and D to A. The Rand index and Jaccard index are oblivious to the alternative
partitions and judge them to match the reference partition equally well, R (A,B) = R (A,C) =
R (A,D) = 2

3 , and J (A,B) = J (A,C) = J (A,D) = 1
2 . Mutual information suffers from the same

issue, I (A,B) = I (A,C) = I (A,D) ≈ 0.46. However, when evaluated with community detection
in mind, it seems plausible that B and C agree with A to the same extent because of symmetry, but
partition D should be distinguished from them because it captures a different pattern.

3 Flow Divergence
To define our partition dissimilarity score, flow divergence, we combine the map equation for flow-
based community detection [12] with the Kullback-Leibler (KL) divergence [8], also known as relative
entropy, defined as DKL (P ||Q) =

∑
x∈X px log2

px

qx
. Here P and Q are probability distributions

that are defined on the same sample space X , where px and qx, respectively, are the probabilities
for drawing x ∈ X when sampling from X . The KL-divergence quantifies the expected additional
number of bits required to describe samples from X using an estimate Q of its true frequencies P .
Following this idea, we define flow divergence to quantify the expected additional number of bits
required to describe a random walk on a network using an estimate B of its “true” partition A.
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Random-Walk Description Length. Let G = (V,E, δ) be a connected graph with nodes V ,
links E, and link weights δ : E → R+. Further, let P = {pv | v ∈ V } be the set of ergodic node
visit rates, which can be computed by solving the recursive set of equations pv =

∑
u∈V putuv,

where tuv = δ (u, v) /
∑

v∈V δ (u, v) is the probability that a random walker at node u steps to
node v [18]. In weakly connected graphs, we can use the PageRank algorithm [19] or so-called
smart teleportation [20] to calculate the visit rates. Describing the random walker’s position on
the graph can be done with H (P ) = −

∑
v∈V pv log2 pv bits per step, where H is the Shannon

entropy [12, 21].

Combining the above equations, we explicitly relate describing the random walker’s position to
transitions along links, using H(P ) = −

∑
u∈V pu

∑
v∈V tuv log2 pv bits. To turn the coding

dependent on communities, also called modules, we introduce a parameter M: the partition of the
network’s nodes into modules. We denote the module-dependent transition probability for stepping
from u to v as s (M, u, v) such that log2 s (M, u, v) is the cost in bits for encoding a step from u to v,

H (M) = −
∑
u∈V

pu
∑
v∈V

tuv log2 s (M, u, v) . (1)

The Map Equation for Modular Coding. The map equation [12, 18] is an information-theoretic
objective function for flow-based community detection that provides a way to define a modular coding
scheme. The map equation identifies communities by minimising the description of random walks on
networks: Without communities, the codelength is the Shannon entropy over the nodes’ visit rates.
For a two-level partition, the map equation calculates the random walk’s per-step description length
L—also called codelength—as a weighted average of the modules’ entropies and the entropy at the
so-called index level for switching between modules (see Appendix A for an example),

L (M) = qH (Q) +
∑
m∈M

pmH (Pm) . (2)

Here, q =
∑

m∈M qm is the index-level codebook usage rate, qm is the entry rate for module m,
Q = {qm/q |m ∈ M} is the set of module entry rates, pm = mexit +

∑
u∈m pu is module m’s

codebook usage rate, mexit is module m’s exit rate, and Pm = {mexit/pm} ∪ {pu/pm |u ∈ m} is the
set of node visit rates in module m, including its exit rate. Through recursion, the map equation
generalises to hierarchical partitions where modules can contain further submodules [18, 22].

To apply the ideas behind the KL divergence, we rewrite the map equation to match the form of
Equation (1), see Appendix B for the details:

L (M) = qH (Q) +
∑
m∈M

pmH (Pm) = −
∑
u∈V

pu
∑
v∈V

tuv log2 mapsim (M, u, v) , (3)

where log2 mapsim (M, u, v) is the number of bits required to describe a step from node u to v, given
partition M [23]. For two-level partitions, mapsim, which is derived from the map equation and
shorthand for map equation similarity, is defined as

mapsim (M, u, v) = δmu,mv

pv
pmv

+ (1− δmu,mv
)(
mu,exit

pmu

· qmv

q
· pv
pmv

), (4)

where δ is the Kronecker delta, and mu and mv are the modules to which nodes u and v belong,
respectively. Based on a network’s map M, mapsim quantifies the rate at which a random walker
transitions between pairs of nodes. Importantly, mapsim depends on the source node’s module, but
not on the source node itself; mapsim has also been generalised to hierarchical partitions [23].

Relative Entropy Between Partitions. Different partitions, or maps, of the same network imply
different random-walker dynamics with different codelengths. Following the idea of the KL diver-
gence, we assume that A captures the random walker’s “true” dynamics. And we ask: what is the
expected extra number of bits required to describe a random walk using an estimate B of the true
patterns A? With partition-dependent transition rates tMuv = mapsim(M,u,v)∑

v(6=u) mapsim(M,u,v) (see Appendix C),
we define our partition dissimilarity measure flow divergence, which naturally compares hierarhical
and non-hierarchical partitions, as

DF (A ||B) =
∑
u∈V

pu
∑
v∈V

tAuv log2
mapsim (A, u, v)

mapsim (B, u, v)
(5)
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Limitations and Complexity. Computing flow divergence requires considering mapsim scores
between n2 many node pairs, where n = |V | is the number of nodes. However, it can be computed in
O (m · n), where m is the number of modules since mapsim depends on the source module but not
on the specific source node. Therefore, we only need to consider m · n many pairs of source modules
and target nodes instead of n2 pairs of nodes (see Appendix D for details).

4 Evaluation
We apply flow divergence to compute partition dissimilarity scores for partitions in synthetic and real
networks. In the synthetic network, we show that flow divergence can distinguish between partitions
that popular measures consider equally good when compared to a reference partition. We also show
that a partition with higher codelength can have lower flow divergence than partitions with lower
codelengths, highlighting that flow divergence captures information that the map equation does not
capture in the codelength. Our implementation of flow divergence is available on GitHub1.

Table 1: Flow divergence in bits, rounded to
two decimal places, between the partitions
shown in Figure 1. We also list the partitions’
codelengths, in bits, at the bottom.

Other

Reference A B C D

A 0 1.92 1.92 1.5
B 1.8 0 1.17 1.99
C 1.8 1.17 0 1.48
D 1.14 1.78 1.25 0

Codelength 2.86 3.73 3.73 4.47

Synthetic Example. We return to our initial exam-
ple and show in Table 1 that flow divergence can distin-
guish between partitions where the Jaccard index and
mutual information cannot. Despite higher codelength,
D is more similar to A than B and C. This is analogous
to the fact that, for three probability distributions P ,
Q, and R defined on the same sample space X , R can
be closer to P despite higher entropy than Q, that is,
H (Q) < H (R) 6→ DKL (P ||Q) < DKL (P ||R).
Better maps need not have lower flow divergence.

To explain why D is more similar to A, we consider
the individual nodes’ contribution to the divergences.
Instead of computing the outer sum in Equation (5),
we report flow divergence values per node in Table 2
(see Appendix E). We find that, the divergence per
node is lower for the nodes with higher flow in D than
it is for B and C. Conversely, the per-node divergence
for the lower-flow nodes is higher. This can be explained by the fact that the modules in A and D
each overlap in two of the higher-degree nodes, resulting in more similar partitions than B and C
which overlap with A in a lower-degree node and a higher-degree node.

Hierarchical Example. We include an example with a hierarchical partition in Appendix E.

The Cost of Overfitting. Real-world data is often incomplete, causing community-detection
methods to report spurious partitions. We explore applying flow divergence for quantifying the cost
of overfitting in the regime of incomplete data, see Appendix F.

5 Conclusion
We have studied the problem of comparing network partitions and motivated the need for approaches
that take link patterns into account: while community detection focuses on grouping nodes that share
similar link patterns, measures for comparing partitions typically ignore links altogether.

Inspired by the Kullback-Leibler divergence for measuring “distances” between probability distribu-
tions, we developed a partition dissimilarity score based on random walks: flow divergence. Flow
divergence uses the map equation and quantifies the expected additional number of bits for describing
a random walk when using an estimate B of the network’s “true” community structure A. Based on
random walks, flow divergence naturally compares hierarchical and non-hierarchical partitions.

Applied to synthetic networks, we showed that flow divergence distinguishes between partitions
where popular partition similarity measures fail. In real networks, we highlighted how flow divergence
gives insights into the cost of overfitting when detecting communities in incomplete network data.

1https://github.com/mapequation/map-equation-similarity
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A Map Equation Coding Example
Conceptually, the map equation is based on minimising the description of random walks. Consider a
communication game where the sender updates the receiver about the location of the random walker
on the network after each step. This can be done by assigning unique codewords to the nodes and
communicating one codeword per random-walker step as shown in Figure 2(a). With this approach,
the required number of bits per step is given by the entropy over the nodes’ visit rates.

However, networks often have communities, which enable designing a more efficient approach:
Assume that we have a set of modules that capture the network’s structure, corresponding to the
random walker’s movement patterns. Then we assign unique codewords within modules but can
reuse the same codewords for different nodes in different modules. For a uniquely decodable code,
we need to introduce codewords to encode for module exits as well as a designated codebook, the
so-called index-level codebook, for encoding module entries as shown in Figure 2(b).

We can draw network partitions, or “maps”, as trees as shown in Figure 2c. Each random-walker step
along a link in the network corresponds to traversing the map along the shortest path between two
nodes; to describe the step, we use the codewords along the shortest path in the map.
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Figure 2: Illustration of encoding random walks and the principles behind the map equation. (a)
Nodes are not partitioned into communities. We derive unique codewords from the nodes’ visit rates
and use them to describe the shown random-walk sequence with the codewords at the bottom. (b)
Nodes are partitioned into three communities and receive codewords that are unique within each
community. Codewords for entering and exiting communities are shown next to arrows that point
into and out of the communities. (c) The map corresponding to the community structure and coding
scheme from (b), drawn as a radial tree. Link widths are proportional to module-normalised codeword
usage rates. Good maps have small module exit rates.
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B Rewriting the Map Equation
Let G = (V,E, δ) be a network with nodes V , links E, and links weights δ : E → R+. If G is
undirected, we can calculate the stationary visit rate for node u as pu =

∑
v∈V δ(u,v)∑

u∈V

∑
v∈V δ(u,v) . If G

is directed, we can use a power iteration to solve the recursive set of equations pv =
∑

u∈V putuv,
where tuv is the probability that a random walker at u steps to v.

We begin with the two-level map equation [12],

L (M) = qH (Q) +
∑
m∈M

pmH (Pm) ,

where M is a partition of the nodes into modules, q =
∑

m∈M qm is the index-level codebook
usage rate, qm is the entry rate for module m, Q = {qm |m ∈ M} is the set of module entry rates,
pm = mexit +

∑
u∈m pu is module m’s codebook usage rate, mexit is module m’s exit rate, and

Pm = {mexit} ∪ {pu |u ∈ m} is the set of node visit rates in module m, including its exit rate.

Expanding the map equation, we obtain

−q
∑
m∈M

qm
q

log2
qm
q

−
∑
m∈M

pm

(
mexit

pm
log2

mexit

pm
+
∑
u∈m

pu
pm

log2
pu
pm

)
,

and after cancelling common factors

−
∑
m∈M

qm log2
qm
q

−
∑
m∈M

(
mexit log2

mexit

pm
+
∑
u∈m

pu log2
pu
pm

)
.

Pulling out the summation and annotating the parts, we have

−
∑
m∈M

entering module m

qm log2
qm
q

+

exiting module m

mexit log2
mexit

pm
+

visiting nodes in module m.∑
u∈m

pu log2
pu
pm

Next, we use qm =
∑

u6∈m pu
∑

v∈m tuv, mexit =
∑

u∈m pu
∑

v 6∈m tuv, and pv =
∑

u putuv, and
split up the last part,

−
∑
m∈M

∑
u6∈m

pu
∑
v∈m

tuv log2
qm
q

+

∑
u∈m

pu
∑
v 6∈m

tuv log2
mexit

pm


+

(∑
u∈m

pu
∑
v∈m

tuv log2
pv
pm

)
+

∑
u 6∈m

pu
∑
v∈m

tuv log2
pv
pm

 .

Then, we merge the second and fourth term into the first term. To merge the second term, we turn the
module exits around, considering those steps that leave other modules to enter module m instead of
steps that leave module m. We denote node u’s and v’s module by mu and mv , respectively,

−
∑
m∈M

(∑
u6∈m

pu
∑
v∈m

tuv log2

(exiting mu

qmu

pmu

·

entering mv

qmv

q
·

visiting node v

pv
pmv

))
+

(∑
u∈m

pu
∑
v∈m

tuv log2
pv
pmv

)
.

We realise that, for each module m, we sum over all nodes u 6∈ m and all nodes u ∈ m, and, depending
on whether they are a member of m, calculate the cost for transitioning to v ∈ m differently. We
rewrite these two cases using the Kronecker delta δ, summing over all nodes u,

−
∑
m∈M

∑
u

pu
∑
v∈m

tuv

[
(1− δmu,mv

) log2

(
qmu

pmu

· qmv

q
· pv
pmv

)
+ δmu,mv

log2
pv
pmv

]
.

Finally, instead of summing over all modules and all nodes in each module, we sum over all nodes
directly and can calculate the codelength for partition M as

L (M) = −
∑
u

pu
∑
v

tuv

[
(1− δmu,mv

) log2

(
qmu

pmu

· qmv

q
· pv
pmv

)
+ δmu,mv

log2
pv
pmv

]
= −

∑
u

pu
∑
v

tuv log2

[
(1− δmu,mv )

(
qmu

pmu

· qmv

q
· pv
pmv

)
+ δmu,mv

pv
pmv

]
.
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The part inside the square brackets is known as map equation similarity, or mapsim for short, an
information-theoretic measure for node similarity [23]. That is, we can calculate the codelength for a
partition M using mapsim, where log2 mapsim (M, u, v) quantifies how many bits are required to
describe a random-walker-transition from node u to v, given partition M,

L (M) = −
∑
u

pu
∑
v

tuv log2 mapsim (M, u, v) .

C Partition-Dependent Transition Rates
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Figure 3: Walking on maps. (a) The same map as in Figure 2c, but now annotated with module-
normalised node visit rates instead of codewords. The solid, dashed, and dotted arrows show examples
of three random-walker paths on the map. (b) We derive transition rates between pairs of nodes
according to mapsim: Transition rates depend on the source node’s module, not on the source node
itself [18, 23]. Therefore, the shortest paths on the map start at module nodes and we obtain the rate
at which each shortest path is used by multiplying the transition rates along that path. The dotted
arrow is not a shortest path because it contains a loop which we discard for efficient coding. (c) All
shortest paths that start in the blue module and their usage rates.

Consider the map shown in Figure 3a where nodes are annotated with their module-normalised visit
rates and arrows between modules show the modules’ entry and exit rates. Three black arrows are
drawn on the map: a solid arrow for a random walker who is in the blue module and steps to node
3, a dashed arrow for a random walker who is in the blue module and steps to node 5 in the orange
module, and a dotted arrow for a random walker who is in the green module and visits node 9 in the
orange module. Because codewords depend on the random walker’s current module, but not on the
current node, shortest paths in the map begin at the square-shaped module nodes.

Figure 3b details at what rates a random walker uses the solid, dashed, and dotted paths in the map.
A random walker who is in the blue module visits node 3 at rate 4

14 . A random walker who is in the
blue module exits at rate 2

14 , then enters the orange module at rate 2
6 , and then visits node 5 at rate

3
18 , resulting in a rate of 2

14 · 2
6 · 3

18 for the dashed arrow. The dotted arrow contains a loop, which
we discard because we describe transitions along the shortest paths in the map. Therefore, a random
walker who is in the green module exits at rate 2

22 , then enters the orange module at rate 2
6 , and visits

node 9 at rate 5
18 , resulting in a rate of 2

22 · 2
6 · 5

18 for the dotted arrow. Taking the log2 of the arrows’
usage rates returns the required number of bits for describing the corresponding step.

Figure 3c shows all shortest paths that start in the blue module together with their usage rates.
However, since we only consider shortest paths in the map but not paths that contain loops, their
usage rates do not sum to 1; here the rates for shortest paths starting in the blue module sum to
approximately 0.94. Because paths with loops are ways to make detours from shortest paths and
return to them, their usage rate is proportional to that of their contained shortest path. To obtain the
transition probability from u to v according to partition M, we normalise with the sum of transition
rates for shortest paths from u to all nodes v, except for u itself because we assume no self-links,

tMuv =
mapsim (M, u, v)∑

v(6=u) mapsim (M, u, v)
. (6)

If we want to consider self-links, we also include u itself.

9
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D Computational Complexity and Limitations
Complexity. Computing flow divergence requires considering mapsim scores between n2 many
node pairs, where n = |V |. The regularities in the networks’ community structures and the details of
mapsim make it possible to compute flow divergence in time O (m · n), where m is the number of
modules. Since mapsim (M, u, v) depends on the source node’s module mu, but not the source node
u itself, we obtain the same values for different source nodes u, u′ in the same module when the target
node v is the same. Therefore, the number of mapsim values we need to compute reduces to m · n
pairs, where m � n is the number of modules, which has been reported to scale as m = O (

√
n) in

real-world networks [24]. For each mapsim value, we need to find the source module mu and target
node v in the partition tree and multiply the random walker’s transition rates along the shortest path
from mu to v. Since the network’s community structure is organised in a tree, the paths from the root
to all nodes, forwards and backwards, can be precomputed in time O (n).

Naïvely, flow divergence can be computed with worst-case time complexity O
(
n2
)

because it
involves a double sum over all nodes.

DF (A ||B) =
∑
u∈V

pu
∑
v∈V

tAuv log2
mapsim (A, u, v)

mapsim (B, u, v)
. (7)

However, by expanding and regrouping the terms to exploit redundancies in the coding structure,
flow divergence can be computed in time O (m · n). For notational clarity, we allow self-loops in the
following derivations. We begin by substituting the definition of the partition-dependent transition
rates,

tMuv =
mapsim (M, u, v)∑

v∈V mapsim (M, u, v)
. (8)

into Equation (7),

DF (A ||B) =
∑
u∈V

pu
∑
v∈V

mapsim (A, u, v)∑
v∈V mapsim (A, u, v)

log2
mapsim (A, u, v)

mapsim (B, u, v)
. (9)

We pull out the common normalisation factor for source node u from the second sum and call the
entire factor φu,

DF (A ||B) =
∑
u∈V

pu∑
v mapsim (A, u, v)

=φu

∑
v∈V

mapsim (A, u, v) log2
mapsim (A, u, v)

mapsim (B, u, v)
. (10)

The normalisation factor φu can be computed efficiently by exploiting the regularities in the modular
network structure. As per the definition of mapsim (Equation (4)), we make use of two useful
facts. First, that mapsim only depends on the source node’s module mu but not the source node
itself, mapsim (M, u, v) = mapsim (M,mu, v). And second, that mapsim can be decomposed
into different parts that correspond to transitions between modules and visiting the target node,
mapsim (M,mu, v) = mapsim (M,mu,mv) · pv

pmv
.

φu =
pu∑

v∈V mapsim (A, u, v)
(11)

=
pu∑

m∈A

∑
v∈m mapsim (A,mu,m) pv

pm

(12)

=
pu∑

m∈A mapsim (A,mu,m)
∑

v∈m
pv

pm

(13)

=
pu∑

m∈A

(
1− mexit

pm

)
mapsim (A,mu,m)

(14)

Here, the last step follows from pm = mexit +
∑

u∈m pu. Because mapsim depends on the source
module mu but not the individual source node u, we expect that we only need to consider m2 = O (n)
many pairs of modules. With normalisation factor φu, we have

DF (A ||B) =
∑
u∈V

φu

∑
v∈V

mapsim (A, u, v) log2
mapsim (A, u, v)

mapsim (B, u, v)
, (15)

10
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which shows that flow divergence is an expected KL divergence, one per node, weighted by the
corresponding normalisation factor. Next, we apply logarithm rules to split up flow divergence into
two terms per source node, and call them I and II,

DF (A ||B) =
∑
u∈V

φu

[∑
v∈V

mapsim (A, u, v) log2 mapsim (A, u, v)

I

(16)

−
∑
v∈V

mapsim (A, u, v) log2 mapsim (B, u, v)

II

]
, (17)

where, essentially, I is a term that considers the entropy of partition A, and II is a term that considers
the cross-entropy between partitions A and B. However, I and II are not proper entropies because we
have moved the normalisation factor into φu.

We consider parts I and II in turn, starting with part I. For simplicity, we drop the outer sum over
all source nodes u, focusing on a single fixed source node u instead. Similar to before, instead of
summing over all target nodes v, we sum over the target modules,

(I) =
∑
v∈V

mapsim (A, u, v) log2 mapsim (A, u, v) (18)

=
∑
m∈A

∑
v∈m

mapsim (A, u, v) log2 mapsim (A, u, v) , (19)

pull out the last factor from the mapsim operators

=
∑
m∈A

∑
v∈m

mapsim (A,mu,m)
pv
pm

log2

(
mapsim (A,mu,m)

pv
pm

)
, (20)

pull out common factors

=
∑
m∈A

mapsim (A,mu,m)
∑
v∈m

pv
pm

log2

(
mapsim (A,mu,m)

pv
pm

)
, (21)

and apply logarithm rules and simplify

=
∑
m∈A

mapsim (A,mu,m)

[∑
v∈m

pv
pm

log2 mapsim (A,mu,m) +
∑
v∈m

pv
pm

log2
pv
pm

]
(22)

=
∑
m∈A

mapsim (A,mu,m)

[(
1− mexit

pm

)
log2 mapsim (A,mu,m) +

∑
v∈m

pv
pm

log2
pv
pm

]
. (23)

Again, we need only consider mapsim values between m2 = O (n) many pairs of modules. The last
term inside the square brackets, that is, the sum over all nodes in each module, can be precomputed
once per module and then be reused, requiring overall time O (n).

Simplifying part II requires considering the intersections between the modules from partitions A and
B. However, we can avoid computing these intersections explicitly. Instead, we can tabulate the
values required to compute the following expressions in a single pass over the nodes.

(II) =
∑
v∈V

mapsim (A, u, v) log2 mapsim (B, u, v) (24)

=
∑
ma∈A

∑
mb∈B

∑
v∈ma∩mb

mapsim (A, u, v) log2 mapsim (B, u, v) (25)

Next, we pull out the last factors from the mapsim operator again

=
∑
ma∈A

∑
mb∈B

∑
v∈ma∩mb

mapsim (A,mu,A,ma)
pv
pma

log2

(
mapsim (B,mu,B,mb)

pv
pmb

)
, (26)

11
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pull out common factors

=
∑
ma∈A

mapsim (A,mu,A,ma)
∑
mb∈B

∑
v∈ma∩mb

pv
pma

log2

(
mapsim (B,mu,B,mb)

pv
pmb

)
, (27)

and apply logarithm rules

=
∑
ma∈A

mapsim (A,mu,A,ma)
∑
mb∈B

[ ∑
v∈ma∩mb

pv
pma

log2 mapsim (B,mu,B,mb) (28)

+
∑

v∈ma∩mb

pv
pma

log2
pv
pmb

]
(29)

=
∑
ma∈A

mapsim (A,mu,A,ma)
∑
mb∈B

[
pma∩mb

pma

log2 mapsim (B,mu,B,mb) (30)

+
∑

v∈ma∩mb

pv
pma

log2
pv
pmb

]
, (31)

where pma∩mb
=
∑

v∈ma∩mb
pv .

Altogether, flow divergence can be rewritten as

DF (A ||B) =
∑
u∈V

φu

∑
m∈A

mapsim (A,mu,m)

[(
1− mexit

pm

)
log2 mapsim (A,mu,m) (32)

+
∑
v∈m

pv
pm

log2
pv
pm

]
(33)

−
∑
u∈V

φu

∑
ma∈A

mapsim (A,mu,A,ma)
∑
mb∈B

[
pma∩mb

pma

log2 mapsim (B,mu,B,mb) (34)

+
∑

v∈ma∩mb

pv
pma

log2
pv
pmb

]
(35)

Limitations. Because flow divergence is based on the KL divergence, similar limitations apply: To
compare two probability distributions, P and Q that are defined on the same sample space X , the KL
divergence is only defined if, for all x ∈ X , qx = 0 implies px = 0. Otherwise, D (P ||Q) = ∞ [8].
For flow divergence, this means that we require networks to be connected: mapsim values between
nodes in disconnected parts of the network become 0, resulting in transitions with probability 0,
which in turn would yield an infinitely high flow divergence.

To handle disconnected networks, we could add a small constant to each mapsim value, thus ensuring
that all transition probabilities are larger than 0. Alternatively, we could regularise the random
walker’s transition rates with a Bayesian prior that was designed for the map equation to reduce
overfitting in sparse and incomplete networks [25]. However, both approaches would increase the
codelength because they add further links to the network.

E Comparing Maps
Figure 4 shows the maps for the partitions in our motivational example, annotated with module-
normalised node visit rates and transition rates. While traditional partition similarity measures
cannot distinguish between partitions B, C and D when comparing them against A, flow divergence
distinguishes D from B and C (see Table 1). Examining nodes’ individual contributions to the flow
divergence also explains why partition D is considered more similar to A than B and C, see Table 2.

To see how different maps for the same network correspond to assuming different random-walker dy-
namics with different transition rates, consider Figure 5. Comparing these maps with flow divergence,
we obtain DF (M2 ||M3) ≈ 0.11 bits and DF (M3 ||M2) ≈ 0.01 bits. This means that assuming
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Figure 4: Comparing maps. The same partitions as shown in Figure 1, together with their maps.
Flow divergence can distinguish between partitions where traditional measures fail. (a) The reference
partition A. The partitions B in (b) and C in (c) have the same codelength and are symmetric: each
module overlaps in two out of three nodes with the modules in the reference partition. (d) Partition D
with disconnected communities but still a two-out-of-three overlap per module with the reference
partition. However, the overlap between communities in A and D is in the higher-degree nodes while
B’s and C’s communities overlap with A’s communities in one higher and one lower-degree node.

Table 2: Flow divergence on a per-node basis in bits where we fix A as the reference partition.

Node 1 2 3 4 5 6 7 8 9

Flow 2
24

3
24

3
24

3
24

2
24

3
24

3
24

3
24

2
24

B 0.12 0.2 0.32 0.32 0.12 0.2 0.2 0.32 0.12
C 0.12 0.32 0.2 0.2 0.12 0.32 0.32 0.2 0.12
D 0.21 0.14 0.14 0.14 0.21 0.14 0.14 0.14 0.21

that M2 captures the random walker’s true dynamics, the expected additional cost per step for using
M3 is 0.11 bits. Conversely, assuming that M3 describes the random walker’s true dynamics, the
expected additional cost per step for using M2 is 0.01 bits.
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Figure 5: Different partitions for the same network. (a) A two-level map, M2, of the network with
five modules. (b) A three-level map, M3, of the network with four modules, one of which has two
submodules. Labels in the trees show the rate at which a random walker visits nodes and enters or
exits modules. For example, a random walker who is in the blue module exits at rate 1

12 in both maps.
A random walker who is at the tree’s root level enters the green module at rate 3

24 in map M2 and 3
20

in map M3, respectively.

F The Cost of Overfitting
Real-world data is often incomplete, resulting in spurious patterns in observed networks. Community-
detection methods may pick up communities that exist purely due to chance because the data is sparse
or incomplete, leading to finding structure even in random networks [25–27]. In the case of the map
equation, less data generally reduces the codelength: fewer links make networks sparser, leading
to smaller modules with lower entropy. However, the process that guides how links form does not
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Figure 6: The cost of overfitting. We use four real-world networks, remove different r-fractions of
their links, and partition the resulting networks with Infomap. We measure the detected partitions’
divergence against the reference partition obtained from the “complete” network. For each r value,
we repeat the sampling 100 times and report averages; the error bands show one standard deviation
from the mean. As r increases, flow divergence increases faster than the codelength decreases. (a) A
network of college football clubs that have played against each other. (b) A collaboration network
between jazz musicians. (c) A social network between students. (d) A social network between
employees of a company.

change and we have already seen in Section 4 that lower-codelength partitions do not necessarily
capture the “true” dynamics best.

Table 3: Properties of four real networks that we use for measuring the cost of overfitting. We list
the number of nodes, |V |, the number of links |E|, average degree 〈k〉, and the codelength L for the
reference partition detected by Infomap.

Network Ref. |V | |E| 〈k〉 L

Football [28] 115 613 10.7 5.45
Jazz [29] 198 2,742 27.7 6.86
Copenhagen [30] 800 6,429 16.1 8.34
Facebook Orgs. [31] 1,429 19,357 27.1 8.71

Here, we consider the cost of overfitting due to incomplete data. We choose four real-world social
networks (Table 3) and use Infomap [32, 33], the map equation’s optimisation algorithm, to detect
communities. We use those communities as the reference partition. Then, we remove an r-fraction of
the links and use Infomap to detect communities in the reduced network. For removing links, we
consider them in random order, removing one at a time until we have removed an r-fraction of the
links. However, if removing a link would split the network into disconnected components, we keep
the link and continue with the next one. The reduced network must contain at least |V | − 1 links
to remain connected, placing an upper bound on the number of links we can remove. Finally, we
use flow divergence to compute the expected additional cost in bits for overfitting, that is, relative
to the reference partition based on “complete” data. For each r, we repeat this 100 times and report
averages.

We find that, as r increases, flow divergence increases faster than the codelength decreases (Figure 6).
While the description of random walks on the network can be compressed more when less data is
available, flow divergence tells us about the actual cost of using what seems like a more efficient
encoding. In other words: with incomplete data, Infomap finds modules that enable encoding random
walks more efficiently while flow divergence tells us that we diverge more from what we assumed to
be the “true” dynamics on the network.
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