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Abstract: The rapid increase in computing power and the ability to store Big Data in the infrastructure has enabled
predictions in a large variety of domains by Machine Learning. However, in many cases, existing Machine Learning tools are
considered insufficient or incorrect since they exploit only probabilistic dependencies rather than inference logic. Causal
Machine Learning methods seem to close this gap. In this paper, two prevalent tools based on Causal Machine Learning
methods are compared, as well as their mathematical underpinning background. The operation of the tools is demonstrated by
examining their response to 18 queries, based on the IDEAL Household Energy Dataset, published by the University of
Edinburgh. First, it was important to evaluate the causal relations assumption that allowed the use of this approach; this was
based on the preexisting scientific knowledge of the domain and was implemented by use of the in-built validation tools. Results
were encouraging and may easily be extended to other domains.
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Abbreviations

ML Machine Learning

CML Causal Machine Learning

IML Interpretable Machine Learning
EML Explainable Machine Learning
CSM Structural Causal Model

ATE Average Treatment Effect

ITE Individual Treatment Effect
MSE Mean Squared Error

MLP Multi-Layer Perceptron

KLD Kullback-Leibler Divergence
AUUC Area Under Uplift Curve

1 Introduction

The majority of ML algorithms used today have the ability to detect patterns of any scale in a wide range of datasets from
small to huge. However, some of the resulting data-driven models suffer from biases, difficulty in generalizing for future uses
and overfitting, as well as a lack of distinction between probabilistic association and true causation (Mehrabi et al., 2021).
Human control in this context is often impossible to achieve due to complexity, resulting in erroneous conclusions. From the
users’ point of view such models are no longer sufficient, as results need to be explained in a cause-and-effect format, which
is closer to the human way of thinking (Scholkopf, 2022). In this way, the effect of changes in the underlying assumptions of
the model is easier to understand, saving time from re-creating a dataset. Incorporating causality logic into existing Al systems
should handle the above problems making models more efficient and intelligent, reducing the associated energy- and time-



consuming learning cycles for processes that are trivial for humans. Thus, CML tools are expected to play a leading role in the

coming years.

CML is a major milestone in ML that enables Al models to make accurate predictions based on causes rather than just
probabilistic correlations, thereby allowing the understanding of their effect. Note that causal hypotheses are not already
included in the statistical description of the system. Some common pitfalls that Machine Learning falls into and that CML
focuses on solving are listed below:

e Correlation Equation with Causation. Predictive algorithms can fall into the trap of equating correlation with causation,
i.e. believing that because event X precedes event Y, it must be the cause of it.

¢ Inability to use non-independent and identically distributed random variables. ML mostly implement pattern recognition
in large data sets for which random observations are independent of each other and occurrence probability is continuous.
However, in real-world scenarios, data distribution can change, e.g. in object recognition from images under unusual/novel
lighting, angles or backgrounds (Cheng et al., 2022).

e Absence of Immutability. Current ML algorithms are limited in their ability to generalize the patterns they find in a training
dataset for multiple applications (G. Xu et al., 2020). Ideally, the ML model should exhibit immutability, i.e. generalize
beyond the limited set of environments that can be accessed for training, and even extend to new and perhaps unpredictable
environments.

e Lack of Explainability. ML models remain mostly "black boxes" that cannot explain the reasons behind their predictions
or recommendations (Kaddour et al., 2022). Typically, Deep Learning systems can be trained to recognize manufacturing
process defect images with high accuracy, but - unlike a real expert - it cannot explain why or how a specific image indicates
a defect.

Interestingly, CML, Interpretable Machine Learning (IML) and Explainable Machine Learning (EML) are in a sense related,
even complementary. CML is aiming to understand what will happen as a result of an action, i.e. it focuses on cause-and-effect,
whereas IML aims to understand how the model functions, focusing on transparency, explanation, and trust. The relevant tools
will, as a result, also differ. Furthermore, EML differs from IML in that it provides methods that help explain complex, black-
box models, which are not inherently interpretable, so post-hoc tools are needed to explain their behaviour. By contrast, IML
refers to models that are inherently understandable by humans without extra tools (Linardatos et al., 2021), (G. Xu et al., 2020)

The aim of this work is to highlight and compare state-of-the-art tools in the field of CML by a sample application in an 10T-
data environment, highlighting ways to exploit the resulting model. Furthermore, the extended aim of the work is to guide
future adaptation of the tools to other domains and use cases.

The paper is structured in the following way: In Section 2, published work pertaining to this paper is briefly reviewed. In
Section 3, the notional foundation of the architectures that have prevailed so far in CML are presented. Then, in Section 4, the
two most popular and powerful tools in the field are presented, namely Microsoft PyWhy™ and UberML™, as well as the rest
of the tools needed in implementing CML models. Further, in Section 5, the selected data set is presented and its required pre-
processing is clarified. In Section 6, the models that resulted from the two tools are represented graphically, followed by an
explanation of the assumptions regarding the data set and the methods of testing and evaluating the results. Section 7

summarizes conclusions and proposes future extension directions of this work.

2 Related Work

The adoption of CML for engineering problems aims to provide a framework moving beyond correlation-based insights
toward cause-effect modelling. In particular, in cases related to data stemming from loT, CML methods provide a foundation
for interpreting sensor data, designing interventions, and optimizing the function of the pertinent engineering system. (Naser,
2021).

The broader application topic of this paper concerning energy management is probably the one attracting most registered
causal Al approaches. For instance, (Massidda & Marrocu, 2023) propose a novel method for probabilistic forecasting of the



total load of a residential community and its base and thermal components, combining conformalized quantile regression and
causal machine learning, using only aggregate consumption and environmental conditions in a dataset of a residential
community in Germany. The T-learner method was the most effective among the causal methods for load disaggregation in
terms of accuracy, simplicity, and potential for extension.

(C. R. Kinttel & Stolper, 2019) use causal forests to evaluate the heterogeneous treatment effects (TEs) of repeated behavioral
nudges towards household energy conservation. Pre-treatment consumption and home value are the strongest predictors of
treatment effect. A "boomerang effect" is noticed: households with lower consumption than similar neighbours are the ones
with positive TE estimates.

(Miraki et al., 2024) propose eXplainable Causal Graph Neural Network (X-CGNN) for multivariate electricity demand
forecasting yielding intrinsic and global explanations based on causal inferences as well as local explanations based on post-
hoc analyses. State-of-the-art performance was attained with two real-world electricity demand datasets from both the
household and distribution levels.

In (Duhirwe et al., 2024) a causal inferential approach is employed combining double machine learning and domain
knowledge using directed acyclic graphs. The 2015 US Residential energy consumption survey is used. The results show that
energy audits, proper insulation, access to interval data etc. significantly reduce energy use intensity (EUI). For instance, proper
insulation reduces EUI by 5.6 MWh/m2 while changing static thermostat settings to automatic adjustments at certain times
reduces EUI by 3.5 MWh/m2.

(Kim & Park, 2025) implemented a causal modeling approach using Bayesian Networks (BNs), focusing on inter-causalities
among various building occupant behaviors. Data were collected from a yearlong study involving six households in Seoul,
South Korea. In the customized BN model, the intercausal relationships for each household were quantitatively measured using
machine learning, revealing distinct personal preferences and interactions with the environment and high predictive accuracy.

Data-driven building thermal dynamics models circumvent the need for domain experts and determination of physical
properties of the buildings, but often fail to generalize to truly unseen conditions since they are not causal. (Jiang & Kazmi,
2025) demonstrate that causal machine learning (CML) algorithms trained on debiased data from nine real-world Dutch
buildings can produce accurate models necessary for control-oriented applications which outperform baseline models by over
40%, besides learning the correct causal associations which were verified using a custom testing environment and SHAP feature
analysis.

Taking an example from energy-efficient building design (Chen et al., 2022) introduce causal inference proposing a four-
step process to discover and analyze parametric dependencies in a mathematically rigorous and computationally efficient
manner by identifying the causal diagram, which provides a nexus for integrating domain knowledge with data-driven methods,
towards interpretability and testability against the domain experience within the design space.

(Maisonnave et al., 2024) present an alternative approach to predictive modelling for future energy demands based on an
ensemble causal model generated by four prominent causal detection methods using a dataset of the wholesale electricity
company of Argentina (CAMMESA).

(Shams Amiri et al., 2023) demonstrate an Extreme Gradient Boosting (XGBoost) algorithm for forecasting the energy use
of commercial and residential buildings in Philadelphia, USA. A corresponding SHAP (SHapley Additive exPlanations)
analysis is implemented to pinpoint feature contributions to the model’s energy estimates. By using the PopGen software, the
model’s energy estimates could be analyzed at the household level, the smallest possible scale. The results indicate that features
related to lower building intensity (e.g., lower square footage, fewer floors per building) were associated with reduced energy
use, whereas ‘‘single-family attached” zoning designation corresponds with higher energy estimates.

Energy retrofits of existing buildings provide an effective means to reduce building consumption and carbon footprints
currently accounting for 40% of the energy consumption and 31% of the CO2 emissions in US. (Y. Xu et al., 2021) uses data
from a portfolio of 550 federal buildings exploiting the causal forest estimator to predict the retrofit effect as a function of
building characteristics, climate, energy-use level, etc. A causal forest is an ensemble of many causal trees. A causal tree was



fitted for each type of retrofit action and fuel type (electricity and gas) and was built with a random subsample of the whole
data set. Within the findings, a dashboard tool and fault detection system, commissioning, and HVAC investments had the
highest average savings among the six actions analyzed.

Demand response (DR) is pivotal in enhancing the operational efficiency and reliability of power systems. (He & Khorsand,
2024) integrate causal learning approaches for causal intervention and counterfactual analyses of prosumers’ DR participation
and consumption behavior. The proposed framework incorporates domain knowledge of the power system to enhance model
accuracy and performance, demonstrated by simulation.

(Sun et al., 2024) reviews the application of causal relationships in power systems fault diagnosis, energy prediction, stability
analysis, and the electricity market, looking forward to the development prospects of causal relationships in combination with
power physics models and artificial intelligence, towards reliable and intelligent new power systems focusing on renewable
sources.

Widening the engineering perspective, diverse problems have been tackled with causal Al mostly in the domains of
robotics/automation and manufacturing.

In robotics, (Castri et al., 2023) propose an extension of a state-of-the-art causal discovery method embedding an additional
feature-selection module based on transfer entropy. Starting from a prefixed set of variables, the new algorithm reconstructs
the causal model of the observed system by considering only its main features and neglecting those deemed unnecessary for
understanding the evolution of the system. The method is validated on a real-world robotics scenario using a large-scale time-
series dataset of human trajectories. (Hellstrom, 2021) investigate the role of causal reasoning in robotics research. Inspired by
a categorization of human causal cognition, a categorization of robot causal cognition is proposed mainly covering the sense—
plan—act level of robotics, but also understandability, machine ethics, and robotics research methodology. (Nadim et al., 2023)
propose an intelligent supervisory control approach which adopts deep reinforcement learning (DRL) to develop an efficient
control policy through interaction with a process simulation. The DRL training history is then exploited using interpretable
machine learning and process mining to build a discrete event system (DES) model, in the form of a state-event graph. The
DES model identifies causal relationships between events and provides interpretability to the control policy developed by the
DRL method.

In the manufacturing domain, (Vukovi¢ & Thalmann, 2022) provide a comprehensive overview about how causal discovery
can be applied identifying four core areas, namely fault detection, analysis and management, root cause analysis, causality in
a facilitator role, and domain and conceptual work. In (Ko et al., 2023), a novel physics-guided data-driven framework for
Additive Manufacturing includes a Process-Structure-Property (PSP) causal relationships learning process with two sub-
processes, namely a knowledge-graph-guided top-down approach to generate the requirements for predictive analytics and data
acquisition and a data-driven bottom-up approach to construct and model new PSP knowledge. (Hua et al., 2022) proposed a
zero-shot prediction method for cutting tool wear prediction based on causal inference. A deep convolutional neural network
and a causal representation model are jointly optimized to extract invariant causal signal features, which can be generalized to
non-stationary manufacturing environments without any new data. In (Wu & Wang, 2021) cause—effect relations intrinsic to
an engineering design problem are employed to decompose a pertinent simulation-based causal ANN into sub-networks.
Attractive subspaces are identified from the causal-ANN by leveraging its structure and the theory of Bayesian Networks. In
(Zhou et al., 2024) a causal quality-related knowledge graph (CQKG) is constructed regarding quality defects in aerospace
product manufacturing followed by a quality-related prompt dataset with multi-round conversations. Then, a novel P-tuning
that adapts to utilize external CQKG instructions is designed to fine-tune an open-source ChatGLM base model. Based on this,
a causal knowledge graph augmented LLM, named CausalKGPT, is developed assisting workers to analyze quality defects.

In summary, CML has demonstrated its value across multiple engineering domains, consistently outperforming traditional
methods when interpretability, counterfactual reasoning, and intervention design are required. The reviewed studies employed
a variety of computational tools. The same tools applied to loT-based household energy systems enables fine-grained causal



modelling of device interactions, occupancy behavior, and external influences. This sets the stage for developing intelligent,

explainable systems capable of adaptive energy management, targeted fault detection, and personalized interventions.

3 CML Foundations

The mathematical foundations of CML draw from causal inference theory, which focuses on estimating the effects of
interventions or changes in one variable on another. CML builds upon several foundational concepts, such as Directed Acyclic
Graphs, counterfactuals, and do-calculus.

A primary mathematical tool in causal inference is “Directed Acyclic Graphs (DAGs)”. In a DAG, nodes represent variables,
and directed edges (arrows) represent causal relationships between those variables. A directed edge from variable X to variable
Y indicates that X has a causal effect on Y. The acyclic nature of the graph ensures that no variable can causally influence
itself, either directly or indirectly, which reflects the directionality of cause-and-effect. Mathematically, a DAG can be used to
represent the structure of a causal system, where each node in the graph is associated with a random variable, and edges indicate
dependencies. This structure allows us to distinguish between direct and indirect causal effects, which is crucial for
understanding how variables influence each other in a system.

A core concept in causal inference is the “Potential Outcomes Framework”, also known as the “Rubin Causal Model” (RCM).
This framework defines the causal effect of a treatment or intervention in terms of potential outcomes. Suppose we are
interested in the effect of treatment T on outcome Y. Each individual has two potential outcomes: Y (1), the outcome if the
individual receives the treatment, and Y (0), the outcome if they do not. The causal effect for an individual is the difference
between these two potential outcomes: Causal Effect = Y (1) — Y (0). However, in practice, we can only observe one of these
outcomes for any individual, depending on whether they receive the treatment. This is known as the “fundamental problem of
causal inference”.

To estimate causal effects, we rely on techniques like “propensity score matching”, where we compare individuals with
similar characteristics but different treatments, and “instrumental variables” (IV), which help address confounding factors that
may bias the estimation of causal effects.

The framework of “do-calculus”, introduced by Judea Pearl, is another powerful tool in causal inference. The do-operator,
denoted as do(X = x), represents an intervention that sets the variable X to a specific value x, effectively “forcing” the
system to adopt this value, independent of its natural distribution. The do-calculus provides a set of rules for manipulating
causal graphs to compute the effects of interventions. For example, if we want to compute the effect of an intervention do(X =
x) on the outcome Y, we can use the do-calculus to break down the problem into simpler subproblems, manipulating the
graphical model to identify the relevant causal paths and avoid confounding influences. In a simplified sense, this process helps
us estimate the expected outcome of an intervention, accounting for the causal relationships present in the system.

In real-world scenarios, causal effects are often estimated from “observational data” rather than controlled experiments. One
of the key challenges is dealing with confounding, where a third variable influences both the treatment and the outcome.
Techniques like “propensity score matching” and “instrumental variables” are used to estimate causal effects in the presence
of confounders. For instance, in propensity score matching, we estimate the likelihood of receiving a treatment based on
observed covariates, and then match treated and untreated individuals with similar propensity scores. This helps control for
confounding and provides an unbiased estimate of the treatment effect.

In modern machine learning, causal reasoning is integrated into algorithms to learn not just correlations but also causal
relationships. “Causal Bayesian Networks” is an example of how machine learning models can be extended to learn causal
structures from data. These models rely on the principles of DAGs and the potential outcomes framework to incorporate causal
relationships into predictive models.



4 CML Implementation Tools

4.1 Causal Inference Tools

In recent years, the integration of causal inference with machine learning has gained significant traction, driving the
development of tools such as PyWhy™ and CausalML™., Both are Python libraries designed to facilitate causal analysis, but

they differ in scope, methodology, and application domains.

4.1.1 Capabiltites

PyWhy™, developed by Microsoft, emphasizes a principled framework for causal inference. It is grounded in Judea Pearl’s
do-calculus and supports the entire causal inference pipeline: defining a causal graph, identifying causal effects, estimating
them, and refuting the estimates. PyWhy™ primarily supports individual treatment effect (ITE) estimation using methods like
propensity score matching and stratification. It allows users to incorporate domain knowledge explicitly via causal graphs and
focuses on rigorous assumptions checking and refutation testing, making it suitable for transparent, reproducible research and
educational settings.

In contrast, CausalML™, developed by Uber, is more application-oriented, providing an all-inclusive approach for uplift
modeling and heterogeneous treatment effect estimation. It supports several advanced algorithms including meta-learners (T-,
S-, X-, R-learners), Uplift Random Forests, and implementations for multiple treatment groups. While it can be used with
observational data, CausalML™ is particularly geared toward randomized experimental data, enabling fine-grained
personalization and targeting strategies—especially in business contexts like marketing, customer engagement, and causal
impact analysis.

4.1.2 Differences and Relative Merits

A key difference lies in their core philosophy and use case. PyWhy™ is designed for robustness and methodological rigor.
It appeals to researchers and data scientists aiming to understand and validate causal assumptions in a structured way. By
requiring users to explicitly define causal models, PyWhy™ promotes transparency and critical reasoning but may require
more domain expertise.

CausalML™, on the other hand, focuses on scalability and ease of use, especially for industry applications. Its consistent
API mirrors that of standard machine learning libraries, allowing practitioners to estimate treatment effects with minimal code.
It’s particularly strong in supporting uplift modeling, which is crucial for real-time decision-making systems. However,
CausalML™’s emphasis on performance over causal model specification can lead to overreliance on black-box models unless

users remain cautious about confounding and selection bias, especially in observational settings.

4.1.3 Challenges and Limitations

Both tools face limitations reflective of broader challenges in causal inference. For PyWhy™, while it offers a robust
pipeline, it may lack scalability for large-scale or high-dimensional data due to its limited support for newer machine learning
methods like deep learning. Its usability can also be a barrier for non-specialists, particularly when defining causal graphs or
conducting refutations.

CausalML™ excels in handling large-scale data and complex treatment setups, but its lack of built-in support for graphical
models and formal assumption testing may make it vulnerable to biased inference if users fail to account for confounding
variables correctly. Moreover, while powerful, uplift models can be data-hungry and sensitive to imbalance, particularly in
cases with sparse treatment-response pairs.

4.2 Additional Tools Used

Pandas (McKinney & others, 2011) is a Python library with rich data structures and tools for working with structured datasets
that are common in statistics, finance, mathematics, and social sciences and many other fields. The library provides
comprehensive, intuitive routines for performing common manipulations and analyses on such datasets. It serves as a powerful



complement to the existing Python scientific stack, while implementing and enhancing the data manipulation tools found in
other statistical programming languages such as the R language.

Matplotlib (Hunter, 2007) is a Python two-dimensional graph library that produces quality publication layouts in a variety
of print formats and interactive environments across all platforms. Matplotlib can be used in Python scripts, Python and IPython
shells, the Jupyter notebook (Kluyver et al., 2016), web application servers and in GUI toolkits. Some of the graphical
representations that can be created are histograms, power spectra, bar charts, diagrams error bars, scatter plots, etc.

Diagrams.net (JGraph, 2005) is an open source solution for creating sketches and diagrams. The tool can be used online with
various storage platforms (Atlassian Confluence Cloud and Jira Cloud, applications of Google, GitHub and Microsoft
applications) and offline as a standalone application. Unofficial integrations exist and are available for many other platforms

and tools.

5 The Case Study

5.1 The Dataset

The IDEAL Household Energy Dataset (Pullinger et al., 2021) was used, which includes measurements from 255 homes,
such as electricity consumption at a sampling period of 1 sec, pulse-level gas data, temperature, humidity and lighting data at
a sampling period of 12 secs for each room and data temperature from the boiler tubes concerning central heating and hot water
at a sampling period of 12 secs. 39 of the homes also include plug-level monitoring of selected electrical appliances, real power
measurement of the mains and main sub-circuits, and more detailed temperature monitoring of equipment that uses gas and
heat, including radiators and taps. The data set additionally includes demographics, values and self-reported energy awareness
of residents, household income, as well as building and space characteristics and a record of energy-intensive appliances.
Secondary data include weather conditions and level of urbanization.

The project was funded by the UK Engineering and Physical Sciences Research Council through two initiatives and received
ethical approval from the University of Edinburgh. All equipment met CE certification and was professionally installed.

Data fields are documented in the IDEALdata.md file. The dataset is available in CSV format, organized by household,
room, and sensor ID. A metadata structure links participants to homes, rooms, sensor boxes, and sensors.

5.2 Data Preprocessing

The first step in preprocessing was quantifying data availability to decide which homes were suitable for inclusion in model
training. Homes with at least six months of data on core features (electricity/gas use, temperature, humidity, lighting) were
selected. Ultimately, 212 homes were used for electricity and 208 for gas consumption analysis.

Next, various features were computed for each home, such as average consumption during cold (Sept—Mar) and warm periods
(July—Sept, Mar—July), and over the entire year. Additional engineered features were also included based on their causal
relevance to the research questions.

These included:

e Number of external windows, doors, and walls (distinguished by whether they could be opened),
e Average room area and height, and total house volume,

e Proportion of space used for drying clothes,

e Percentage of space with thermostatic radiator valves (TRVS),

e Average gas and electricity prices per kWh.

Categorical data was numerically encoded (e.g., one-hot encoding), and missing values were imputed using average values.
Final datasets were compiled into CSV files for different seasonal periods. Specific labels were generated for answering
research questions, such as binary indicators of high electricity or gas consumption. Each home’s average usage was compared

to the overall average, with labels assigned based on whether it was above or below this benchmark.



Additional questions were addressed similarly, including income level, number of windows, or number of electric heaters.
Labels like high_income or many_electric_heaters reflect the presence of corresponding features.

Finally, Directed Acyclic Graphs (DAGs) were created using Diagrams.net to represent causal relationships for each
question. These were then translated for use with the PyWhy™ tool. Unobserved confounding variables were marked as “U”
where necessary. Outputs from both tools were consolidated into tables and JSON files for visualization and comparison.

Fig. 1 The visualised DAG fed into the PyWhy™ tool to answer question 4 (electricity consumption). The treatment variable

is marked in red, the outcome variable in blue, and the unobserved confounders in green.

5.3 Queries

The 18 queries formulated are presented in Table 1.

Table 1 CML queries and their usage context (architectural design changes - ADC, engineering interventions - EI, alternative

uses of rooms- AUR, social intervention - SI, environmental conditions — EC, avg: average)

Output Input Usage
1 high source of household income Sl
2_ high level of education among the occupants Sl
3_ large number of windows ADC
4_ Change in average consumption large number of openable windows El
5_ large number of exterior doors ADC
6_ a large number of exterior walls ADC
7_ large volume of the rooms ADC




Output Input Usage
8 large area of the rooms ADC
9_ high walls of the rooms ADC
E a large space (volume) for drying clothes AU
H large space with built-in thermostatic valves in the radiators AU & EI
E many tenants AU
E house located in an urban area EC
E change of time to winter time EC
15|Change in avg consumption in winter many electric heaters in the house El
16|Change in avg temperature in winter many electric heaters in the house El
17|Change in avg consumption in summer existence of electric fans or air conditioners El
18|Change in avg temperature in summer existence of electric fans or air conditioners El

6 Results and Discussion

6.1 Results

The study utilizes meta-learners from the CausalML™ library (such as T-Learner, S-Learner, X-Learner, and R-Learner)
and sensitivity analysis techniques from the PyWhy™ library. Both libraries incorporate diverse model architectures, notably
Linear Regression and XGBoost (Extreme Gradient Boosting). Due to convergence issues in CausalML™, a cap of 100
iterations was imposed; however, increasing this threshold yielded negligible changes in estimates.

A typical result for one of the 18 queries, namely for query No 4, is presented in Figure 1. The rest 17 queries yield analogous
results that can be seen in “Appendix” section. Question 4 analyzed whether households with a high number of openable
windows exhibit different patterns in electricity usage. Homes exceeding the dataset's average of 5 openable windows were
classified as having a high number of openable windows.

Analysis across multiple thresholds for classifying a home as “window-rich” showed a consistent trend: consumption
increased when the number of windows exceeded five. Below that threshold, the probability decreased. This pattern suggests
thermal inefficiency from excessive window exposure, offset by increased HVAC usage.

The study highlights the influence of confounders such as occupant environmental behavior and window size, advocating
for richer datasets to refine estimates.

Findings across methodologies were as follows:

«  Propensity Score Matching and Linear Regression via PyWhy™ estimated a 24% increase in consumption.

« Inverse Propensity Weighting and Propensity Score Stratification in PyWhy™ yielded higher estimates (43%).

+ CausalML™ meta-learners produced diverse results: the XGBoost-based T-Learner aligned closely with PyWhy™ (23—
24%), while other learners (S, X, R) diverged significantly (3—15%).

The MLP model was excluded from plots due to large deviations across all queries.
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Fig. 2 Comparative graph of PyWhy™ and CausalML™ results for different number of openable windows.
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Fig. 3 Results of query 4 regarding the PyWhy™ tool.

Differentiation of electricity consumption based on number of openable
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Fig. 4 Results of query 4 regarding the CausalML™ tool.



Since true counterfactuals are unobservable outside randomized trials, validation hinges on internal consistency, notably via
Sensitivity Analysis. This evaluates the robustness of treatment effect estimates (Average Treatment Effect on the Treated -
ATT) under hypothetical unobserved confounding. AUUC is also employed to assess performance, particularly regarding how

well uplift models capture treatment heterogeneity.

6.1.1 Sensitivity Analysis
Sensitivity checks in PyWhy™ indicated that:
» Replacing the dataset with a random subset or adding a random common cause marginally changed ATT estimates (~1%
change), affirming causal assumptions.
+ Introducing unobserved confounders caused an 11% variation.
» Replacing the treatment variable with a random independent one resulted in a 27% drop (towards zero), indicating strong
causal relevance of the original treatment.
Associated p-values further validated these shifts, with the placebo test showing high p-values (~2) and other transformations
yielding values from 0.13 to 0.9.
CausalML™ produced analogous findings, except for tests involving unobserved confounders, which are not supported by
that library. Overall, both tools corroborated the validity of the causal claims.

6.1.2 Performance on Synthetic Data
To overcome the absence of known ground truth in the real dataset, a synthetic dataset of 10,000 samples was generated
(repeated 10 times), with training/validation split (80/20). The function simulate_nuisance_and_easy_treatment was used to
simulate data with known causal structures.
Performance assessments revealed that:
» XGBoost-based meta-learners (X, T, R) consistently outperformed others in estimating ATT.
« Linear Regression-based learners underperformed, with S-Learner performing worst.
» MSE was lower for training and validation sets using linear models but less accurate regarding true ATT values.
« KL Divergence analyses indicated S-Learner with Linear Regression had significantly higher distributional divergence
(~12x) from the true data, marking it as the least reliable.
These results underscore XGBoost’s superior capacity to model complex causal relationships under non-linear and high-

dimensional contexts.

6.1.3 Uplift Curve Validation
Uplift modeling quantifies how treatment influences individual outcomes. AUUC provides a summary performance metric
by measuring the difference in responses between treated and control groups.
»  XGBoost-based learners again exhibited the highest AUUC values for both training and validation sets.
» Linear Regression models showed poor uplift performance, especially the S-Learner, which failed to approach the ideal
prediction line (y = x).
« Visual comparisons of predicted vs. actual outcomes reaffirmed that only the XGBoost learners closely approximated the

ideal causal estimator.
6.2 Assumptions and Limitations

Several assumptions underlie the findings:

» Hourly averages were used to approximate monthly values due to limited computational resources. Missing data might
bias estimates.

« Sensor placement inconsistencies (e.g., height of temperature sensors) were not accounted for, possibly distorting real
indoor temperature readings.

« Zero gas consumption over long periods may stem from lack of use or sensor/system faults, further complicating
inference.
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Fig. 9 Analytic results of query 4 (electricity usage)
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Fig. 10 Analytic results of query 4 (gas usage)

The slight divergence of the results of the two tools points to the field knowledge required to design the structural causal

model fed into PyWhy™, this not necessarily leading to a better result than CausalML™,

Additionally, internal validation methods are able to assess the causality assumptions we considered, but not the treatment

effect which is rendered impossible by having the true value only for experimental data.

For both PyWhy™ and CausalML™ it is important to study the estimated ICU of each algorithm, in order to choose the

domain-specific optimum. It is also important to evaluate the assumptions of the causal relationship based on the pre-existing

domain knowledge, via the internal validation methods provided.

The tools used in this work can be improved, mainly in terms of a friendlier user experience. More specifically, it would be

useful to include in PyWhy™ a user interface for creating the structural causal model and automatically translating it into code




that the tool processes, thus avoiding its time-consuming visualization with a third-party program and its manual conversion
into recognizable code from PyWhy™,
Some suggestions for future work on data preprocessing are as follows:
. Using a larger data set to train the causal model with the aim of deriving more reliable results. For example, of the 212
houses in the used data set, 43 were rejected due to incomplete data.
. Collecting data from different locations, in order to diversify the data and draw more individualized conclusions.
. Calculating HCV outside the ICU to reveal heterogeneity between population subgroups, aiming at more individualized
outcomes and, by extension, enforcing more targeted treatment by subgroup.
In addition, suggestions for future work regarding outcome evaluation are as follows:
. Application of the results produced in real conditions (in this case, e.g., changing the architecture of new houses, the
distribution of electrical appliances per house), aiming at their practical evaluation.
. Trying additional CML tools such as the CausalLib (Shimoni et al., 2019) and Causalinference (Wong, 2014) libraries
of the Python language.

Appendix

In this section the results of the remaining 17 queries are provided, as categorized by table 1. Results of queries regarding
electricity consumption are distinguished by yellow heading, natural gas consumption by green heading and temperature by

blue heading.
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feeaing In XGBoost
.03 (0.01, 0.04) (coef_did not converge)
Base X-Leamer class and feeding in Linear
Regression: 1.62 (1.19, 2.05) (coe_ did not

(-Leamer class and feeding in XGBoost:
ooemoa 0.12) (cosf_ oid not converge)

Neural Network (MLP): -0.13 (-0 26, -0.00)

Cold Months

Ready 1o use S-Leamer using Linear Regression,
001(027,028)

to use T-Leamer using XGBoost
0.10(0.03,0.16)
Base T-Learer class and feeding in
Ll\etrRewess-u\ 099(073,125)
BaseT- class and fesding in XGBoost
010{003 nm

R-Leamer ciass and feeding In Linear
Regression: 002 (000, 0.03) codl. aanet e

:mmg.y
and feeaing in XGBoost

by (om 004) mm did not converge)
Base X-Leamer class and feeding in Linear
Regrosson 090 (073,128 codt. Gd a0t
cnnwm J

-Leamer class and feeding in XGBoost
nos(ooa 0.13) (coef_cid not converge)

Neural Network (MLF): -0.13 (0 26, -0.00)

Warm Months

Ready 1o use S-Leamer using Linear Regression.
007 (-0.16.0.30)

Ready 1o use T-Leamer using XGBoost
0.15(0.08,022)
Base T-Learner ciass and feeding in
Linear Regression: 147 (1,08, 1.6)

-Learmer ciass and feeding in XGBoost.

0.15(0.08,022)
Base R-Leamer class and

in
Regresson 005 (0.05..0 03 (cosl_ anot  fe)

converge)

Base R-Laamer class and feeding in XGBoost
200802001 cont o camiion)
Base X-Leamer class and fesding i Linear
Regtossion 14708188 coa. 6 ot
converge)

Base X-Leamer class and feeding n XGBoost
006(002,0.11)

Neural Network (VLP). -0.13 (-0.26, -0.01)

Full Year

Full Year

Linear Regression 0.16
Propensty Score Matching: 0.35
Propensity Score Stratficaton: 0.3

Propensty Score-based
inverse Welgmwg 030

Cold Months.

Linear Regression 015
| | Propensity Score Matching 0 47
Propensty Score Stratfication' 029

Propensiy Score-based
Inverse Weighting: 0.26

‘Ready 10 use S-Learmer using Linear Regression
007 (41 09,023)

f to use T-Leamer using XGBoost
Py et
Base T-Leamer class and feeding in
Linear Regression -0.08 (-0.18. 0.03)
Base T-Leamer class and feeding In XGBOost
0,08(001,0.15)
Base R-Learner ciass and feeding in Linear
Regression. 0.09 (0.07, 0.10) (coet_ did not

converge)
Base R-Learner class and feeding in XGBoost
0.00(-0.01. 0.01) (coef_ i not converge)
Base X-Leamer class and feeding in Linear
Regression. -0.07 (-0.18, 0.04) (coef_ id not
Jconverge)

XcLeatner class and feeding in XGBoost
0,02 (0.03, 0.07) (cosf_ ic not converge)

(MLP):-0.02 (.15, 0.11)

Warm Months

Lingar Regression 0.18

L_, | Prosensty Score Matching. 0.49
Propensity Score Stratficaton: 0.33

Propensity Sc
Inverse Weighting: 0.3

Estimate Refutaton:
Linear Regression

Cold Montns

‘Ready 10 use S-Leamer using Linear Regression
002(0.15,0.19)

Ready to use T-Leamer using XGBoost
0.08(0.00,0.15)
Base T-Leamer cClass and feeding in
Linear Regression” 0.08 (-0 06, 0.22)
Base T-Leamer class and feeding in XGBoost
0.08(0.00,0.15)
Base R-Leatner class and feeding in Linear
Regression: 0.0 (0.06, 0.10) (coe_ aid not
converge)

Kamn Cammm Cause 0

A8 Uncoserved Common Coune 0152
Placebo Tmmru»l MI

Data bt Retter 001
pvae 089

R ndnmanmonCause 0001
D p

Aca Unovserved Gom 0139
Placebo nmmem Reﬁllel st

Data Subess ater 0009
P value: 0.8

p vae: 2
Data Subset Refuter 0,001
pvalus 091

class and X
002001, onmweL mu not converge)
Base X-Leamner ciass and feeding in Linear
Rogrossion 008 (508 DZZ)(mOLMno!
converge)

Base X-Leamer ciass and feeding in XGBoost
0.03(-0.02. 0.08) (coef__ dic not converge)

Neural Network (MLF): -0.02 (-0.15, 0.11)

‘Warm Months
‘Ready 1o use S-Leamer using Linear Regression
o («o 05.027)

3 o use T-Leamer using XGBoost

s 012,025
Base T-Leamer class and feding in
Linear Regression. -0.12 (-0.23, 0.00)
Base T-Learmer class and feeding in XGBoost
0.18(0.12.025)
Base R-Leamer class and feeding in Linear
Regression- 0.11 (010, 0.12) (cof_did not
mﬂwﬁn)

Base ind feeding in XGBoost:
[ mn u [ |3)(:Ml did not converge)
Base X-Leamer class and feeding in Linesr
Repession 1011 (033,000 (coe. 04 net
converge)

Base X-Leamer ciass and feeding in XGEoost
0.13(0.08, 0.17) (coef_cid not converge)

Newral Network (MLP): -0.10 (-0 23, 0.03)

Ful Year

Ful Year

Linear Regression.0.17
Propensity Score Matching: -0 04

Propensity Score Stratfication. 0.15

€30y 10 Use S-Leamer using Linear Regression

o17moe 040)
Ready 1o use T-Learner using XGBoost

015(009,022)

Base T-Leamer ciass and feeding in

Linear Regression: -0.90 (-1.16, -0.64)

Base T-Leamer ciass and fesding in XGBoost:

0.15(0.09.022)

Propensity Score-based
Inverse Welgnting: 0.16
Coid Months

Base R-Leamer class and feeding in Linear
Regression: 0.13 (0.12, 0.15) (coel_ id not
converge)

Linear Regression 0.16
[ | Propensity Score Matching: -0.04

Propensity Score Strabfication: 0.125

Base R In XGBoost
0.08 (0.07, 0.10) (coef_ &id not converge)
Base X-Leamer ciass and feeding in Linear
Regression -0.90 (-1.17. -0.63) (coef_did not
[converge)

Base X-Leamer class and feeding in XGBoost-

Propensity Score-based 0.12 (0.07. 0.17) (coef_ did not converge)
Inverse Weighting: 0.13
Neural “013(0.24,-0.03)
Werm Months.
Cokd Months

Linear Regression 0.25

Propensity Score Matching:-0.03
Propensity Score Stratfication: 0.14

Propensity Score-based
Inverse Weighting. 0.15

‘Ready 1o use S-Leamer using Linear Regression
0.11(-007.030)

Reaoy 1o use T-Learer using XGBoost
042(007,017)

Base T-Leamer ciass and feeding in

Linear Regression -1.18 (-4 49,-0.85)

Estmate Refutation
Linear Regression

'Random Common Cause: 0
D value: 0.87
AGg Unobserved Common Cause: 014
Placebo Treatment Refuter. 0.17
pvalue: 2
Data Subset Refuter: 0.03
pvae: 094

Ad8 Unabseriod Common Cause: 009
erbomatme«x Rm:sow

Data Subast Reier 001
D Value

'Random Common Cause: 0
value 004

Add Unobserved Common Cause: 0.13
Piacebo Treatment Refuter: 0 25
Dvae:2
Data Susset Refuter 0
ovalue: 0.92

Pywny

Base T-Leamer class and feeding in XGBoost:
012(007,017)
Base R-Learner class and feeding in Line
Regression: 0.08 (0.07, 0.09) (coet_ did not
mv-ml
eamer class and feeding in X0B0ost
003 (002 0.04) (coef_ aid not m'wlvul)
B350 X-Leamer ciass and f0eaing I Linear
Regpasson 1151 4.3 (ol dunct
converge)
X-Leamer class and feeding in XGBoost
015 (011, 0.19) (coet_ di not converge)
Neural Network (MLP). -1939.18 (-2150.38,
-171897)

Warm Months

‘Ready 10 Use S-Leamer using Linoar Regression
016(-002,034)

Ready to use T-Leamer using XGBoost
013(0.08,0.18)

Base T-Leamer class and fesding in

Linear Regression. -1.45 (-1.83,-1.09)

Base T-Leamer ciass and feecing In XGBoost:
0.13(0.08,0.18)

Base R-Leamer ciass and feeding in Linear
Regression. 0.07 (0.06, 0.08) (coef_ did not
converge)

Base R-Leamer class and feeding in XGBoost.
0.10(0.09, 0.11) (coef_ did not converge)
Base X-Leamer class and feeding i Linesr
Regression: 1.4 (-1.83, -1.09) (coef_ id not
conver

X-Leamer class and feeding
XGBoost. 0.15 (0.1, 0.19) (coet_ did not
converge)

Neural Network (MLP): 0.13 (:0.23, -0.04)

Full Year

Ful Year

Linear Regression 0.08
Propensity Score Matching: 0.19
Lol

Propensty Score Stratification: 0.08

Propensity Score-based
Inverse Weignting 0.10
Cold Months

Linear Regression. 0.06
5] Propensay Score Matching: -0.19

Propensity Score Stratiication: 0.06

sy e S Lamar vy Unest oggesien
~0.06 (-0
Ready to use T-Leamer using XGBoost
002 (-0.04007)
Base T-Leamer class and fesdi

Lo Regression. .11 (933, 5.2)

Base T-Leamer ciass and feeding in XGBoost

002 (-0.04,0.07)

Base R-Leamer class and
Regression: -0.08 (-0.09, -0.07) (coef_did not  [—]
‘converge)

Base R-Learmer ciass and feeding in XGBoost
0.02(0.01.0.03) (coef_ & not converge)

Base X-Leamer class and feeding in Linear
Regression -0.10 (-0.23, 0.02) (coef_ did not

Base X-Leamer class and feeding In XGBOOSt
0.01(-0.03,0.05) {cosf_ did not converge)

Linear Regression 004

Propensity Score Matching: 0.2
Propensity Score Stratification: 0 04
Propensity Score-based

Inverse Weignting: 0.07

Pmnnsly Score-based
Invrse Weighting. 0.09
0.02(-0.11,008)
Warm Montns
Cold Months

‘Estmate Refutation

Placeno Treatment Refuter: 008

pvalue 2
Data Subset Refuter: 0.01
P value: 089

e L
P
Ready to use T-Leamer usng XGBoost
003(-002,008)
Base TLaamac et and e

R.wm "002¢013,008

mer ciass and feeding In XGBooSt

by (-o 02,008)
Base R-Leamer ciass 3nd feeding in Linea
Regression -0.06 (-0.05. -0.05) (coef_did not ]
mvwmg-)

Re-Leamer class and fesding in XGBoost
ona(ou:« 0.05) (coef_did ot converge)
Base X-Leamer class and feeding in Linear
Regression: -0.02 (-0.13, 0.0) (coef_did not
converge)

X-Leamer class and feeding in XGBoost:
0.03(-0.00, 0.06) (coef_ &d not converge)

Neural Network (MLP). -0.02 (-0.10, 0.07)

Warm Months

Ready to use S-Leamer using Linear Regression
002(:013,008)
Ready to use T-Learner using XGBoost
0.02(-0.03, 0.07)
Base T-Leamer class and feed:
Linear Regressen 003 (07, 0.13)
Base T-Learner cass and feedng in XGBoost
002(:0.03.0.07)
Base R-Leamer class and feeding in Linear
Regression: -0.03 (-0.04, -0.02) (coef_did not  f¢—)
mvwnvw

a5 R-Leamer class and feeding in XGBoost
«uozmoz -0.01) (coef_ did not converge)
Base X-Leamer class and feeding in Linesr
Regression. 0.03 (-0.07. 0.13) (coef_ did not
converge)

X-Learner class and feeding in XGBoost

0,01 (-0.03, 0.04) (coet_ dd not converge)

Neural Network (MLP) -0.02 (-0.11, 0.08)




Full Year

Full Year

Linear Regression: 0.26
Fropensity Score Matching: -
Fropensity Score Stiabfication -

Propensty Score-oased
Inverse Weighting -

Cold Months

Linear Regression: 0.26
|| Propensity Score Matching. -

Ready Regre:
006 (0.17.028)

Ready 10 use T-Leamer using XGBoost
015(008.022)

Base T-Loarnar ciass and feeding in

Linsar Regression- 077 (0.45, 1.08)

Ease T-Leamer ciass and feeding In XGB0ost
015(008.022)

Base R-Learner ciass and feeding in Lineat
Regression: 0.07 (0.0, 0.09) (cosf_ddnot et
converge)

Base class and feeding in XGBoost
005 (0,03 0.06) (coet_ aid nok converge)

= X-Leamer class and fesding 1
Regression: 078 (047, 1.10) (coet_ & not
converge)

Propensity Score Stasfication -
Base X-Leamer ciass and feeding in XGBoost
Fropensiy Score-based 0T1(0.05.0.16) ol 4 ot Gorvorge
Inverse Weighting. -
Neural Network (MLP) -0.12 (.25, 0.01)
Warm Months
Uineer Regression: -0.04 bl
Ready GSing Lnear Regression
Propensity Score Matching: - DOCEE.19.00)
| eady 1o use T-Leamer using XGBoost:
Propensity Score Stiatfcaton - 021(0.14.028)
Base T-Loatner class and feeding in
opeely \mxﬁ-g-sm 066030, 1.01)
il i 5 mer ciass and feeding in XGBOost
02014 0381
Bl o i i i
01 o dare [
Estinale Refutation plicsmty

Linear Regression

pvake 089
Add Unobserved Common Cause: -
mmvmumunmon

Ms«nwﬂmun&
D vaiue.

pualue 094

Random Common Cause. 0

Base R-Leamer ciass 8nd fesding In XGBoost
ooo(—ooz 001)

X-Leamer class and feeding in Linear
mnunn 025030107 cout. 06 mt
converge)

Base X-Leamer class and feeding in XGBoost:
0.16.(0.11,020)

Neural Network (MLP): 022 (-0.35, -0.08)

Ready 1o use S-Leamer using Linear Regression

‘Warm Months.

005(:0.16.0.26)
Ready 1o use T-Leamer using XGBoost
0.14(0.07.020)
Base T-amar cass

Creu Roeston 088 038, 119
Base T-Leamer class and feeding In XGBo0st
omnw ozm

foeding in Linear

Repacsion 005 004,007 cout 64 vt
converge)
Base R-Leame ciass and feeding in XGEcost
904002, 005) conl_ vk oy

e X-Leamer class and feading in Linear
keqesuun Ca 058 118 odt 6ot

Base X-Leamer class and feeding in XGBOost
0,13 (0.08. 0.18) (coe!_ did not converge)

Neural Network (MLP): -0.01 (-0.14, 0.12)

Propensiy Score Malching -
[N

|y Propensey score Matching:

P Score Matching: -
L, | Propensey Score wstening

CausabL

(ol

Full Year

Full Year

Linear Regression 0.33

Fropensty Scors Statfication. -
Propensiy Score-based
erse Weighting -

Coid Months

Linear Regression 016

{eady 1o use S-Leamer using Linear Regression

0.17(008,042)

to use T-Leamer using XGBoost:
0.18(0.11.025)
Base T-Learner ciass and i
LUnear Regression: -0 07 (-0.39, 0.26)
Base T-Learner ciass and feeding in XG8oost
018 m 1.025)

RiLeamer cass and feecing In Linear
Respesson 506 (305,007 cout Garet e

Base R-Leamer ciass and feeding In XGBOOSt:
0.12(0.11.0.13) (cosL_ did not converge)
Base X-Leamer cass and feeding i Linear
Regression. -0.07 (-0.40, 0.26) (coef_did not
:mwgc)

Linear Regression: -0.04

Propensiy Score Straification
er class and feeding In XGBoost:
Propensily Score-based 7012058 (coef_ oid not converge)
Inverse Weighbng:
011 (022,-0.00)
Watm Monins
Cold Months

Propensity Score Stratication - 0.06(-0.00.0.12)
Base T-Learner class and feeding in

Propenssy Score-based R n 121

e bty Unear 83 pee 2% 121,040

10 uze S-Leamer using Linear Regrezsion
-000(:021.020)

Rescy 1o use T-Leamer usng XGBoost

Random Comm Caia: &

A0d Unobsenved Gonmon
Placebo Tre: m-m ﬂ.m-r (13

Data smommooz
Dvaue.

‘Random Common Cause: 0
value 064

Add Unobserved Common Cause: -

Placebo Treatment Refuter. 0.04

o vaue 2
Data Suoset Retuter: 0.01
pvake 02

Base T-Le:
008 w ou [3 121
class and feeding In Linear

Reossion 009 (000, 0.10) (o Ganot  fe]
Sy )

-Leamer ciass and feeding In XGBoost
005 004, ona: (coet_did not converge)

er class and feeding I Linear

Regrosdon: 084 £121,0.48) Coel. ot
converge)
Base X-Leamer class and feeding n XGBoost
0.04 (-0.00, 0.08) (coet_oid not converge)

Neural Network (MLP): -0.15 (0.25, -0.06)

‘Warm Months

Reacy 1o use S-Leamer using Linear Regression
0.04(-0.17.025)

Ready to use T-Leamer using XGBoost.
008(001,015)
Base T-Learner ciass and feeding in
Lmav Regression 038 (-0.69,-0.06)

T-Learmer ciass and feeding in XGB00st

Seera

e ciass ang in Linear
Regression. 0.01(0.00, 0.01) (coef_didnot e
converge)
eamer class and feeding in XGBoast
0.11(0,10,0 12) (coet_ aanucwewel
X-Leamer ciass and fee
Rogrossion 038 (086,00 (Cou. 8anot

X-Leamer class and feeding i XOBoost
009 (0,04, 0.15) (cosf_id not converge)
Neural Network (MLP). -3772.84 (-4029.56,
-3516.10)

Full Year

Linear Regression. 005
Propensity Score Matching -0 09
Propensity Score Stratification: -0.03

Propensily Score-based
Inverse Weighting -0.06

Coid Months

Linear Regression 0,11
Propensity Score Matching -0 05
Propensity Score Stratification: -0.02

Propensily Scors-based
Inverse Weighting 0

Ready to use S-Leamer using Linear Regression
-0.02(-0.29,0.25)

Ready to use T-Leamer using XGBoost:
-0.02(-0.09, 0.05)

Base T-Leamer class and feeding in

Linear Regression: 0.03(-0.10, 0.17)

Base T-Leamer class and feeding in XGBoost:
-0.02(-0.09, 0.05)

Base R-Leamsr ciass and feeding In Linear
Regression: -0.05 (-0.06. -0.03) (coef_ did not
converge)

Bace R-Learner ciass and feeding in XGBOOSt.
0,06 (0.04, 0.07) (cosf_ did not converge)
Base X-Leamer ciass and feed

Regression: 0,04 (-0.09, 0.18) (coef_did not
converge)

Base X-Leamer ciass and feading in XGBoost
0.04{-0.00, 0.08) (coef_did not converge)

Warm Months.

Linear Regression: 004
Propensity Score Matching: -0 08
Propensity Score Stratification:-0.07

Propensiy Score-based
Inverse Weighting -0.05

Estimate Refutation
Linear Regression

Bandom Common Cause: 0.007
o vaiue: 0.98
Add Unobserved Common Cause 0.04
Placebo Trestment Refuter 0.0
pvalue 2
Data Subset Refuter. 0.01
p value: 094

pva
Add Unobserved Common Cause: 0,03
Placebo Treatment Refuter: 0.1

Random Common Cause: 0.00°
pvake 0.9

/Add Unobserved Common Cause 0.05

Placebo Treatment Refuter: 0.04

pvale: 2
Data Subset Refuter. 0.01
pvalue 098

ILP): 0.94 (077, 1.11)

Full Year

Full Year

Linear Regression- -0.06
Propensity Score Matching: -0.05
Propensity Score Stratification: -0.12

Propensity Score-based
Inverse Weighting: -0.05

Cold Months

Linear Regression: -0.02
Propensity Score Matching -0.02
Propensity Score Stratification” -0.03

Propensity Score-based
Inverse Weighting -0.02

Cold Months.

001(-029,031)
Ready 1o use T-Leamer using XGBoost
~0.00 (007, 0.07)
Base T-Leamer class and feeding in
Linear Regression -0.13(-0.38, 0.13)
Base T-Leamer class and feeding in XGBoost:
-0.00 (-0.07,0.07)
Base R-Leamer class and feeding in Linear
Regression: -0.01 (-0.02, 0.01) (coef_ did not
mmrg-)
ReLeamer class and feeding in XGBoost:

) (0020 rm (um m not cummel
Base X-Lear
Regression: g (-o 37 Ml)(wﬂ m not

converge)

Base X-Leamer class and feeding in XGBoost
0.08 (0.04, 0.12) (coef_ did ot converge)

Neural Network (MLP): 0.93 (0.75, 1.10)

Warm Months.

Ready 1o use S-Leamer using Linear Regression

L, | Fropensy score watcning -0.02

Linear Regression -0.03

Propensity Score Stratification: -0.06

Propensity Score-based
Inverse Weighting: -0.02

‘Warm Months

Ready 10 Use S-Leamer Using Linear Regiession

-012(:037.0.13)

Ready to i T-Learner using XGBoost
-0.02(-0.09, 0.05)

Base T-Leamer class and feeding in

Linear Regressi

Base T-Leamer class and feeding in XGEoos!

0.02(-0.16, 0.11)

Base R-Learner class and feeding in Linear
Regression: -0.07 (-0.08,-0.05)

Base R-Learer class and feeding in XGBoost
0.10 (0.09. 0.12) (coef_ did not converge)
Base X-Leamer ciass and feeding in Linear
Regression: -0.01 (-0.15, 0.12) (coef_aid not
converge)

Base X-Leamer ciass and feeding in XGBoost
-0.02 (-0.06, 0.02) (coef._did not converge)

Neural Network (MLP): 0.98 (0.82, 1.15)

Estmate Refutation
Linear Regression

P vaue: 0.86

'Random Common Cause: 0
pvalue: 1

Add Unobserved Common Cause: 0.198
Flacebo Tnamom R-M-« 002

DlhsnbselReMH 001
P value:

Random Common Cause 0

lue 096
‘Add Unobserved Common Cause 0.04
03

Ready 10 use S-Leamer using Lineat Regression
0.10(-033.013)
Ready 1o use T-Leamer using XGEoost
-0.03(-0.09.002)
Base T-Learner ciass and feeding

ar Regression -0.18 (0.2, mn)
Base T-Learner ciass and feedng in XGBoost
-0.03(-0.09,0.02)
Base ReLeamer class and fesding in Linear
Regression: 0.01(0.00, 0.02) (coef_ did not

)

converge)
Base R-Leamer cias and fesding in XGEoost
-0.06 (-0.07, -0.05) (coef_ rlﬂnmmmevw
Base X-Learner ciass and feeding in Ling
Regression 010 (0 29,-0.10) (61 6 not
converge)

Base X-Leaner ciass and feeding in XGBoost
-0.05 (-0.09, -0.02) (coef_ aid not converge)

Neural Network (MLP) -0.11 (-0.21,-002)

Coid Months

Ready to use S-Leamer using Linear Regression
005(-0.11,021)

Reagy to use T-Leamer using XGBoost
-0.03(-0.08,0.02)

Base T-Learner class and

Linear Regression: -0.08 (o 8001

Base T-Leamer clgss and feeding in XGBoost
-0.03(-0.08, 0.02)

R-Leamer ciass and feeding in Linear
Regression: 0.08 (0.07, 0.09) (coef_ did not
converge)

-Leamer class and feeding in XGBoost
0.02(0.01, 0.04) (coef_ did not converge)
Base X-Leamner class and feeding in Linear
Regression: -0.09 (-0.18, 0.00) (coef_ did not
converge)

Base X-Leamer class and feeding in XGBoost.
-0.02(-0.06,0.01)

Neural Network (MLP): -0.08 (-0.16, 0.00)

Warm Months
eady 10 use S-Leamer using Linear Regression
o By (-0.15,019)
eady 10 use T-Leamer using XGB0OSt
-004-0.09,0.01)
Base T-Leamer ciass and feeding in
Lmoar Regression: -0.14 (-0.23, -0.05)
e T-Leamer class and feeding in XGBoost:
oM( 0.09. 0.01) (coef_ did not converge)

Base R-Leamer Class and feeding in Linear
Regression: 0.00 (-0.01, 0.01)

Base R-Leamer class and feeding in XGBoost:
-0.05 (-0.07, -0.04) (coaf_ did not converge)
Base X-Leamner class and feeding in Linear
Regression: -0.14 (-0.23, -0.05) (coef_ did not
converge)

Base X-Leaner class and feeding in XGBoost
~0.03 (0.0, 0.00) (coet_ did not converge)

Neural Network (MLP) -0.11(-0.19, -0.03)




8 Large area of the.
rooms.

-

Full Year

Ful Year

Linear Regression. 0.07
Propensity Score Matching: 0.05
Propensty Score Stratibcaton: 0.13

Propensity Score-based
Inverse Weightng: 009

Cold Months

Linear Regression: 0.12
|| Propensity Score Matcang: 0.12
Propensity Score Swatiscation: 0,15

Propensiy Score-based
Inverse Weighting. 0.12

‘Warm Months

Linear Regression 0.08
Propensity Score Matching. 0.08
Lyl

Propensity Score Stratification: 0.18

Use S-Leamer Using Lingar Regression
003 (-0.15,021)
Ready 10 use T-Leamer using XGBOOSt
004 wnz [} u)

55 and teeding In
umaarvas(m -0.05(-0.18, 0.07)

Base T-Leamer cisss and feedng in XGBoost
004(:002,0 1)

Base R-Leamer ciass and foeding in Linear
Regression: 0.08 (0.07, 0.09) (coef_d not
converge)

Base R-Leamer ciass and feeding In XGB0ost
L8STH 640,07y 00 0 il o)
Base X-Leamer c1ass and feeding i Linear
Reprecsan 006" (018, 007) coet Gdnot
converge)

Base X-Leamer ciass and feeding in XGBoost
0.04(-0.00, 0.09) (coet_ did not converge)
Neural Network (MLP). 8703 91 (8160.71,
9247.10)

Colg Months
10 Use S-Leamer Using Linear Regression

0.08-0.11,026)

Ready 10 use T-Learner using XGBOOst

0.05(-0.01,0.12)

Base T-Leamer class

ndteecing In
Propensiy Score-based
Inverse Weighing: 0.12 u»u anm:wm D (027,002
ooswm 012)
Repesson 518 (031 16) (os. aan
‘Estimate Refutation. "'f;:;" 18(-021,-0.16) (coet_did not
Linsar Regression con

XGBoost

0.05(0.04.0.07) (coaf_ did not converge)
Base X-Leamer ciass and fesding in Linear
Regression: -0.12 (-0.26, 0.02) (cosf_did not
converge)

lase X-Lesrer class and feeding in XGBunur
0,05 (0.00. 0.09) (coef_ cid not converge)

Neural Network (MLP): 870326 (8160.01,
9246.50)

pvalue. 0.96

"Random Common Cause 0
pvaiue 084
Agd Unobserved Common Cause: 0.07
Placebo Treatment e 12

pvale:
Data Subset Refuter. 0
pvaive: 1

Placebo Treatment Refuter: 0.08

p vaive: 2
Data Subset Refuter: 0.003
pvaive 098

‘Warm Months

Ready 1o use S-Leamer using Linear Regression
0.08(-007,026)
use T-Leamer using XGBoost

0.10{0.04,0.16)
Base T-Leamer class and feeding In
Linear Regression 0.02 (-0.10, 0.13)
Base T-Learer ciass and feedng in XGBoost
010(004,0.16)
Base R-Leamer ciass and feeding In Linear
Regression: 0.11 (0.10, 0.12) (coef_did not
mmg.y

HLatmar e 60 acig 0108000
oo mne 0.08) (coet. wnvv
Base X-Leamer ciass Uneor
Row«slm a0, 0.5 e danet
98)

X-Leamer ciass and feeding in XGBoost:
0.12 (0,07, 0.16) (coe_ id not converge)

Neural Network (MLP). 8703 44 (8160 41,
9246.48)

Sy

Full Year

Full Year

Full Year

Ful Year

Linear Regression. -0.02
Propensiy Scare Matching: 0.03
Propensty Score Stratibcaton: 0

Propensity Score-based
Inverse Weightng: -0 02

Cold Months

Linear Regression -0.04
|| Propensty Score Matcang:-0.03
Propensity Score Swatiscation: 0,01

Propensiy Score-based
Inverse Weighting. -0.04

Ready 10 Use S-Leamer sing Lingar RDression
-0.08(-023,0.08)

Ready 10 use T-Learner using XGBOOSt
-0.03{-0.09, 0. nzl

Base T-Leamer ind feeding in

Chear Rogtosson 033033 001

Base T-Leamer class and feedng In XGHoost
-003(-008,003)

Base R-Leamer ciass and foeding in Linear
Regression: 0.03 (0.02, 0.04) (coef_did not

Base R-Leamer class and feeding In XGB0ost
-0.06 (-0.07. -0.04) (coef_ 0id ot convere)
Base X-Learner cass and feeding i Linear
Regression. -0.13 (-0.23,0.02) (cosf_did not
converge)
Base X-Leamer ciass and feeding in XGBoost:
0,00 (-0.04, 0.04) (coef_lid not converge)

7,

éam Months

Linear Regression -0.02
L, | Propensty Score matening. -0.02
Propensity Score Stratiicaton: 0.01

Propensity Score-based
Inverse Weighting: 0.02

9247.02)

Colg Months

20y 10 use S-Leamer Using Linear Regression
007 (-0.16,003)
Ready 10 use T-Learner using XGBOOst
-0.05-0.10, 0.00)
Base T-Leamer ciass and feeaing In
Uineas Ragrosson 003 (0.1, 08)

amer ol XGBoost

Estimate Refutation’
Linear Regrassion

Base T-Le:

-0 os 010, n 00)

Bas class and feeding in Lingar
Repession 5,03 £ 0 063 cout._danot
converge)

GBoost

-0.04 (-0.05. -0.03) (coel_ did not converge)
Base X Loamer class snd leeding n Linear
Regression: -0.03 (-0.11. 0.04) (cost.

converge)

X-Leamer ciass and feeding in XGBoost
~0.03 (-0.06. -0.00) (coef_ cid not convere)
Neural Network (MLP). §703.76 (8160.62,
924690}

‘Warm Months

ady 1o use S-Learner using Linear Regression,

ey
Ready 10 use T-Leamer using XGBoost
-0.02(-0.07.0.03)
Base T-Leamer class and feeding In
Ll sorteon 207 (432,10
Base T-Leamer class and feeding in XGBoost
-002 w 07,003)
Base R-Loamer ciass and foeding in Linea
Reggession 000 (001, 001 coe. ad ot
u-wg.)

R-Leamer ciass and feeding In XGB0ost
005 004 900 (oM o ek mm:
Base X-Leamer n Linear
Rewossion 1508 £0.16.¢ o (ot aanet
converge)

2 X-Learner class and feeding in XGBoost
-0.03 (-0.06, 0.01) (coaf_ cid not converge)
Neural Network (MLP). 8703 97 (8160.82,
9247.12)

Full Year

Ful Year

Linear Regression: -0.04
Propensity Score Matching: 0.4
Propensity Score Stratication: -0.3

Propensity Score-based
Inverse Weighting: -0.24

Coid Montns

Linear Regression -0 06
|| Propensity Score Matching: -0.46
Propensity Score Stratiication: -0.32

Propensity Score-based
Inverse Weighting -0.19

Ready to use S-Leamer using Linear Regression
004(-0.16,025)

Ready to use T-Leamer using XGBoost

-0.08 (014, -0.02)

Base T-Leamer class and feeding

Unear Regresseon 017 (004,030

Base T-Leamer class and feeding in XGBoost
0.08(-0.14,-0.02)

Base ReLearner class and feed:

Regression 0.00 (-0.02, ow(me« Sanct
converge)

)
Base R-Leamer class and feeding in XGBoost
-0.07 (-0.08, -0.06) (coef_ id not converge)
B3se X-Leamer ciass and feeding in Linear
Regression- 0.18 (0.05, 0.30) (coef_ did not
converge)

Base X-Leamer ciass and feeding in XGBoost
-0.01(-0.05, 0.02) (coef_ did not converge)

P) 1.30(0.85, 1.74)

Linear Regression -0.015
Propensity Score Matching. 0.12

Propensity Score Stratification: -0.04.

Propensity Score-based
Inverse Weignting: -0.07
Cold Montns

Linear Regression -0.05
Propensity Score Matching: 0.14
Propensity Score Stratification: -0.01

Propensity Score-based
Inverse Weighting: -0.07

dy 10 Use S umr Using Linear Regression
-0.01(:022,02
Ready fo use T—anu using XGBoost
0% 010.022)
Base T-Leamer class and feeding in
Linear Regression 0.10 (-0.03, 0.23)
Base T-Leamer ciass and feeding in XGBoost
0.16(0.10,022)
Base R-Learner class and feeding in Linear
Regression: 0.01(0.00, 0.02) (coef_ &id not
converge)
-Leamer class and feeding in XGBoost
0.01(0.00, 0.02) (cos_ &id not converge)
X-Leamer class and feeding in Linear
Regression: 0.10 (-0.03. 0.23) (coef_ did not
converge)
Leamer class and feeding in XGBOOSt
o 15(0 11,0.19) (cos._ id not converge)

Warm Months

Linear Regression -0.05

|, Propensey Score Miatening. 0.49
Propensity Score Stratification” -0.35

pensity sed
Inverse Weighting -0.25

Estmate Refutation:
Linear Regression

Placebo Treatment Refuter 005
pvalue 2
001

Cold Months.

Ready o use S-Leamer using Linear Regression

001(-020,023)
Ready o use T-Leamer using XGBoost
-0.04(-0.10,002)

Base T-Leamer ciass
Linear Regression: 0.19(0.03, 0.35)

Base T-Leamer class and feeding in XGBoost
0,04 (-0.10,0.02)

Base R-Leamer class and feeding in Linear
Regression: 0.04 (0.03, 0.06)

ReLeamer ciass and feeding in XGBoost:
0,02 (0.03.-0.01) (coe_did not converge)
Base X-Leamer ciass and feading in Linear
Regression 0.20 (0.04, 0.36) (coef_ did not
cmg-)

mer ciass and feeding in XGBoost:
-0 00 (—o 040 03)

Neural Network (MLP)- 129 (085, 1.73)

(MLP): 030 (020, 0.39)

Propensity Score Matching: 0.14
L, | Propensty o

Linear Regression -0.06

Propensity Score Stratification: -0.03

Propensity Score-based
Inverse Weighting: -0.07

pvalue 091

pvalue: 0.76
Add Unobserved Common Cause: 0.07
Fiacabo Treatment Refuter. 0.005

Random Common Cause: 0.07

PV
Add Unobserved Common Cause: -0.02
Placebo Treatment Refuter: 0.05

Warm Montns

Ready 1o use S-Leamer using Linear Regression

008(-0.12,028)

Ready to use T-Leamer using XGBoost

0.04(-0.11,002)

Base T-Leamer class and feed

Linear Regression- 0.13 (0.01, 535

Base T-Leamer class and feeding in XGBoost

-0.04(-0.11,0.02)

Base R-Leamer class and feed:

Regression: -0.03 (-0.04, 4:02)<we1 Ganot
)

converge)
Base R-Leamer class and feeding in XGBoost
0,02 (-0.03,-0.01) (coef_ id not converge)
Base X-Leamer ciass and leeding in Lineat
Regression. 0.14 (0.02, 0.26) (cosf_ &id not
converge)

Base X-Leamer class and feeding in XGBoost
0.03(-0.07, 0.01) (coef_ did not converge)

Neural Network (MLP) 1.3 (0.90, 1.82)

Estmate Refutaton
Linear Regression

Random Common Cause: 0,007
008

pvalue: 096

Cold Months

10 Use S-Learner Using Linear Regression
0.02(-0.11,0.16)
Ready to use T-Leamer using XGBoost:
015(010,021)
Base T-Leamer ciass and feed
Crear Rograsaion 011 0,02 030)
Base T-Leamer class and feeding in XGBoost.
0.15(0.10,021)

Base R-Learner class and fesding in Linear
Regression: 0.03 (0.02, 0.04) (coef_&id not
converge)

R-Learner class and feeding in XGBoost
-0.02-0.03, -0.01) (coef_did not converge)
Base X-Leamer class and feeding in Linear
Regression: 0.10 (0.01, 0.19) (coef_ aid not

X-Learner class and feeding in XGBoOSL:
0.15(0.11. 0.19) (coet_ did not converge)

Neural Network (MLF): -14942.02 (-16543.01,
-13341.03)

Werm Months

Ready 10 use S-Learner using Linear Regression
0.04(-0.19,0.12)

pvake 08
Add Unobserved Common Cause: 0.0
Placebo Treaiment Refuter: 0.05

p vave 2
Data Subset Refuter 0.001
D vaiue: 0.96

erved Common
ey n-azm-m Refuter: 0.06

e: 2
Data subset amur 0001
pvalue: 096

y T-Leamer using XGBoost
0.14(0.09.020)
Base T-Leamer class and feeds

Unear Regresson 0 10001 019)

Base T-Leamer ctass and feeding in XGBoost.
0.14(0.09,020)

Base R-Learner class and feeding in Linear
Regression: 0.02 (0.01, 0.03) (coef_ aid not

Base R-Learner class and feeding in XGBoost:
-0.01(-0.02. nom(cw aunuwmm
Base X-Leam: Linear
Regression: ons(ooo o19)(aoe4 aid not
converge)

Base X-Leamer class and feeding in XGBoost:
016 (0,12, 0.20) (coef_ did not converge)
Neural Network (MLP): -14941.08 (-16541.95,
-1334021)




Full Year

Full Year

Uinear Regression’ No relevant identifed
estmand

Propensity Score Matching: No reievant
identied estmand

)

Propensity Score Stratification. N relevant
identfied estimand

Propensty Score-based
Inverse Weighting: No relevant identified
estimand

Cold Months.

ieady 1o Use S-Leamer Using Linear Regression

BEH 029,-002)
Ready to use T-Leamer using XGBoost
008 (-0.14,-0.01)
Base T-Leamer class and f in
Linear Regression: -0.12 (-0.26, 0.03)
Base T-Leamer class and feeding in XGBoost:
0.08(-0.14,-0.01)

R-Learner class

Base feading in
Regtossion 17 (0 15..019) (oo aanot <]

converge)

Tinear Regression. NO

estmand

Propensity Score Matching: No relevant

identfied estimand

Propensky Score Swasiication: No relevant
idenbfied estimand

& class and feeding in XOBoost:
-0.08 (-0.09, -0.07) (coef_id not converge)
Base X-Leamer class and feeding i Linear
Regression -0.12 (-0 27, 0.03) (coef_did not
converge)

Base X-Leaner class and feeding in XGBoost:

Unear Regression No relevant identiied
estmand

Propensity Score Matching: No reievant
identied

'

Propensity Score Stratification: No relevant
identiied estmand

Propensity Score-based
Inverse Weighing No relevant identiied
estimand

‘Estimate Retutation
Linear Regression

Random Cnmmon Cause: -

Add Unobserved Gommon Cause:-
Placebo T -almml

Data Subset Retuer -
P value -

Random Common Cause: -
Add Unobserved Common Cause: -
Placebo Treatment Refuter. -

pvalue: -
Dats Subse! Refuter -
pvalue: -

Propensiy Score-based -0.06 (-0.09, -0.02) (coef_cid not converge)
nverss Y e el aca
P)0.35(0.22,0.43)
Cold Months

use S-Leamer using Linear Regression

4 15 1—0 30,-001)
teady to use T-Leamer using XGBoost:

byt (0.18,-0.05)
Base T-Leamer class and feeding in
Linear Regression: -0.19 (-0.36, -0.02)
Base T-Leamer ciass and fesding in XGBoost
-0.11(0.18,-0.05)
Base R-Learner ciass and feeding in

Regression -0.21 (:0.22, —omuxm Gonat fe-|

converge)
R-Leamer class and feeding in XGBoost
-0.16 (-0.17, -0.15) (coel_ did not converge)
Base X-Leamer class and feeding i Linear
Regression -0.20 (-0.37, -0.02) (coef_ did not
converge)
Base X-Leame class and feeding in XGBoost:
-0.08 (-0.12, -0.05) (coef_ did not converge)

Neural Network (MLP): 0.35 (0.2, 0.47)

Warm Months

Ready to use S-Leamer using Linear Regression
47 20 (-o 23,-007)
use T-Learner using XGBoost.
by 10 m 15,-0.04)
Base T-Leamer class and feeding in
Linear Regression: -0.16 (-0.30. -0.03)
Base T-Leamer ciass and feeding in XGBOOSY.
010 (-0.15,-0.04)
Base R-Leamer class

ana fes
Regression -020 (-021, —O‘SNUM ot fod

converge)

Base R-Learner class and feeding in XGBoost
-0.17 (-0.18, -0.16) (coef_ did not converge)
Base X-Leamer class and feeding in Linear
Regression: -0.16 (-0.30, -0.03) (coef_ did not
converge)

Base X-Leamer class and feeding in XGBoost
-0.09 (-0.12, -0.06) (coef_ &id not converge)

P) 035(022.048)

Full Year

Full Year

Linear Regression. No elevant identified
estimand

Pmmw Score Mmmnu No relevant
identiied

Pmunwny Sum Stratification: No relevant
identified estmand

)

Propensity Scor
inverse w-lgnnng Vo televant denied
estimand

Ready 10 use S-Leamer using Linear Regression
0.07(-0.06,020)
Ready to use T-Leamer using XGBoost:
-0.05(-011,001)
Base T-Leamer class and feeding in
Linear Regression: -0.04 (-0.19, 0.11)
Base T-Learnet ciass and feeding in XGB00st
-0.05(-0.11,001)

Cold Months
Uinear Regression: No relevant identined.
estimand
Propensity Score Matching: No reievant
identiied estmand
Pmnensny score Stratification” No relevant
identfied

Pﬂwtnsw Sw
verse Welghting: No reevant identiied

)

Regression: 0.03 (0.01, 0.04) (coef_ did not
converge)

Base R-Leamer class and feeding in XGBoost
0.0 (-0.06, -0.04) (coef_ did not converge)
Base X-Learner class and feeding in Linear
Regression: -0.04 (-0.19, 0.11) (coef_ &id not
converge)

Base X-Learner class and fesding in XGBoost
-0.05(-0.08, -0.01) (coef_ &id not converge)

P) 0.18 (0.04,0.31)

Propensity Score Matching: No relevant
identied estmand

)

Propensity Score Stratiication: No relevant
igentified estmand

Score-pased
inverse Weighting. No felevant identified
estimand

Estimate Refutation.
Linear Regression

Cold Montns

'Ready 10 use S-Leamer using Linear Regression
008 (—o 07,023)
ise T-Leamer using XGBoost

4 00 w o0 07)
Base T-Leamer
Linear Regression —011(03' )

Base T-Leamer class and feeding in XGBoost
000007, 007)
Base R-Leamer ciass and feeding in Linear
Regression: -0.12 (-0.15, -0.09) (coef_ cid not
converge)

'Random Common Cause: -
b value: -

Add Unobserved Common Cause: -
Placeoo Treatment Refuter -

b value -
Data Subset Refuter -
palus -

Random cm Cause -

Adg Unobserved Common Cause. -
Placeoo Treatment Refuter.

55 and feeding in XGBoost:

0.01(-0.01, 0.02) (coef_ did not converge)
X-Learner class and feeding in Linear

Regression: -0.11 (-0.31, 0.09) (coef_ &id not

converge)

Base X-Learner class and feeding in XGBoost

-0.01(-0.05, 0.04) (coef_ did not converge)

Neural Network (MLP): 0.18 (0.05, 0.32)

Full Year
Uinear Regression No relevant identified
estmand

Propenaky Scurs atchng:Wo eevark
identfied estimar

&

Propensty Stor. smmcm No relevant

identfied estmand

Propensity Score-based

Inverse Weighting: No reievant identied
stimand

‘Ready 10 use S-Leamer using Linear Regression

Full Year

011(-001,024)

Ready to use T-Leamer using XGBoost:
0.09(0.03,0.14)

Base T-Leamer class and in

Linear Regression 0,07 (-0.06, 0.21)

Base T-Leamer class and feeding n XGBoost
009(003,014)

Cola Montns
Uriow Rapression: Ho rwievent Gwumd
P-upensny Score Macting: Wo ievent

| idensiied estimar

Propensty St snrmcm No relevant
identfied estimand

Propensity Score-based
meias Welohing:Ho seevest vasied

Regression: 0.01 (0.00, 0.02) (coet_dignot  [¢—
converge)

Base R-Leaner class and in XG8oost
0.11(0.10,0. ‘2) (coet_ mnuwweme)
Base X-Learner ciass and feeding in Linear
Repressian'0.08 (005 oztl(mef_wmn

Base X-Leatner ciass and feeding in XGBOOSt.
0.09 (0.0, 0.13) (coef_ did not converge)
Neural Network (MLP): 1042 82 (169182,
219382)

‘Warm Months

Coid Montns

Unear Regression: No relevant identiied
estimand

Propensty Score Wsictng: Mo rsevent
identfied estimand

Propensty Score Stratficaion” No relevant
identfied estimar

Propensty Score-based

Inverse Weighting: No relevant identiied
estimand

)

Estimate Refutation
Linear Regression

Ready fo use stumer Using Linear Regression
0.09(-0.02,0.
Ready to use T- mmu using XGBoost
0.08(0.03,013)
8ase T-Leamer class and feeding In
Linear Regression” 0,04 (-0.05, 0.14)
Base T-Leamer class and fesding in XGBoost
0.08(0.03,0.13)
Base R-Leamer class and feeding in Linear
Regression- 007 (0.06, 0.08) (coef_didnot  f¢—|
converge)

XG8oost

‘Random Common Cause: -

0.10(0.09, 0.11) (coef_dic not converge)
Base X-Leamer ciass and feeding in Linear
Regression- 0.05 (-0.05, 0.14) (coef_id not
converge)

Base X-Leamer class and feeding in XGBoost-
0.08 (0.05, 0.11) (coef_ id not converge)
Neural Network (MLP). 1945.10 (1693.95,
219626)

‘Warm Months

Random Common Cause: -
pvalue. -
Common Cause: -

Placebo Treatment Refuter -

palue. -
Data Subset Refuter -
paue -

Ready 10 use S-Leamer using Linear Regression
0.09(-0.02,0.19)
Reacy touse TLeames sing X0Boost
0.01(-0.04,0.05)
Base T uam« class and feeding in
Linear Regression 0.04 (-0.05. 0.13)

ase T-Leamer class and feeding In XGBoost:
0.01(-004,0 ns)
Base R-L and feeding in Linear
Reposson D04 (003,009 coul_ Baret e
converge)

Base R-Leame class and feeding in XGBoost.

-0.06 (-0.07. -0.05) (coet_ did not converge)

'Base X-Learner ciass and feeding in Linear

Regression” 0.04 (-0.05, 0.13) (coet_ did not
erge)

Base X-Leatner Ciass and feeding in XGB0osL
0.01(-0.02, 0.05) (coef_did not converge)

Neural Network (MLP): 1041.10 (169028,
219191)

Full Yoar

Full Year

Tinear Regression. No felevant identiied
estimand

Propensity Score Matchng: No relevant
identifed estmand

Pr Score Stratification: No relevant
identifed estmand

¥

e-based
Inverse Weighting. No relevant identified
estimand

156 S-Leamer using Linear Regression
o mw 24000
Ready to use T-Leamer using XGBoost
-0.06 (-0.12.-0.01)
Base T-Leamer class and feedi
Linear Regression: -0.25 (-0. 45 0 DG)
Base T-Learner class and feeding in XGBOost
-0.06(-0.12,-0.01)

Cold Months
Linear Regression: No relevant identiied
estimand

Propensiy Score Malching: No relevant
[~>] identfied estmand

Propensty Score Strafiication” No relevant
identfied estmand

Propensdy Score-based

Anyorse Weighting: No relovant ideniiied
estmand

Linear
Regression: -0.02 (-0.03, -0.01) (coef_ did not
converge)

Base R-Leamer ciass and feeding in XGBOost:
-0.03 (-0.04, -0.02) (coef__ did not converge)
Base X-Learner class and feeding in
Regression: -0.26 (-0 45, -0.06) (coef_ did not
converge)

Base X-Learer class and feeding in XGBoost
-0.05 (-0.09, -0.01) (coef_ d not converge)

Neural Network (MLP): 0.18 (0.08, 0.28)

Warm Months
Tinear Regression: No reievant identinied
estmand

‘Score Matching: No relevant

L] identiied estmand

Propensity Score Stratification: No relevant

identiied estmand

Propensty Score-based

inverse Weighting: No relevant identiied

estmang

‘Estimate Refutation
Linear Regression

Cold Montns
10 Use S-Leamer using Linear Regression
b 516, 005)
Ready fo use T-Leamer using XGBoost
-0.03(-0.08. 0.01)
Base T-Leamer class and feed
Unear Regression 013 (0 29, 0.2
Base T-Learmer class and feeding in XGBoost
-0.03(-0.08, 0.01)
Base R-Leamer cass and foedi
Regression. 0.02 (0.01, 0.03) mm danon
converge)

ciass and feeding in XGBoost

‘Random Common Cause: -
value: -

Add Unobserved Common Cause: -
Placebo Treatment Refuter. -
D value: -

Warm Months

Ready 10 use S-Leamer using Linear Regression
0.08(-0.05,0.21)

Ready 10 use T-Learer using XGBoost.
-0.00(-0.07. 0.0)

Base T-Leamsr class and feeding in

Linear Regression -0.08 (-0.30, 0.13)

Base T-Leamer class and feeding in XGBoost
0.00(-0.07, 0.06)

Base R-Leamer class and feeding in Linear
Regression: 0.03 (0.02, 0.04) (coef_ did not
converge)

Base R-Leamer class and feeding in XGBoost
0.02 (0.00, 0.03) (coef_id not nwvewe)
Base X-Learner class and feedin

Regression: -0.09 (-0.30, om(mn,annu
converge)

Base X-Learner ciass and feeding In XGBoost
~0.01(-0.05, 0.02) (coef_ id not converge)

Neuwral Network (MLP) 0.02 (-0.12, 0.15)

value: -

‘Random Common Cause: -
e -

Add U Cause: -
Placebo Treatment Refuter -

pvalue
Data Subse! Refuter -
pvalu

0.01(0.00, 0.02) (coef_ cid not converge)
Base X-Learner class and feeding in Li
Regression: -0.14 (-0.29, 0.02) (cosf_cid not
converge)

Base X-Learner class and feeding in XGBoost
-0.03 (-0.06, -0.00) (coet_ &id not converge)

Neural Network (MLP): 0.18 (0.10, 0.27)

Warm Months

)y 1o use S-Leamer using Linear Regrassion|
by (517, 002)

Ready 1o use T-Learner using XGBoost

-0.06 (-0.11,-0.02)

Base T-Leamer class and feeding in

Linear Regression 0.0 (-0 24, 0.05)

Base T-Leamer class and feeding in XGBoost:

008 (-0.11,-0.02)

Base R-Leamer class and feeding in Linear
Regression: -0.07 (-0.08, -0.06) (coef_ id not
converge)

Base R-Leamer class and feeding in XGBoost
-0.04 (-0.05, -0.03) (coef_ &id not converge)
Base X-Learner class and feeding n Linear
Regression: -0.10 (-0.24, 0.04) (coef_ did not
converge)

Base X-Leamer class and feeding In XGBOOSt
-0.08 (-0.11. 0.05) (coet_ did not converge)

Newral Network (MLP): 0,18 (0.10, 027)




PyWhy

CausaliL

Full Year

Full Year

Linear Regression 0.22
Propensity Score Matching. 0.05
|

Propensity Score Stratification: 027

Propensiy Score-based
Inverse Weighting: 0.31

‘Ready 10 use S-Leamer using Linear Regression.
0.08(-0.09, 0.
Ready to use T-L eamer using XGBoost
015(0.09,021)
Base T-Leamer ciass and feeding in
Linear Regression. 0.16 (0.01, 0.31)

2 T-Leamer class and feading in XGBoost
LEOma) T

Cold Months

Rowu:mnw(ow 0.10) (coet_ Saat
onverge)

Linear Regression 029
|» Propensy Score Matcning: 0.08

Propensity Score Stratification: 0.35

Propensiy Score-based
Inverse Weighting: 0.36.

sase -Leamer class and feeding in XGBoost:
0.10(0.08, 0.11) (coef_&id not converge)
Base X-Leamer class and feeding in Linesr
Regression 0.17 (0,02, 0.32) (coef_ &id not
converge)

Base X-Leamer class and feeding in XGBoost
0.10(0.06, 0.15) (coef_ cid not converge)

030 (0.43,0.17)

Linear Regression 028
Propensiy Score Matching: 0.09

Propensiy Score Stratification: 0.35

Propensiy Score-based
Inverse Weighting: 0.38

Cold Months

Ready 1o use S-Leamer using Linear Regression
0.18(0.00,0.37)

Ready 10 use T-Leame using XGBoost:
022(0.16,028)

Base T-Learner ciass and feeding in

Linear Regression 0.48 (0.31, 0.64)

Base T-Learer class and feeding in XGBOOSt:
022(0.16,028)

Estmate Refut
Linear ngussm

Base R-Leamer class and feeding in Linear
Regression 0.35 (0.34, 0.37) (coef_ dd ot
converge)

Bace R XGBoost

'Random Common Cause: 0
P value 095

Add Unabserved Common Cause: 0.06

Placebo Treatment Refuter 022

025(024,027) «m aid not w-mm)
Base X-Leamer dass and feeding in
Regression 0.48 (0.32, 0.65) (coef_ S not
converge)

Base X-Leamer class and feeding in XGBOGSt
017 (013, 0:21) (coef_ did not converge)

Newal ):-0.20 (-0.42, -0.16)

Adt Uncbsereed Common Cause 02
Placeno Tre: Refuter: 029

Random Common Cans- 0
P vaiue: 0.

Ada Unovsesed Camman Cause: 008

Placebo Treatment Refuter: 0.008

pvalue 0.89

‘Warm Months

to use S-Leamer using Linear Regression

o B (-d 04,028)
use T-Leamer using XGBoost

o5t 0o
Base T-Leamer class a ing in
Linear Regression 027 (012, 0.42)
Base T-Leamer class and feeding in XGBoost:
020(0.14,0. 17)
Base R-Leamer ciass and feeding in Linear
Reoression 0.14 (0.1, 0.15) codl 80 not
converge)
Bete AL ietia e e 0B
( za) «:M did not converge)

feeding in Linear
Rewssmn nza(ou 0.43) (coet_ & not
onverge)

= X-Leamer class and fesding in XGBogst
0.1 (0.15, 0.23) (coet_ did not converge)

Neural Network (MLP): -0.30 (-0.43. -0.17)

Full Year

Full Year

Linear Regression. -0.2
Propensity Score Matching: -0.16

sl

Propensity Score Stretification: -

Propensity Score-based
Inverse Weighling -0.37

Cold Months.

Linear Regression: -0.23

|-+ Propensty Score Matching: -0.15

Use S-Leamer using Linear Regression
05 lar 050
Ready to use T-Leamer using XGBoost

0,08 (-0.15,-0.01)
Base T-Leamer class and feeding in
Linear Regression 0.01 (-0.18 0.19)

Leamer class and feeding in XOBoost:
-0.08(-0.15,-0.01)
B3se R-Leaner class and feeding in Linear
Regression. 0.28 (0.22, 0.34) (cosf_dd ot fe—]
converge)
Base RLeamer class and feeding in XOBoost
-0.07 (.08, -0.05) (coef_cid not converge)
Base X-Leamer feeding in Linear
Regression: 0.05 (-0.14, 0.23) (coef_did not
converge)

Linear Regression: -0.22

Propensity Score Malching. -0.18
Propensity Score Stratification: -

Propensity Score-based
Inverse Weighting. -0.39

‘Estimate Refutation
Linear Regression

‘Random Common Cause: 0
value:

p value 098
Add Unobserved Common Cause: 0,07
Placebo Treatment Refuter. 0.23

pvalue: 2
ata Subset Refuter: 0.02
pvalue 0.74

Propensty Score Swatficaton: -
X-Learner class and feeding in XGBoost:
Propensity Score-based 0.01(-0.04, 0.05) (coef_ did not converge)
Frveree Weloking. 098 (MLP) 38127 45 (31925 42.
4432049)
‘Warm Months:

Cokd Months.

Ready 1o use S-Leamer using Linear Regression
0 m 4-0 24 029)
Resdy to use T-Leamer using XGBoost

006 (-0.13,001)
Base T-Leamer class and fee
Linear Regrassion 007 (0 10, 0.26)

Base T-Leamer class and feding in XOBoost
-0.06(-0.13,001)

Base R-Leamner ciass and feading in Linear
Regression: -0.25 (-0.29, -0.21) (coet_did not  fe—|
converge)

8352 ReLeamer class and feeding in XGBoost
-0.13 (-0.15, -0.12) (coe!_id not converge)
Base X-Leamer class and feeding in Linear
Regression 055 (-0.35, 1.44) (coef_ did not
converge)

Base X-Learner class and feeding in XGBoos!-
-0.13 (:0.15, -0.10) (coef_ cid not converge)
Neural Network (MLP) 38140 19 (31938 29,
4434200)

Warm Months

Ready to use S-Leamer using Linear Regression
008(0.18,034)

Ready to use T-Leamer using XGEoost
0.10(-0.17,-0.03)

Base T-Leamer class and feeding in

Linear Regression: 0.1 (-0.28, 0.07)

Base T-Leamar ciass and feeding in XGBOOSL
-0.10/(-0.17.-0.03)

Base R-Leamner class and feeding in Linear
Regression -0 36 (-0 40, -0.33) (coef_didnot [
converge)

Base R-Leamer ciass and feeding in XGEost:
0.2 (-0.24, -0.20) (coef_did not comvere)
Base X-Learner class and feeding in
Regression: 0.48 (-0.26, 1.22) (coef_ St
cmnm)

X-Leamer class and feeding in XGBoost
.om-ow -0.09) (coef_ cid not converge)

Neural Network (MLP). 3813940 (31937.11,
168)

CausaML

Ny

Full Year

Full Year

Linear Regression 0.08
Propensity Score Matching: 0.1
>l
Propensity Score Stratification 0.12

Propensity Score-based
Inverse Weighting: 0.13

10 use S-Leamer using Linear Regression
Soiloan o
Ready to use T-Leamer using XGBoost
0.08(0.03,0.15)
Base T-Leamer class and feed
Unear Regtassin 0,09 0,06, 526
Base T-Learner class and feeding In XGBoost:
0.09(0.03,0.15)

Cold Months

Linear Regression: 0.03
|-»| Propensy Score Matching: 0.05
Propensity Score Stratification: 0.03

Propensity Score-based
Inverse Weighting. 0.05

class and feeding in Linear
Regression: 0.16 (0.15, 0.17) (coef_didnot e

-Learner ciass and feeding in XGBoost
0.16 (0.15,0.17) (coef_did not converge)
Base X-Learer class and feeding in Linear
Regression: 0.10 (-0.07, 0.27) (coef_ did not
converge)

Base X-Learner class and feeding in XGBoost
0.03(0.04,0.12) (coef_cid not converge)

Neural Network (MLP). -0.30 (-0.40, -0.20)

‘Warm Months

Linear Regression’ 0.05

|, Propensiy Score Matchng: 0.05
Propensity Score Stratification: 0,05

Propensity Score-based
Inverse Weighting: 0.06

Estimate Refutation.
Linear Regression

Cold Montns

to use S-Leamer using Linear Regression
41 o1 (42 12,0.10)
Ready to use T-Leamer using XGBoost:
0,03 (-0.02, 0.08)
Base T-Leamer class and feeding

Unear Reressn 001 (0 11,010

Base T-Leamer class and feeding in XGBoost
0.03(-0.02, 0.08)
Base R-Leamer ciass and feeding in Line:
Regression: 0.03 (0.02, 0.03) (coet_ aant e
converge)

94
Add Unodserved Common Cause: 0.026
Placeno Treatment Refuter. 0.08

p value: 2
Data Subset Refuter 0002
pvalue 094

mm cammm Cause: 0
alue 093

Add Unabserved Common Cause 0

Piacebo Tr rntmem szuler 0 03

Data Suer Retter 0003
pvalue 092

mmon
Placebo Treatment Refuter. 0.053

pvalue: 2
Data Suoset Refuter: 0
pvalue: 1

class and feeding in XGBoost:
0.05 (0.04, 0.0) (coef_ cid not converge)
Base X-Learner class and feeding in Linear
Regression: -0.01 (-0.11, 0.10) (coef_ &id not
converge)

Base X-Learner class and feeding in XGBoost
0.05(0.01,0.08) (coef_cid not converge)

Neural Network (MLP): -0.30 (-0.39, -0.22)

Warm Months

Ready 10 use S-Leamer using Linsar Regression
-0.03(-0.15, 0.08)
Ready 10 use T-Learer using XGBOOst
0.05(-0.00,0.11)
Base T-Leamer class and feed
Uinear Regession 001 (009, 011)
Base T-Leamer class and feeding In XGBoost:
005(-0.00,011)
Base R Leamer cess and fesding i Line

Regression: -0.01

0,02, -0.00) (coef_ wnﬂ fe—

R-Leamer class and feeding in XGBoost
omcnos 0.07) (coel_ Mn c )
Base X-Learner class an

Regression: 0.01(-0.09, nm(w St

Base X- r class and feeding in XGBoost:
002 (.00, 0.07) (zost. 3 not comverge)

Newal Network (MLP) -0.30 (-0.39, -0.22)

Full Year

Full Year

Linear Regrassion -0.005
Propensity Score Matching: -0.11

|

Propensity Score Stratfication. -

Propensity Score-based
Inverse Weighting: -0.06

Coid Montns

Linear Regression: 0.02
|-»] Provensiy Score Matcning: -0.03
Propensity Score Stratfication: -

Propensity Score-based
Inverse Weighting -0.01

Ready 10 use S-Leamer using Linear Regression
0.01(-0.27.029)
Ready fo use H.umel using XGBoost:
-0.18 (-0.26, -
Base T-Lumu msﬁ and feeding in
Linear Regression -0.30 (-0.43, -0.17)
Base T-Leamer class and feeding In XGBoost:
~0.18 (-0.26. -0.09)
Base R-Leatnst class and feeding in Linear
Regression: 0,06 (0.03, 0.08) (coef_did not
converge)

ase R-Leamer class and feeding in XGBoost:
-0.21(-0.23. -0.19) (coef_ dld not oomem)
Bass X-Leatner ciass and
Regression: -0.45 (-0 62, 0. 30) (. G not
converge)
Base X-Leamer ciass and feeding in XGBoost
-0.18 (-0.26, -0.11) (coet_ did not converge)
P): 38127.13 (31822.21.

4433205)

Linear Regression 0,03

L, | Fropensiy score matcning: -0 03
Propensity Score Stratification: -

Propensity Score-based
Inverse Weighting: -0.007

Estmate Refutation:
Linear Regression

Cold Months

Ready 10 use S-Leamer using Linear Regression.
009 (-0.05,024)

Roady fo uso T-Loamerueing XGE0SE
0.11(-0.19,-004)

Base Y-Leamef class and feeding in

Linear Regression:-0.14 (-0.22. 0.07)

Base T-Leamer class and feeding In XGBoost
0.1 (-0.19, -0.04) (coef_did not converge)
Base R-Leamer class and feeding in Linear
Rowesswn -0.25(-0.28,-0.22) (coef_ did not

verge)

55 and feeding In XGBoost:

Random Common Cause: 0.001
Dvalue: 098
Add Unobserved Common Cause: 0.002
Piacebo Treatment Refuter: 0.006

pvalue: 2
Data Subset Refuter. 0.008
pvalue 093

'Random Common Cause: 0

val
Common Cause: 0.001
Refuter: 0.026

Random Common Cause: 0.001

Add Unobserved Common Cause. 0.008
Piacebo Treatment Refuter. 0033

pvake: 07

0.09(0.07, 0.11) (coef_ did not converge)
Base X-Leamer class and feeding in Linear
Regression: -0.15 (-0.21, -0.09) (coef_ did not
converge)
Base X-Learner ciass and feeding in XGBoos!
0,07 (-0.14, -0.00) (coef_ did not converge)
Neural Network (MLP): 38128.29 (3192292,
44333 67)

‘Warm Months

Ready 1o use S-Leamer using Linear Regression
0.10(-0.06.0.26)

Ready to use T-Leamer using XGBoost:
-0.11(-0.19, -0.04)

Base T-Leame class and fee:

Linear Regression -0.16 (-0.24, ~0 08)

Base T-Leamer class and feeding in XGBoost:

0.11(-0.19,-0.04)

Base R-Leamer class and fesding in Linear

Regression: -0.41(-0.45, -0.38) (coef_did not

converge)

Base R-Leamer ciass and feeding in XGBoost
017 (-0.19,-0. 15)(:0(! Mnmwwcml)

Base X-Leamer clas: ing in Linear

Re;mam mo(on oozucw @d not

converge)

Base X-Learer ciass and feeding in XGBoost

-0.03(-0.08, 0.03) (coef_ & not converge)

Neural Network (MLP): 38121.02 (31916 75,

4432528)




Linear Regression: 0.14

Propensity Score Matching: 0.07

Propensity Score Stratification: 0.14

Propensity Score-based
Inverse Weighting: 0,14

Random Common Cause: 0

pvalue 089
Add Unobserved Common Cause: 0
Placebo Treatment Refuter: 0.14

Ready 1o use S-Leamer using Linear Regression

0.14(0.06,021)

Ready to use T-Leamer using XGBoost

0.14(0.10,0.17)

Base T-Leamer class and feeding in

Linear Regression 0.14 (0.07, 0.20)

Base T-Leamer ciass and feeding in XGBoost

0.14(0.10,0.7)

Base R-Leamer class and feeding in Linear

Regression: 0.19 (0.19, 0.20) (coet_did not

converge)

Base R-Leamer ciass and feeding in XGBoost

021021, 0.22) (coef_ did not converge)
Base X-Leamer class and feeding in Linear

Regression: 0,14 (0.07, 0.20) (coef_did not

mwugc)

mer class and feeding in XGBoost
0. IO(V !2 0.19) (coef_ did not converge)

Neural Network (MLP): -6.19 (-12.19, 5.82)

CausalML

Linear Regression: 0.004
Propensty Score Matching: 0.002
Propensity Score Stratfication: 0.004

Propensity Score-based
Inverse Weighting: 0.004

Random Common Cause 0
pvalue 084

Add Unobserved Common Cause: 0.001

Placebo Treatment Refuter: 0.004

p value 096
Data Subset Retuter 0
pvalue 094

Cold Montns

Cold Montns

Linear Regression: 0.26
Propensity Score Matching: 0.14

Propensity Score Stratification: 0.19

Propensty Score-based

Inverse Weighting: 0.14

Estimate Refutation.
Linear Regression

P valu
Add Unobserved Common Cause: 0
Placebo Treatment Refuter. 1.76

p valve: 0
Data Subset Refuter: 0.03
pvalue: 08

Ready to use S-Leamer using Linear Regression
0.16(001,031)

Ready to use T-Learner using XGBoost:
0.11(0.04, 0.17)

Base T-Leamer class and fesding In

Linear Regression: 0.88 (0.42. 1.35)

Base T-Leamer class and feeding In XGBoost
0.11(0.04,0.17)

Base R-Leamer class and feeding in Linear
Regression 0.03 (0.02, 0.05) (coet_ did not
converge)

Base R-Leamer class and feeding in XGBoost:
0.09 (0.08, 0.10) (coef_id not converge)
Base X-Leamer class and feeding in Linear
Regrassion 0.89 (0.42, 1.36) (coef_did not
converge)

Base X-Leamer class and feeding in XGBoost
0.10(0.06, 0.14) (coef_ did not converge)
Neural Network (MLP). -180.49 (-20161,
15937)

Ready 10 Use S-Leamner using Linear Regression
-0.03(-0.08, 0.03)

Ready 1o use T-Leamer using XGBoost
-0.01(-0.04,001)

Base T-Leamner class and feeding in

Linear Regression: -0.03 (-0.08, 0.01)

Base T-Learer class and feeding In XGBoost
0.01(-0.04,001)

Base R-Leamner class and feeding in Linear
Regression 0.1 (0,01 -0.01) coel_ 6 not
CD'WW]

mer class and feeding in XGBoost:
002( 0.02, -0.02) (coef_ did not converge)
Base X-Learner class and feeding in Linear
Regression -0.03 (-0.08, 0.01) (coef_ did not
converge)

Base X-Leamnef class and feeding in XGBoost
-0.01(-0.03, 0.01) (coef_ did not converge)

Neural Network (MLP): 822 (-4.48, 20.91)

Cold Months. Cokd Months
Ready 10 Use S-Leamer Using Linear Regression
Ungar Ragression; - 0.02(-0.08, 0.11)
Propensty Score Matching: - Ready to use T-Leamer using XGBaost
© 008(0.03,012)
Propensity Score Stratication: - Base Teamer cass and feeding
ar Rogression: -0.49 (-0.84, -0.15)
Propensity Score-based snso T-Leamer class and feeding in XGBoost:
Inverse Weighting. - 0.08(0.03,012)
Base R-Leamer ciass and feeding in Linear
Regression: 0.04 (0,03, 0.05) (coef_ did not
Estimate Refutation Somene)
- ———

Random Common Cause -

pvalue: -
Add Unobserved Common Cause -
Placebo Treatment Refuter -

pvalue: -
Data Suset Refuter -
pvalue: -

‘Warm Months

‘Warm Months

Linear Regression: 0.008
Propensity Score Matching: 0.24
Propensity Score Stratification: 0.13

Propensity Score-based
Inverse Weighting. 0.12

[Estimate Refutation:
inear Regression

Random Common Cause: 0.00
 value: 0.98

Add Unobserved Common Cause: 0.008

Placebo Trli.menl Rnllller 183

Data subket Re'utef 0092
pvalue: 0.62

Effect Estimation

Ready 1o Use S-Learner Using Linear Regression
-0.05(-025,0.15)

Ready to use T-Learer using XGBoost
0.02(-0.05,0.10)

Base T-Leamer class and feeding In

Linear Regression 0.32 (0.21, 0.44)

Base T-Leamer class and feeding in XGBoost:
0.02(-0.05,0.10)

Base R-Leamner class and feeding in Linear
Regression:

-0.08 (-0.11. -0.08) (coef_ did not converge)
Base R-Leamer class and feeding in XGBoost
0.02(0.00,0.04) (coe« did not comverel
Base X-Learner class and feeding in

Rearecsion 043030, 0.9 (cout G not
converge)

Base X-Leamer class and feeding In XGEoost
~0.04 (-0.08, 0.00) (coef_ did not converge)

Neural Network (MLP): 6.59 (0.03, 13.15)

Cold Months.

Cold Months

Linear Regression 0.02
Propensity Score Matching: -0.13
Propensity Score Stratification: -0.08

Propensity Score-based
Inverse Weighting: -0.10

Estimate Refutation
Linear Regression

pvalue: 0.9
‘Add Unobserved Common Cause: 0

Placebo Treatment Refuter. 3.5

Ready 10 use S-Learer using Linear Regression
0.00 (0.17,0.18)

Ready to use T-Leamer using XGBoost

0.1 (-0.18,-0.04)

Base T-Leamer class and feeding in

Linear Regression. -1.38 (-2.68, -0.07)

Base T-Leamer ciass and feeding in XGBoost
-0.11 (0,18, -0.04)

Base R-Leamer class and feeding in Linear
Regression: 0.03 (0,01, 0.04) (coef_ did not
converge)

Base R-Leamer class and feeding in XGBoost
-0.07 (-0.08, -0.06) (cos!_ did not converge)
Base X-Leamer ciass and feeding in Linear
Regression: -1.38 (-2 69, -0.08) (coef_did not
converge)

Base X-Leamer class and feeding in XGBoost
-0.14 (-0.18, -0.09) (cos!_ did not converge)

Neural Network (MLP) -0.52 (-1.38, 0.34)

Effect Estimation

0.04(0.03, 0.05) (coef_did mmwg.;
Base X-Learner class and feedi

Regrosson 0.0 (084 0.1) (. 84 not
converge)

Base X-Learner class and feeding in XGBoost
0,07 (0,04, 0.10) (coef_did not converge)
Neural Network (MLP) ~15085 12 (-16601.25,
-13560.97)

Warm Months

Warm Months

Linear Regression: 0.001
Propensity Score Matching -0.024
Propensity Score Stratification: 0.001

Propensity Score-based
Inverse Weighting -0.01

Estimate tation:
Linear Regression

'Random Common Cause: 0

pvalue 0.96
/Add Unobserved Common Cause: 0
Placebo Treatment Refuter: 1.69

p value 0
Data Subset Refuter: 0.007
pvalue: 09

Ready to use S-Leamer using Linear Regression
-0.06(-0.19, 0.07)

Ready to use T-Leamer using XGBoost:
-0.01(-0.06, 0.04)

Base T-Learner class and feeding in

Linear Regression: 0.10 (-0.00, 0.20)

Base T-Learner class and feeding in XGBoost.
-0.01(-0.06, 0.04)

Base R-Leamer class and feeding in Linear
Regression

0.05(0.04, 0.06) (coef_ did not converge)
Base R-Leamer class and feeding in XGBoost
0.06 (0.05, 0.08) (coe!_ did not converge)
Base X-Leamer class and feeding in Linear
Regression: 0.15 (0,02, 0.27) (coef_ did not
converge)
Base X-Leamer class and feeding in XGBoost:
0.00(-0.03, 0.04) (coef_did not converge)

Neural Network (MLP): 0.68 (0.57.0.79)

Warm Months

Warm Months

Linear Regression: -0.08
Propensity Score Matching: 0.15
Propensity Score Stratification: 0.05

Propensity Score-based
Inverse Weighting: 0.05

Estimate Refutation
Linear Regression

Random Common Cause: 0.001
pvalue: 0.98

Add Unobserved Common Cause: 0
Piacebo Treatment Refuter: 3.11

p value: 0
Data Subset Refuter 0012
pvalue: 0.82

Ready [0 use S-Leamer using Linear Regression
0.07(-0.31,017)

fo use T-Leamer using XGBoost
0.02(-0.06,0.11)
Base T-Leamer class and feeding in
Liear Regression 006 (0 19, 0.07)
Base T-Leamer class and feeding in XGBoost
002(-0.06,0.11)
Base R-Leamer class and feeding In Linear
Regression -03 (-0 33, -028)
Base R-Leamer class and fleeding In XGBoost
0.06(0.03,0.08)
Base X-Leamer class and feeding in Linear
Regression -0.02 (-0.20, 0.16)

Base X-Leamer class and feeding in XGBoost
0.08(0.03,0.13)

Neural Network (MLP): -0.03 (-0.20, 0.15)
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