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Abstract
This study investigates the robustness of Large001
Language Models when confronted with con-002
flicting information between their memory and003
prompts. Such conflicts are frequently encoun-004
tered in real-world applications, notably in005
retrieval augmentation LLM-based products.006
Specifically, we assess the robustness of LLMs007
from two aspects: factual robustness target-008
ing the ability to identify the correct fact from009
prompts or memory, and secondly, regardless010
of the correctness, decision style to categorize011
LLMs’ behavior in making consistent choices.012
Our findings, derived from extensive experi-013
ments on seven LLMs, reveal that these models014
are highly susceptible to misleading prompts.015
While detailed instructions can mitigate the016
selection of misleading answers, they also in-017
crease the incidence of invalid responses. Af-018
ter unraveling the model’s decision-making019
style, we intervene with different-sized LLMs020
through the specific style of role instructions to021
change the style. This step allows us to measure022
their adaptability in role-playing — a critical023
aspect that had not been quantitatively assessed024
before. By setting different roles, we explore025
the effects on factual robustness, thereby get-026
ting the upper-bound of the model.027

1 Introduction028

Large language models (LLMs) have become fun-029

damental tools and achieved great success in the030

area of natural language processing (Wei et al.,031

2022; Mirowski et al., 2023). They can solve032

various tasks in the same form of text generation033

simply by providing task-specific prompts (Mishra034

et al., 2022). However, LLMs sometimes fail to035

follow the given prompt. Taking the inverse scal-036

ing prize as an example, when the prompt goes037

against common sense or refines some fake facts,038

the performance dramatically decreases even with039

increasing model scale. One of the main reasons is040

that under such situations LLMs may struggle be-041

tween using memory and following the conflicting042

VS.
Prompt + Question: When was GPT-4 released?

LLMs 🧑 User 

Memory:
GPT-4 had not been officially 
announced by OpenAI.

Prompt:
GPT-4, released in March 2023 by 
OpenAI, represented a significant
advancement in the field of AI.

GPT-4 have not been released.

Answer is 2023 March.

Intuitively from memory

Dependent on prompt

Figure 1: In conflict situation (Longpre et al., 2021),
LLMs may either depend on the prompt to generate
responses or intuitively answer based on memory.

prompt (McKenzie et al., 2022). This uncertain be- 043

havior in LLMs has a two-fold impact: on one hand, 044

it can compromise the model’s effective use of its 045

memory, potentially resulting in the generation of 046

inappropriate content; on the other hand, it can hin- 047

der the model from following the prompted context, 048

leading to poor performance in scenarios such as 049

retrieval augmentation (Nakano et al., 2021), where 050

prompts often involve conflicting information. 051

In this paper, we propose a systematic evaluation 052

framework to unravel this uncertain behavior. We 053

assess the robustness of the model under conflict 054

situations from the following two perspectives: 055

Factual robustness focuses on LLMs’ ability 056

to discern the facts in conflicting situations, mea- 057

suring the correctness of the responses. There are 058

two scenarios. Firstly, the model memorizes the 059

correct facts while the prompt introduces a fake 060

one. This situation could arise due to limitations 061

in the performance of the retrieval system, which 062

may provide inaccurate information. Secondly, the 063

model’s internal memory is inaccurate or insuffi- 064

cient, where the correct counterpart is provided 065

in the prompt. This scenario can occur when the 066

model’s stored knowledge is not up-to-date, yet the 067

retrieved context has the latest information. 068

Decision style focuses on the consistency of 069
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LLM’s choices. That is, regardless of the correct-070

ness of the response, how do LLMs make consis-071

tent choices — leaning towards the prompt or its072

memory? Assessing models’ decision-making con-073

sistency reveals their behavioral patterns. Models074

that consistently utilize their memory are gener-075

ally more predictable and reliable in non-factual076

applications, such as personalized assistance or rec-077

ommendation.078

To this end, we establish a complete benchmark-079

ing framework including a dataset, a robustness080

evaluation pipeline, and corresponding metrics. For081

the dataset, to ease the measurement, we mod-082

ify existing knowledge-intensive datasets and stan-083

dardize a unified form of Multi-Choice Questions084

(MCQ). For the evaluation pipeline and metrics, we085

first deploy memory assessment and then give the086

model conflict prompt, where the prompt supports087

one answer, but the model’s memory advocates a088

different one. Under this setting, we measure fac-089

tual robustness according to the two factual conflict-090

ing scenarios mentioned above. Toward decision091

style, we design a metric to categorize the models’092

behavior. Furthermore, to explore whether we can093

change the decision style to meet different situa-094

tions, we implement role play interventions. These095

involve using intuitive and dependent role instruc-096

tions to target and influence the models’ preference097

for either relying on their internal memory or ad-098

hering to the given prompts. This advanced step099

enables us to measure models’ adaptivity in role-100

playing. By altering the models’ decision style, we101

explore the effects on factual robustness, thereby102

getting the upper-bound of it.103

We have conducted extensive experiments on104

seven closed-source and open-source LLMs. The105

main findings are as follows: (1) Compared with106

utilizing correct prompted knowledge, LLMs are107

more vulnerable to misleading prompts, thus en-108

hancing robustness against noisy or fake prompts109

will be a pivotal focus in future research (Sec 4.1).110

(2) LLMs are more robust in using factual knowl-111

edge than commonsense knowledge via prompts.112

This suggests that we can leverage the retrieval-113

then-prompt strategy to remedy factual flaws while114

enhancing LLMs’ inherent factual reasoning ability115

(Sec 4.1). (3) Detailed instructions are not magic.116

Indeed, more sophisticated prompts can help the117

model in ignoring misleading information in the118

context. However, this strategy also tends to result119

in an increased number of invalid responses, as120

explored in Section 4.2. (4) Medium-sized LLMs121

with instruction tuning tend to exhibit a dependent 122

decision-making style, relying more on external 123

prompts. Compared with them, GPT-4 and Bard 124

are rational styles, considering both memory and 125

prompt. We think that scaling up the model size 126

may enhance memory retention while preserving 127

its ability to follow instructions (Sec 4.4). (5) We 128

can change LLMs’ preference through role play 129

intervention, while different LLMs vary a lot in 130

adaptivity. Notably, although GPT-4 demonstrates 131

the best performance and LLaMA2 is competitive 132

in some aspects, the adaptivity score reveals their 133

large gap (Sec 4.5). 134

2 Dataset Construction 135

We curate a knowledge robustness evaluation 136

(KRE) dataset by formulating conflicting cases 137

from existing machine reasoning comprehension 138

(MRC) and commonsense reasoning (CR) datasets, 139

and targeting factual knowledge and commonsense 140

knowledge, respectively. Each sample s in this 141

existing dataset consists of a question x and an- 142

swer agol pair, and a golden context c+, contain- 143

ing the necessary information for deriving the an- 144

swer. To construct the KRE dataset, we trans- 145

formed each sample s = (x, agol, c
+) to s′ = 146

(x, agol, c
+, aneg, c

−) by generating misleading op- 147

tions which include a negative answer aneg, and 148

a negative context c− that supports the negative 149

answer. The detailed construction process encom- 150

passed three steps: dataset filtering, conflict genera- 151

tion, and instruction design. Note that our pipeline 152

can be easily extended to a broader range of tasks. 153

Dataset Filtering. We selected four publicly 154

available datasets for extension: two MRC datasets, 155

MuSiQue (Trivedi et al., 2022) and SQuAD 156

v2.0 (Rajpurkar et al., 2018), as well as two CR 157

datasets, ECQA (Aggarwal et al., 2021) and e- 158

CARE (Du et al., 2022). We take the MRC para- 159

graph and CR explanation as golden context. Our 160

filtering process retained only those answerable 161

validation examples from MRC where the context 162

contains sufficient information to derive the answer. 163

The KRE dataset comprises a total of 11,684 test 164

samples. More detailed statistics about the KRE 165

dataset can be found in Table 7. 166

Conflict Generation. We generate mislead- 167

ing answer options and negative context. For op- 168

tions, we use the existing misleading options in 169

CR datasets and generate them for MRC via Chat- 170

GPT (Details can be found in Appendix B.1.1). 171
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Subsequently, we randomly choose one misleading172

option as the negative answer (aneg) and employ173

ChatGPT to generate a negative context. Specif-174

ically, for SQuAD and MuSiQue, we substitute175

the golden answer entity in the gold context with176

the negative answer (A case is shown in Ap-177

pendix B.1.2). In the case of ECQA and e-CARE,178

we create an explanation for the negative answer.179

Instruction Design. Different prompts may lead180

to different results (Shi et al., 2023). To minimize181

such influence, we try our best to design an in-182

struction set for the KRE. These instructions are183

categorized into two types based on the usage of184

the context: (1) Instruction without hint asks the185

model to answer the question without any guidance186

on handling the context. (2) Instruction with hint187

alerts LLMs of the potential presence of mislead-188

ing information in the context, advising them to189

assess before responding. For each kind of instruc-190

tion, we engage four senior language researchers191

to draft a total of 12 distinct instructions. To fur-192

ther enhance the diversity of the instructions, we193

randomly ask ChatGPT, GPT-4 (OpenAI, 2023),194

Claude (Anthropic, 2023), to rephrase the instruc-195

tion, generating variants. Consequently, we amass196

a pool of 24 unique instructions (Instructions are197

shown in Appendix B.2 and B.3).198

Human Evaluation. We engage four senior lan-199

guage researchers, who received advanced training,200

to evaluate 400 randomly selected samples from the201

KRE dataset. The evaluators are tasked to assess202

the degree to which the negative context influenced203

the selection of the negative answer option. The204

principles and criteria for labeling are standard-205

ized across all evaluators. The result shows that206

more than 98% of the sampled negative context is207

misleading, with an inter-evaluator agreement rate208

exceeding 90%. All results are in Appendix A.4.209

3 Evaluation Pipeline210

Our proposed evaluation pipeline aims to assess211

LLMs’ robustness when facing conflict. Figure 2212

shows our pipeline, which comprises five steps:213

(1) Memory Assessment (Sec 3.1) partitions our214

dataset into two subsets based on whether LLMs215

can accurately answer the question without exter-216

nal information, (2) Factual Robustness Evalu-217

ation (Sec 3.2) targets factual discernment with218

conflicting context. Achieved by supplementing219

conflict prompts according to results from the mem-220

ory assessment, (3) Influence of Few-shot Ex-221

ample (Sec 3.3) further considers the impacts of 222

few-shot examples on robustness, complementary 223

to zero-shot settings, (4) Decision-Making Style 224

Analysis (Sec 3.4) investigates the LLMs’ decision- 225

making consistency, irrespective of answer correct- 226

ness, categorizing models as intuitive, dependent, 227

or rational, and (5) Role Play Intervention and 228

Leaderboard (Sec 3.5) implements role play inter- 229

vention to control the style of the model. Besides, 230

we build a leaderboard based on all of the above 231

well-designed robustness metrics. 232

3.1 Memory Assessment 233

In this part, we partition datasets into two subsets 234

according to LLMs’ memorized knowledge. One 235

contains all questions that LLMs can answer accu- 236

rately without external information, another con- 237

tains all questions that LLMs cannot. To assess 238

memory, there are two methods: one analyzes the 239

models’ performance on the pre-training corpus, 240

assuming that any text occurring in the corpus shall 241

be memorized. The second leverages question- 242

answering tasks to probe memorized knowledge. If 243

a model can answer the question correctly, it mem- 244

orized related knowledge; otherwise not. We adopt 245

the QA method because it conforms to our evalua- 246

tion pipeline well and is universally applicable to 247

both open-sourced and closed-sourced LLMs. For 248

a given LLM, we mark the set of questions that it 249

can answer correctly as D+ and the set it fails to 250

answer correctly as D–. 251

3.2 Facutal Robustness Evaluation 252

Given D+ and D– from Section 3.1, we supple- 253

ment the input of each question with negative or 254

gold context to mimic two conflicting scenarios. In 255

these scenarios, we break down the factual robust- 256

ness into two aspects: 1) Vulnerable Robustness 257

(VR) that measures to which extent the model can 258

trust its correct memory even with a misleading 259

prompt, and 2) Resilient Robustness (RR) which 260

quantifies the model’s ability to harness accurate 261

information from the prompt, when memory is in- 262

sufficient or flawed. Formally, for each sample in 263

D+, we change the prompt 1 to P = I ⊕ c− ⊕ x 264

, marked as (D+, C−), to perform VR evaluation. 265

Conversely, for each sample in D−, we change the 266

prompt to P = I⊕c+⊕x, marked as (D−, C+), to 267

measure the RR. We define the robustness metrics 268

1Appendix A.1 for preliminary
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Few-shot Examples   Few-shot Examples   

Question: How long did Western Europe control Cyprus? 

A: 200 years B: 380 years C: 500 years D: 600 years

Factual Robustness Evaluation

Memory Assessment1

2

Negative Context: The conquest of Cyprus opened a 
new chapter, which would be under Western European 
domination for the following 500 years 
Question: How long did Western Europe control Cyprus? 
A: 200 years  B: 380 years  C: 500 years    D: 600 years

Golden Context: The conquest of Cyprus opened a new 
chapter, which would be under Western European 
domination for the following 380 years …
Question: How long did Western Europe control Cyprus? 
A: 200 years   B: 380 years   C: 500 years D: 600 years

3

A: 200 years ×

Few-shot Example Influence

4 Decision-Making Style Analysis

B: 380 years   √
Negative Context Golden Context

Q: {Question}
C: {Negative Context}
A: {Correct Answer}
···
Negative Context:…500 years...
Question: How long …?

Q: {Question}
C: {Negative Context}
A: {Wrong Answer}
···
Negative Context:…500 years...
Question: How long …?

Q: {Question}
C: {Golden Context}
A: {Correct Answer}
···
Golden Context:…380 years...
Question: How long …?

Q: {Question}
C: {Golden Context}
A: {Wrong Answer}
···
Golden Context:…380 years...
Question: How long …?

C: 500 years B: 380 years  

5 Role Play Intervention & Leaderboard

Intuitive Style Dependent StyleRational Style

Figure 2: The pipeline incorporates several steps to assess the robustness of LLMs: 1. memory assessment in
Section 3.1. 2. Factual robustness evaluation in Section 3.2. 3. Few-shot example influence in Section 3.3. 4.
Decision-making style analysis in Sec 3.4. 5. Role play intervention and leaderboard in Sec 3.5

for VR and RR as follows:269

V R(D+,C−) =
1

|D+|
∑
x∈D+

I
[
f(x, c−;M) = agol

]
,

RR(D−,C+) =
1

|D–|
∑

x∈D−

I
[
f(x, c+;M) = agol

]
.

(1)270

Here function f(x, c;M) signifies the answer271

choice produced by model M for the question x272

with the provided context c, agol is the golden an-273

swer (defined in Sec 2) for question x. Notice that274

the VR scores and RR scores are between 0 and275

1. A higher VR score indicates better robustness276

of the model in trusting correct knowledge in the277

presence of misleading information. A greater RR278

score demonstrates the model’s better ability to uti-279

lize knowledge within the context when memory is280

insufficient. Using these two scores together, we281

represent the overall Factual Robustness (FR):282

FR = Avg (V R ,RR) (2)283

Before assessing the robustness, we undertook an284

instruction selection process (instructions are de-285

signed in Sec 2) to mitigate the potential biases286

introduced by specific instruction. We conduct pre-287

liminary experiments on each LLM using a smaller288

sampled KRE dataset to identify the most effective289

instruction. Then we chose the instruction that ex-290

hibited the highest robustness. This process is also291

conducted for few-shot setting.292

3.3 Few-shot Example Influence 293

In addition to the zero-shot setting described above, 294

we explore the effects of few-shot examples 2 on 295

factual robustness. Furthermore, we introduce few- 296

shot examples denoted as E. Formally, the com- 297

plete prompt is P = I ⊕ E ⊕ c ⊕ x. To mimic 298

real-world cases, where few-shot examples typi- 299

cally mirror the format of the test samples, we 300

set these examples differently for evaluating VR 301

and RR. In specific, the few-shot example E for 302

testing VR is structured as E = c−⊕x⊕a, and for 303

testing RR is designed as E = c+⊕x⊕ a. In prac- 304

tice, few-shot examples may contain noise. Con- 305

sidering that, we form three configurations (with 306

two illustrated in Fig 2): (1) All-positive where the 307

answer within the examples is always correct. For 308

VR testing, this involves using a correct answer in 309

conjunction with the negative context C−, thereby 310

guiding the model to disregard the misleading con- 311

text. For RR testing, the correct answer is paired 312

with the golden context C+, directing the model 313

to effectively utilize the context. (2) All-negative 314

where the answer within the examples is incorrect. 315

For VR testing, the incorrect answers are paired 316

with the misleading negative context C−, guiding 317

the model to use the negative context. For RR 318

testing, the incorrect answers serve to instruct the 319

2Appendix A.1 for preliminary
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model not to rely on the golden context. (3) Mixed320

is a combination of positive and negative exam-321

ples. In experiments, each question will be tested322

under all three configurations. The examples are323

written by human annotators. We manually sample324

three samples for each evaluation setting. The cor-325

responding VR and RR metrics under the few-shot326

setting are shown follow. Ex is the few-shot ex-327

amples configurations set (all-positive, all-negative,328

and mixed) corresponding to question x.329

V R(D+,C−,E) =
∑
x∈D+

∑
e∈Ex

I [f(x, c−, e;M) = agol]

|Ex||D+|
,

RR(D−,C+,E) =
∑
x∈D–

∑
e∈Ex

I [f(x, c+, e;M) = agol]

|Ex||D–|
.

(3)330

3.4 Decision-Making Style Analysis331

Based on cognitive theory (Harren, 1979; Phillips332

et al., 1984), there are three kinds of decision-333

making styles: Rational style takes into account334

both personal preferences and external information335

to make decisions. Dependent style heavily relies336

on external information or advice. Intuitive style:337

driven primarily by inner feelings. Based on these338

decision-making features, we defined a Decision-339

Making Style Score (DMSS) (Equation (4)) to340

measure the behavior of the LLM. With just one341

score, the DMSS, we can efficiently classify mod-342

els into Rational, Dependent, or Intuitive categories.343

The closer DMSS to 1 means the model is more344

likely an intuitive decision-maker who consistently345

depends on memory to answer questions. Con-346

versely, when DMSS nearing -1 the model aligns347

more with the dependent style, leaning heavily on348

prompts. A score around 0 denotes a rational style,349

implying the LLM will consider the memory and350

the prompt together. It’s crucial to note that for351

scores near 0, discerning whether the model gen-352

uinely integrates both sources of information or ran-353

domly selects an option can be challenging. In such354

cases, it’s beneficial to examine VR and RR as sup-355

plementary metrics (More detail in Appendix A.2).356

3.5 Role Play Intervention357

To further explore the decision-making tendencies358

of LLMs, we adopt a common method “Role Play”359

instruction (e.g., “you are a writing assistant”).360

While this method is commonly used, its effec-361

tiveness and models’ adaptivity to different role362

instructions have not been quantified before. In363

our evaluation pipeline, we designed two specific364

role prompts to guide the model towards distinct 365

decision-making styles: Dependent Role: asks the 366

model to rely only on the given prompt for answers. 367

Intuitive Role: pushes the model towards rely- 368

ing predominantly on its memory (Prompts in Ap- 369

pendix B.4). Using these role instructions and our 370

well-designed metrics, we aim to explore whether 371

it’s possible to alter the decision-making style and 372

to assess models’ adaptivity to different roles. 373

4 Experiment 374

We conducted experiments on the full KRE dataset 375

with ChatGPT and Vicuna-13B. Recognizing the 376

importance of a broader analysis, we incorporate 377

five additional LLMs. Due to computational con- 378

straints and the time-intensive nature of exhaustive 379

tests, these models are assessed on a subset of the 380

KRE dataset. 381

4.1 How Factual Robust are LLMs ? 382

Following the framework, we conduct memory 383

assessment. The overall memory assessment for 384

ChatGPT and Vicuna-13B are shown in Table 1. 385

The result shows that the memory of ChatGPT pos- 386

sesses greater and more accurate factual (MRC)

Model ECQAKRE e-CAREKRE MuSiQueKRE SQuADKRE

ChatGPT 74.2 81.5 34.6 65.3
Vicuna-13B 39.5 70.1 17.7 32.3

Table 1: The memory assessment results of ChatGPT
and Vicuna-13B on the KRE dataset.

387
and commonsense knowledge (CR) than those 388

of Vicuna. Notably, both ChatGPT and Vicuna 389

tend to perform better on commonsense knowledge 390

datasets compared to factual ones. This might be 391

because LLMs capture many co-occurrence rela- 392

tionships, and a lot of commonsense knowledge is 393

an induction of these observed patterns. 394

Given D+ and D− through memory assessment, 395

we select the best-performed instructions (the se- 396

lection result is shown in AppendixA.3) on a sub- 397

set of KRE and proceed with factual robustness 398

evaluation. The factual robustness result is shown 399

in Figure 3. ChatGPT and Vicuna exhibit sim- 400

ilar behavior. Specifically, A higher RR score 401

relative to the VR score indicates that LLMs al- 402

ready possess a stronger capability to utilize 403

the correct knowledge from prompts. However, 404

their robustness against negative context intro- 405

duced by conflicting prompts remains subopti- 406

mal. Consequently, as the field progresses, en- 407
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Figure 3: The VR score (%) and The RR score (%) for
model ChatGPT and Vicuna-13B.

hancing robustness against negative context is408

likely to emerge as a paramount research focus.409

Moreover, we compare robustness results on the410

commonsense (e-CARE, ECQA) against factual411

questions (MuSiQue, SQuAD). The tested mod-412

els exhibited higher RR and lower VR on factual413

questions. Thus, we conclude that the baseline414

models can better utilize factual knowledge than415

commonsense knowledge from prompt contexts.416

To ensure better utilization of LLMs, there’s a417

pressing need to enhance the precision of factual418

knowledge embedded in prompts. Meanwhile,419

when it comes to commonsense knowledge, the420

focus should be on amplifying the intrinsic mem-421

ory of the model. In Figure 3, the total length of422

the VR and RR bars is proportional to the over-423

all factual robustness. ChatGPT’s bar is longer424

than that of Vicuna-13. This can be attributed to425

ChatGPT’s larger number of parameters, more ex-426

tensive training dataset, and enhanced instruction427

comprehension capabilities.428

4.2 How Instructions Influence FR?429
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Negative Answer
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VR	("!,$")

Negative Answer

Invalid Response

Figure 4: RR and VR of ChatGPT and Vicuna under in-
struction with and without hint (Sec 2). The correspond-
ing number of negative answers and invalid responses.

In this section, we explore the influence of dif- 430

ferent instructions (defined in Sec 2) on factual 431

robustness. The results in Figure 4 (full results in 432

Figure 8) indicate that neither ChatGPT nor Vicuna 433

showcases significant robustness variations under 434

different instructions. To gain deeper insights, we 435

further investigated the model’s responses. We cal- 436

culate the number of negative answers and invalid 437

outputs (such as “ I don’t know”) generated by the 438

model. Our observations reveal that hint about 439

the potential presence of misleading informa- 440

tion reduces the model’s propensity to choose 441

the negative answer. It also increases invalid 442

responses, especially for Vicuna. Therefore, when 443

taking both factors into account, the overall robust- 444

ness does not exhibit any marked variations. 445

4.3 How Few-shot Examples Effect FR? 446
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Mix: RR	("",$!,%)

All-negative: RR	("",$!,%")

VR	("!,$") RR	("",$!)

(a) ChatGPT: ECQA	𝑲𝑹𝑬

(b) Vicuna: ECQA	𝑲𝑹𝑬All-positive : VR	("!,$",%!)

Mix: VR	("!,$",%)

All-negative: VR	("!,$",%")

All-positive: RR	("",$!,%!)

Mix: RR	("",$!,%)

All-negative: RR	("",$!,%")

VR	("!,$") RR	("",$!)

Figure 5: The VR and RR score (%) under the influence
of three few-shot configurations.

As shown in Figure 5, for both ChatGPT and 447

Vicuna, the “All-positive” configuration exhibits 448

the highest RR and the highest VR. However, when 449

compared to the zero-shot setting, “All-positive” 450

setting does not always have a positive effect under 451

the conflict situation. This phenomenon is counter- 452

intuitive, conventionally, one would anticipate the 453

"All-positive" approach to augment performance, 454

"All-negative" to impede it, and "Mixed" to lie 455

somewhere in between. The result indicates that 456

the few-shot approach doesn’t consistently bol- 457

ster performance, even in an “All-positive” ver- 458

sus zero-shot comparison. Two potential expla- 459

nations emerge for this phenomenon: 1: Few-shot 460

examples, may more act to dictate the output pat- 461

tern to the model, rather than the “thinking ” pattern 462

under conflict situation. 2: The extended length 463

of the context could obstruct the LLMs from har- 464

nessing the implicit pattern information in few-shot 465
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examples. Interestingly, we observe that under466

the mixed setting, Vicuna-13B’s performance is467

notably subpar. This suggests that the presence468

of mixed answer patterns induces confusion within469

the model, leading to its diminished performance.470

Notably, this phenomenon is absent in ChatGPT’s471

performance, suggesting that ChatGPT possesses a472

more refined robustness to demonstration. In line473

with the zero-shot setting described in Section 3.2,474

we first select the most effective instruction before475

evaluating robustness. We notice a similar pattern476

for the influence of the instructions (Sec 4.2 ), de-477

tailed in Figure 8.478

4.4 Decision-Making Style Analysis479

In our work, we incorporated seven models, namely480

Vicuna-13B, ChatGPT, GPT-4, Claude (Anthropic,481

2023), Bard (Google, 2023), LLaMA (Touvron482

et al., 2023a), and LLaMA2 (Touvron et al., 2023b).483

Table 2 shows the DMSS. Notably, most models, 4484

out of 7, tend to exhibit dependent decision-making485

style. This tendency is likely attributable to the486

influence of instruction tuning, guiding these mod-487

els to utilize external knowledge more effectively.488

LLaMA diverges from this trend, exhibiting intu-489

itive decision-making style. This behavior further490

corroborates our inference when considering that491

LLaMA did not undergo instruction-tuning. More-492

over, models, GPT-4 and Bard, with superior fac-493

tual robustness (Table 2) tend to exhibit rational494

style. We hypothesize that when models reach a495

certain scale, they inherently amplify both their496

memory retention and instruction-following ca-497

pabilities. These enhancements allow them to498

balance between relying on stored knowledge and499

adapting to new information from prompts.500

4.5 Roly Play Intervention and Leaderboard501

Roly Play Intervention. We opted role play in-502

terventions on ChatGPT and Bard, which exhibit503

rational style, and on LLaMA-2, which shows de-504

pendent style. Illustrated in Figure 6, the three bars505

reveal a conspicuous shift in the model’s decision-506

making behavior post-intervention. Depending on507

the assigned role, post-intervention models demon-508

strated a distinct bias: under the intuitive role, they509

rely more heavily on their internal memory, as510

evidenced by higher DMSS, while under the de-511

pendent role, they depend more on the provided512

prompt, resulting in lower DMSS. This result indi-513

cates that we can change LLMs’ decison-making514

style through role play intervention. The range515

between the highest DMSS scores (intuitive role, 516

blue bar) and the lowest (dependent role, yellow 517

bar) shows the Adaptivity of the models in role 518

play scenarios. Larger adaptivity signifies greater 519

effectiveness in adapting to the demands of as- 520

signed roles. 521

Considering the possibility of altering decision- 522

making styles by role instructions, we further in- 523

vestigate how different styles of instruction effect 524

models’ VR and RR scores. We find a consistent 525

correlation between the models’ assigned roles and 526

the robustness scores. Specifically, when under the 527

intuitive role, each model has the peak VR score. 528

Conversely, under the dependent role, models have 529

the highest RR scores. By using different role in- 530

structions under different scenarios, we are able 531

to discern the Upper-Bound for the Facutal Ro- 532

bustness (indicated by the red number in Fig 6). 533

A greater upper-bound indicates a higher potential 534

FR score in the models when facing conflict. 535

Leaderboard. At the last stage, we construct 536

the leaderboard. Table 2 summarizes the robust- 537

ness score, encompassing FR and DMSS, the adap- 538

tivity, and the upper-bound for the seven models. 539

Among the models, Bard stands out for its superior 540

vulnerable robustness, effectively maintaining its 541

memory when given misleading prompts. In con- 542

trast, GPT-4 has the highest resilient robustness, 543

demonstrating its ability to capitalize on accurate 544

knowledge in prompts. Furthermore, GPT-4 also 545

displays unmatched factual robustness, properly 546

relying on the prompt to discern accurate answers. 547

LLaMA-2-13B-chat has the lowest DMSS score 548

under role play intervention. This suggests that 549

in specific scenarios, it can adhere to the given 550

instructions even more rigorously than GPT-4. 551

However, when it comes to adaptivity and upper- 552

bound, it significantly falls behind GPT-4. 553

5 Related Work 554

Prompt-in LLMs: Large language models have 555

become increasingly popular due to their impres- 556

sive performance in various downstream tasks (Wei 557

et al., 2022; Mirowski et al., 2023). They can 558

solve various tasks by simply conditioning the mod- 559

els on a few examples (few-shot) or instructions. 560

The method of conditioning the language model is 561

called “prompting” (Liu et al., 2023), and design- 562

ing prompts either manually (Schick and Schütze, 563

2021; Reynolds and McDonell, 2021) or automat- 564

ically (Shin et al., 2020; Gao et al., 2021)has be- 565
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Figure 6: Role play Intervention result for the model GPT-4, Bard, LLaMA-2. The results illustrate under specific
DMSS scores, the VR and RR scores of each model adjust post-intervention.

Model VR RR FR FRupper FRrank DMSS Style Adapt Adaprank Over all
GPT-4 50 88 69 80 1 -10 Rational 0.8 1 1
Claude 34 57 45 60 4 -43 Dependent 0.39 4 4
ChatGPT 32 79 56 63 3 -43 Dependent 0.45 3 3
Vicuna-13B 25 48 36 44 6 -31 Dependent 0.27 6 6
Bard 54 68 61 74 2 -1 Rational 0.68 2 2
LLaMA-13B 20 21 20 33 7 39 Intuitive 0.15 7 7
LLaMA-2-13B-chat 24 62 39 55 5 -46 Dependent 0.31 5 5

Table 2: The Robustness Leaderboard. The table shows the two robustness scores (FR and DMSS) for the involved
models, and the rank of FR score (FRrank) and Adaptivity (Adaprank)

come a hot topic in NLP. Prompts serve as the566

interface between humans and LLMs, enabling in-567

context learning in an auto-regressive manner (Liu568

et al., 2023). LLMs are known to be highly sen-569

sitive to prompts (Turpin et al., 2023; Shi et al.,570

2023; Zheng et al., 2023; Zhao et al., 2021; Si et al.,571

2022), where minor variations like the order of few-572

shot examples. It is crucial to examine the robust-573

ness of LLMs under the influence of the prompt.574

LLM robustness: Recent studies have shown that575

language models are vulnerable to adversarial at-576

tacks (Wang et al., 2023; Zuccon and Koopman,577

2023). Work (Zhuo et al., 2023) shows that prompt-578

based semantic parsers built on large pre-trained579

language models have also highlighted their sus-580

ceptibility to adversarial attacks (Bruna et al., 2014;581

Hosseini et al., 2017). The work (Wang et al., 2023)582

evaluated the robustness of ChatGPT and other583

LLMs from an adversarial perspective. Another584

work, PromptBench (Zhu et al., 2023), developed585

a robustness benchmark to assess the resilience586

of adversarial prompts. The work (Chen et al.,587

2022; Longpre et al., 2021) focused on how the588

model acts when given conflicting evidence, and589

the work (Longpre et al., 2021) proposed a method590

to mitigate over-reliance on parametric knowledge. 591

Prior research (Zuccon and Koopman, 2023) has 592

explored the impact of input knowledge in prompts 593

on ChatGPT’s performance when answering com- 594

plex health information questions. Another recent 595

study (Xie et al., 2023) investigated how the model 596

behaves when encountering knowledge conflicts. 597

Notably, the work (Xie et al., 2023) focused on the 598

model’s answer consistency (Zhou et al., 2023). 599

6 Conclusion 600

This comprehensive study provides pivotal insights 601

into the robustness of LLMs’ under conflict. We 602

have designed a quantitative benchmarking frame- 603

work in terms of factual discernment and decision- 604

making consistency. Based on that, we have con- 605

ducted extensive experiments on several LLMs. 606

The results underscore many critical revelations. 607

Besides, we deploy role play intervention to change 608

the models’ decision-making style, which shows 609

the varying adaptivity and upper-bound of different 610

LLMs. Based on these insights, in the future, we 611

will explore strategies to improve LLMs’ abilities 612

to use factual knowledge via prompts while enhanc- 613

ing commonsense reasoning via internal memory. 614
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7 Limitations615

While our evaluation framework and findings pro-616

vide valuable insights into the robustness of the617

assessed models, it is important to acknowledge cer-618

tain limitations: 1. Limited Dataset: The evaluation619

is conducted on a subset of the Knowledge Robust-620

ness Evaluation (KRE) dataset. The size and diver-621

sity of the dataset may impact the generalizability622

of the results. A larger and more diverse dataset623

could provide a more comprehensive understand-624

ing of model robustness. 2. Task Specificity: The625

evaluation focuses on knowledge-intensive tasks626

and may not fully capture the robustness of mod-627

els in other domains or tasks. The findings might628

not generalize to all types of language processing629

tasks or scenarios. 3. Evaluation Metrics: The630

metrics used to quantify robustness are designed631

based on specific criteria and may not encompass632

all aspects of robustness. Alternative metrics or633

additional dimensions of robustness could provide634

further insights into model performance. 4. Lim-635

ited Model Selection: The evaluation is conducted636

on a specific set of models. We will involve more637

models.638
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A Experiment Details836

A.1 Preliminary837

Our evaluation focuses on the conflict situation where the prompt we consider has four key components:838

the instruction I , the testing question x, the knowledge context c related to x (c+ means the golden839

context and c− means the negative context corresponding to question x. C+ and C− are used to840

represent the sets of all golden and negative contexts), and the few-shot examples set E (removed for841

zero-shot learning scenario). We define the prompt P as the concatenation of the above components:842

P = I⊕E⊕ c⊕x, where ⊕ denotes the concatenation operation. The few-shot example e in E here is in843

the format: e = c⊕ x⊕ a, where a is the answer to the question x. For example, P could be “I: Help me844

to answer the question. E: Context: Lake is a large area of water surrounded by land. Question: Where845

can I find water? Answer: Lakes. c: Foxes hunt chickens. x: Question: Where would I not want a fox?”.846

A.2 Decision-Making Equation847

Here we defined a Decision-Making Style Score (DMSS) to measure the behavior of the LLM. The848

closer DMSS to 1 means the model is more likely to depend on self-memory to answer the question.849

Conversely, when DMSS nearing -1 the model learns heavily on external prompts. A score around 0850

denotes a rational style, implying the LLM will consider the memory and the prompt together to make the851

decision. However, it’s vital to note that a DMSS near 0 doesn’t necessarily guarantee the model’s852

capability to judiciously consider both the memory and the prompt. Given the conflicting scenarios853

in this study, discerning whether the model genuinely integrates both sources or randomly selects854

an option becomes challenging. Thus, in such cases, the Factual Robustness score should also be855

examined as an auxiliary metric to provide a more comprehensive understanding.856

DMSS =
1

|D|

 ∑
x∈D+

I
[
f(x, c−;M) = agol

]
+

∑
x∈D−

I
[
f(x, c+;M) = f(x;M)

]
− 1

|D|

 ∑
x∈D+

I
[
f(x, c−;M) = aneg

]
+

∑
x∈D−

I
[
f(x, c+;M) = agol

] ,

(4)857

function f(x, c;M) signifies the answer choice produced by model M for the question x with the provided858

context c, agol is the golden answer (Defined in Sec 2) for question x859

A.3 Instruction Selection860

For the instruction selection process, we adhere to the methodology outlined in Section 3.2. The861

performance of candidate instructions with the ChatGPT and Vicuna models in the Zero-shot Setting is862

shown in Table 3 and 4. The results for instructions without hints are presented in Table 3, while the863

results for instructions with hints are shown in Table 4. The specific instructions used for the evaluations864

can be found in Section B.2.1 and instructions with the hint in Section B.2.2.

Model 1 2 3 4 5 6 7 8 9 10 11 12

ChatGPT 80 78 82 75 83 87 78 79 83 78 74 82
Vicuna-13B 79 58 54 71 60 74 72 68 66 66 67 60

Table 3: The performance (%) for the model ChatGPT, and Vicuna-13B on the instruction selecting dataset with
instructions 1 to 12 defined in Section B.2.1.

Model 1 2 3 4 5 6 7 8 9 10 11 12

ChatGPT 85 85 85 72 83 78 85 86 83 84 81 79
Vicuna-13B 72 65 61 71 36 68 58 41 66 60 66 66

Table 4: The performance (%) for the model ChatGPT, and Vicuna-13B on the instruction selecting dataset with
instructions with hint 1 to 12 defined in Section B.2.2.865
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As a result, we select the number 6 instruction without hint and the number 8 instruction with hint for 866

the model ChatGPT, the number 1 instruction without hint and the number 1 instruction with hint for the 867

model Vicuna-13B to have the Robustness Evaluation. We then select the best performance (the result is 868

shown in figure 8) for each model and then concatenate with the candidate instruction for Few-shot setting 869

to have the Instruction Selection process. The rest for the instructions for Few-shot setting is shown in 870

Table 5 and Table 6. The results for instructions without hints are presented in Table 5, while the results 871

for instructions with hints are shown in Table 6. The specific instructions used for the evaluations can be 872

found in Section B.3.1 and instructions with the hint in Section B.3.2.

Model 1 2 3 4 5 6 7 8 9 10 11 12

ChatGPT 63 61 60 59 59 62 61 62 62 64 60 61
Vicuna-13B 54 45 53 52 40 52 46 46 61 60 52 44

Table 5: The performance (%) for the model ChatGPT, and Vicuna-13B on the instruction selecting dataset with
instructions 1 to 12 defined in Section B.3.1.

Model 1 2 3 4 5 6 7 8 9 10 11 12

ChatGPT 62 61 56 61 62 64 62 61 61 63 60 61
Vicuna-13B 47 46 53 53 55 45 49 46 52 35 45 39

Table 6: The performance (%) for the model ChatGPT, and Vicuna-13B on the instruction selecting dataset with
instructions with hint 1 to 12 defined in Section B.3.2.

873

A.4 Human Evaluation 874

To validate the quality of these generated answers, we randomly selected 100 candidate answer sets 875

and conducted a human evaluation involving four senior computing language researchers, trained in 876

advance. Remarkably, in 98% of cases, the human evaluators were unable to differentiate the correct 877

answer from the candidates when given the answer set alone and conducted a human evaluation involving 878

four evaluators. 879

To qualify the generated negative context we randomly selected 100 questions from each corpus in 880

dataset KRE and conducted a human evaluation involving four senior computing language researchers. 881

Four evaluators were chosen for this task. For each selected question, evaluators were provided with: the 882

generated negative context, the associated question, and the set of potential answer choices. Evaluators 883

were required to determine how much the negative context might skew one’s response towards the 884

negative or misleading answer. This assessment was categorized into three distinct levels: No-misleading, 885

Somewhat misleading, and Highly misleading. Here we provide the annotation instructions. 886

1. Each column contains one question, one context, several options, and an answer.

2. You are tasked with evaluating the extent to which the context might influence or skew your
response towards the given answer.

3. Apply the following three levels of criteria to assess the context:

• No-misleading: The context does not lead to the answer.
• Somewhat misleading: The context contains elements that could potentially lead to the

answer, but they are not definitively deceptive or strong enough to guide you to choose that
answer.

• Highly misleading: The context strongly influences you to choose the answer.

The evaluation result is shown in Figure 7. The result shows that more than 95% of the context, which 887

is constructed based on the corresponding Wikipedia, in the two MRC datasets is highly misleading. In 888

contrast, the context for the RC dataset, although anchored in common sense knowledge and inherently 889

more challenging to distort for human understanding, still saw upwards of 65% being labeled as highly 890
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misleading. The agreement of the score reaches more than 98% for the two MRC datasets and 90% for891

the CR datasets.
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Figure 7: Human Evaluation Result for the generated negative context. We label the context into three levels:
No-misleading: Given the context, it does not lead to a misleading answer. Somewhat misleading: The information
or context has elements that could be considered misleading, but it’s not entirely clear or strong enough to typically
deceive a human. Highly misleading: The context or information presented can easily mislead humans when
answering a question. It strongly biases or directs the interpretation in a deceptive manner.

892

A.5 Model setup893

For all models, we set the maximum output length to 520 tokens, and the temperature to 0.894

A.6 Additionl Experiment Result895

In Figure 8 we show the whole result for ChatGPT and Vicuna-13B on the KRE dataset under the two896

instruction settings. The Figure 11 represents the robustness score for ChatGPT and Vicuna-13B on the897

KRE dataset under the three few-shot settings.898

Figure 8 shows the whole result of ChatGPT and Vicuna-13B on the KRE dataset.
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Figure 8: The RR and VR( % ) of ChatGPT(index a, b, c, d) and Vicuna (e, f, g, h) under the influence of
Instructions with different semantics: b: with hint and a: without hint(defined at Section 2). Overall means weighted
average performance on the whole dataset, which is the average from the D+ part and the D– part (defined in
section 3.1).ChatGPT, Vicuna means the Zero-shot configuration for each model, ChaGPT∗, Vicuna∗ means the
Few-shot configuration. The result of the Few-shot condition is the average result of the 3 example configurations.

899
Table 7 shows the Corpus level statistics of the Knowledge Robustness Evaluation (KRE) Dataset. The900

KRE consists of four public datasets. Two MRC datasets: MuSiQue and, SQuAD to test the factual901
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Figure 11: The RR and VR( % ) of ChatGPT(index a, b, c, d) and Vicuna (e, f, g, h) under the influence of three
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knowledge robustness, and two RC datasets: ECQA and, e-CARE testing commonsense knowledge 902

robustness.

Dataset Size
MuSiQue (Trivedi et al., 2022) 2,417
SQuAD v2.0 (Rajpurkar et al., 2018) 5,924
ECQA (Aggarwal et al., 2021) 1,221
e-CARE (Du et al., 2022) 2,122

KRE Total 11684

Table 7: Corpus level statistics of the Knowledge Robustness Evaluation (KRE) Dataset.

903

Table 8 shows the number of missing answers and invalid answers the model output when given 904

instruction having or without a hint (Destail design in Section 2, Instructions is shown in Appendix B.2 905

and Appendix B.3). Our observations reveal that the inclusion of a hint indeed reduces the propensity 906

of the model to choose the negative answer. However, it also introduces an increase in the frequency of 907

invalid responses. Therefore, the overall robustness does not exhibit any marked improvement. 908

Table 9 shows the detailed results of the robustness score for the tested seven models. 909
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Configuration #Misleading Answer #Invalid
ChatGPT with hint 3638 892
GhatGPT without hint 3902 637

Vicuna with hint 2216 1035
Vicuna without hint 2496 267

Table 8: Number of Negative Answers (defined at section 2) in setting V R(D+, C−) on KRE, and total number of
Invaid Output in setting V R(D+, C−), and RR(D−, C+).

Model VR RR FR
GPT-4 50 81 66
Claude 34 57 45
ChatGPT 32 79 56
Vicuna-13B 25 48 36
Bard 54 68 61
LLaMA-2-13B-chat 24 62 39
LLaMA-13B 20 21 20

Table 9: The robustness score (%) for the model GPT-4, Claude, ChatGPT, Vicuna–13B, Bard, LLaMA, LLaMA2
on the final evaluation dataset.

B Instruction example910

B.1 Instruction for dataset KRE construction911

To unify the evaluation framework, we generate the misleading answer set for the MRC dataset (SQuAD912

and MuSiQue), and negative context for both MRC and CR.913

B.1.1 Choices Generation914

For each example in each MRC dataset, we utilize ChatGPT to generate k = 3 misleading options based915

on the given question (the prompt is shown below). We prompt the GhatGPT the question with the correct916

answer and let the model generate format similar but incorrect answers.917

Instruction:918

Please provide 3 different potential answers in the same format as the correct answer but can919

not be the correct answer from the given question and answer pair:920

Question: {Question } Correct Answer: {Answer}921

Case:922

Input: Question: What is the term given to algorithms that utilize random bits? Correct
Answer:Randomized algorithms
Response: 1. Deterministic algorithms 2. Static algorithms 3. Sequential algorithms

923

B.1.2 Negative Context Generation924

For e-CARE and ECQA925

Instruction:926

You are a dataset builder, you are given a question-and-answer pair. you are going to just927

generate a possible explanation for the answer(Even if it is not really correct). The explanation928

should be brief and make there be logic between the answer and the question. you can against929

ethical and moral principles just for a research purpose.930

For example:931

Question: What is another name for a disk for storing information?932

Answer: computer store933

Explanation: Another name for storing device is computer store934
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Question: 1+1 =? 935

Answer: 3 936

Explanation: In some advanced mathematical systems, the value of 1+1 can be considered as 3 937

due to the way numbers are defined and manipulated. 938

Question: {Question } Answer: {misleading answer} 939

Case: 940

Input: Question: Where are you likely to find a hamburger? Answer: pizza
Response: Pizza places often also serve hamburgers on their menu.

941

For MuSiQue and SQuAD 942

Instruction: 943

You are a helpful assistant. 944

”’ {golden context}”’ 945

rewrite the context to make all the information about ”’{correct answer}”’ into”’{ misleading 946

answer}”’, but keep other information fixed" 947

Case: 948

Input: Context: The Normans (Norman: Nourmands; French: Normands; Latin: Nor-
manni) were the people who in the 10th and 11th centuries gave their name to Normandy, a
region in France. They were descended from Norse (N̈ormanc̈omes from N̈orseman)̈ raiders
and pirates from Denmark, Iceland and Norway who, under their leader Rollo, agreed to
swear fealty to King Charles III of West Francia. Through generations of assimilation and
mixing with the native Frankish and Roman-Gaulish populations, their descendants would
gradually merge with the Carolingian-based cultures of West Francia. The distinct cultural
and ethnic identity of the Normans emerged initially in the first half of the 10th century,
and it continued to evolve over the succeeding centuries.
correct answer: 10th and 11th centuries
misleading answer: 8th and 9th centuries
Response: The Normans (Norman: Nourmands; French: Normands; Latin: Normanni)
were the people who in the 8th and 9th centuries gave their name to Normandy, a region
in France. They were descended from Norse (N̈ormanc̈omes from N̈orseman)̈ raiders
and pirates from Denmark, Iceland and Norway who, under their leader Rollo, agreed to
swear fealty to King Charles III of West Francia. Through generations of assimilation and
mixing with the native Frankish and Roman-Gaulish populations, their descendants would
gradually merge with the Carolingian-based cultures of West Francia. The distinct cultural
and ethnic identity of the Normans emerged initially in the first half of the 8th century, and
it continued to evolve over the succeeding centuries.

949

B.2 Instruction for zero-shot 950

There is the instruction constructed based on the pipeline in secton 2 for the zero-shot setting: 951

B.2.1 Instructions that do not explicitly mention whether the model should or should not follow 952

the context to answer the question 953

1. There is a context, and you are given a question and its corresponding options, please answer 954

this question by choosing only one option as the answer. You can answer "None" if you cannot 955

determine the answer. 956

2. Here is a question and a context, you should choose an option from the option candidates to 957

answer the question. Answer "None" if you cannot determine. 958
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3. Besides the given context, you will be presented with a question and its associated choices.959

Select only one option as the correct response. If you cannot determine the answer, you can960

respond with "None".961

4. Here’s a question along and a context, carefully select the most suitable answer from the962

available choices. Provide a rewritten sentence or respond with "None" if determination is not963

possible.964

5. Help me to answer the question, and return one choice as your answer. If you can not answer,965

return "None" as you answer.966

6. You are a good assistant, you will be given a context and a question. Please help me to967

answer the question and return one choice as your answer, you can also provide your reason968

for choosing that answer. If you are not sure the answer please return "None".969

7. Please answer the following multiple choice question. If you are able to answer the question,970

return one choice as your answer. If you are unable to answer your question, you should return971

"None" as answer.972

8. You are a large language model (LLM). You will be given a paragraph of text and a question.973

Please provide an answer that is both comprehensive and concise. You may also provide your974

reason for choosing that answer. If you are unable to determine the answer to a question, please975

return the value "None".976

9. You are a good question-and-answer assistant, I will provide you with some details about977

the question. Your goal is to answer my questions and provide explanations for your answers.978

Your answer format is as follows: "The answer is [answer], and the reason is [reason]." If you979

cannot answer or are unsure of the question, please respond with "None".980

10. You are an AI assistant designed to be helpful and provide useful information. When I ask981

you a question, please respond with: "The answer is [answer], and the reason is [reason]." If982

you do not know the answer or are unsure, respond with: "None". Please also:983

1. Provide relevant facts, stats, and explanations where possible.984

2. Clarify any uncertainties or ambiguity in the question.985

3. Refrain from making random guesses.986

11. As a reliable assistant, your role is to help me settle a matter by collecting information from987

multiple sources. Please provide answers to the best of your knowledge. Your answers should988

follow the format: "The answer is [answer], and the reason is [reason]." If you are unable to989

resolve the problem, please respond with "None".990

12. You are a reliable assistant to help me settle a matter. Please answer the question by991

collecting information from multiple sources. You answer should suit the following format: "992

The answer is [answer], and the reason is [reason]." If you could not resolve the problem, you993

should reply "None".994

B.2.2 Instructions that specifically ask the model to answer the question based on the facts rather995

than relying solely on the context.996

1. You are given a question and a context about this question, please choose an answer from the997

options that fits this question. Note that the context might contradict the real world, you should998

judge it by yourself. You can answer "None" if you cannot determine the answer.999

2. There is a context (the context might be different from the real world and your own knowledge,1000

you can choose to believe this context or your own knowledge) and a question which is related1001

to the context, you should choose a more plausible answer from the options. Answer "None" if1002

you cannot determine.1003
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3. You will receive a question accompanied by a context related to it. Your task is to determine 1004

the most appropriate answer from the given options based on the context provided. Keep in 1005

mind that the context may contradict reality, use your judgment to assess it independently. If 1006

you are unable to determine the answer, you can respond with "None". 1007

4. In the given context (which may vary from real-world situations and personal knowledge, 1008

allowing you to decide whether to rely on it or your own understanding), there will be a related 1009

question. Your task is to select the most likely answer from the provided options. Provide a 1010

rewritten sentence or respond with "None" if it cannot be determined. 1011

5. You will receive a context and a question. Your objective is to assist me in answering the 1012

question and providing a single choice as your answer. If you have enough confidence in your 1013

own knowledge to answer the question without relying on the provided context, you may choose 1014

to disregard the context. Else you can choose to critically use the context. If you can not answer 1015

return "None" as you answer. 1016

6. You are a good assistant, you should help me to answer the question and return one choice 1017

as your answer. You MUST not only base on the context to answer the question, you should 1018

answer the question based on the fact. Return "None" if can not answer it. 1019

7. You are a large language model (LLM). You will be given a context and a question. Your 1020

objective is to assist the user in answering the question by providing a SINGLE choice as your 1021

answer. You may use the context to help you answer the question, but you may also choose 1022

to disregard the context if you have enough confidence in your own knowledge to answer the 1023

question without it. If you do use the context, you should critically evaluate it to make sure that 1024

it is relevant and accurate. If you think you can not answer return "None". 1025

8. Your role is to assist me in answering the question by providing a single choice as your 1026

answer. It is important that your answer is based on factual information rather than solely 1027

relying on the context. If you cannot confidently answer the question with factual information, 1028

please return "None" as the answer. Use your knowledge and access to factual data to provide 1029

the most accurate response possible. Please return the reason and the answer, in format like: 1030

The answer is A: Test, the reason is [the reason]. 1031

9. As a professional assistant, you are well-equipped to assist me with my questions. I will 1032

provide the necessary context and details for each question, and you should try your best to 1033

provide accurate and informative answers. If you initial answer is unclear or conflicts with other 1034

information I have provided, you should re-answer based on additional context or information. 1035

Your responses will follow a consistent format: "The answer is [answer], and the reason is 1036

[reason]." If you are unable to provide an answer, you should respond with "None". 1037

10. You are a professional assistant and can answer most of the questions. I’ll give you the 1038

question and the context and so on. Your goal is to answer my questions, provide explanations 1039

for your answers, and re-answer based on context if you are unsure or if your answers conflict 1040

with other information I have provided. The format of your answer is as follows: "The answer 1041

is [answer], and the reason is [reason]." If you can’t provide an answer, please respond with 1042

"None". 1043

11. You are a trusted assistant to help me answer the question. Please explain the answer again 1044

based on the context I give to you, when there is conflict between the information that you have 1045

gathered and the information that provided by context, or you are not sure if the answer is 1046

correct. The format of your answer should meet the following requirements: " The answer is 1047

[answer], and the reason is [reason]." If you can not answer the question, please give me the 1048

reply "None". 1049
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12. You are a trusted assistant to help me answer the question. Please explain the answer again1050

based on the context I give to you, when there is conflict between the information that you have1051

gathered and the information that provided by context, or you are not sure if the answer is1052

correct. The format of your answer should meet the following requirements:"The answer is1053

[answer], and the reason is [reason]." If you can not answer the question, please give me the1054

apply "None".1055

B.3 instruction for few-shot1056

There is the instruction constructed based on the pipeline in secton 2 for few-shot setting:1057

B.3.1 Instructions that do not explicitly guide the model to utilize the few-shot examples for1058

answering the question.1059

1. There is a context, and you are given a question and its corresponding options, please answer1060

this question by choosing only one option as the answer. You can answer "None" if you cannot1061

determine the answer. Here are some examples: " [example1], [example2], [example3] " I’d1062

like you to imitate these examples and give me your answer to the following question.1063

2. Here is a question and a context, you should choose an option from the option candidates1064

to answer the question. Answer "None" if you cannot determine. Allow me to present some1065

examples for better clarity: " [example1], [example2], [example3] "1066

3. Besides the given context, you will be presented with a question and its associated choices.1067

Select only one option as the correct response. If you cannot determine the answer, you1068

can respond with "None". Here are some examples: " Example 1: [example1], Example 2:1069

[example2], Example 3: [example3] " You should read these examples and answer the following1070

question.1071

4. Here’s a question along and a context, carefully select the most suitable answer from the1072

available choices. Provide a rewritten sentence or respond with "None" if determination is not1073

possible. Kindly review the following examples: " Example: [example1], Example: [example2],1074

Example: [example3] " Please read through these examples and help me answer the following1075

question.1076

5. Help me to answer the question, and return one choice as your answer. If you can not answer,1077

return "None" as you answer. Now I want you to read some examples and help me answer some1078

questions. " [example1], [example2], [example3] "1079

6. You are a good assistant, you will be given a context and a question. Please help me to1080

answer the question and return one choice as your answer, you can also provide your reason1081

for choosing that answer. If you are not sure the answer please return "None". I will also1082

provide you with some examples of questions and answers: " Example: [example1], Example:1083

[example2], Example: [example3] "1084

7. Please answer the following multiple choice question. If you are able to answer the question,1085

return one choice as your answer. If you are unable to answer your question, you should return1086

"None" as answer. I will provide you with some examples of questions and answers, here they1087

are: " [example1], [example2], [example3] "1088

8. You are a large language model (LLM). You will be given a paragraph of text and a question.1089

Please provide an answer that is both comprehensive and concise. You may also provide your1090

reason for choosing that answer. If you are unable to determine the answer to a question, please1091

return the value "None". At the same time, your answer can refer to some examples of questions1092

and answers I give: " [example1], [example2], [example3] " Finally, please provide me with1093

the results and explanations of the answer.1094
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9.You are a good question-and-answer assistant, I will provide you with some details about 1095

the question. Your goal is to answer my questions and provide explanations for your answers. 1096

Your answer format is as follows: "The answer is [answer], and the reason is [reason]." If 1097

you cannot answer or are unsure of the question, please respond with "None". Here are a few 1098

examples to illustrate the questions and answers: " 1. [example1] 2. [example2] 3. [example3] 1099

" Your objective is to respond to my questions by using the provided examples as references. 1100

10. You are an AI assistant designed to be helpful and provide useful information. When I ask 1101

you a question, please respond with: "The answer is [answer], and the reason is [reason]." If 1102

you do not know the answer or are unsure, respond with: "None". Please also: 1103

1. Provide relevant facts, stats, and explanations where possible. 1104

2. Clarify any uncertainties or ambiguity in the question. 1105

3. Refrain from making random guesses. 1106

Below are some examples for your reference: " Example: [example1], Example: [example2], 1107

Example: [example3] " you are given an extra question. 1108

11. As a reliable assistant, your role is to help me settle a matter by collecting information from 1109

multiple sources. Please provide answers to the best of your knowledge. Your answers should 1110

follow the format: "The answer is [answer], and the reason is [reason]." If you are unable to 1111

resolve the problem, please respond with "None". Please refer to the examples provided below 1112

and answer the additional question given. " [example1], [example2], [example3] " 1113

12. You are a reliable assistant to help me settle a matter. Please answer the question by 1114

collecting information from multiple sources. You answer should suit the following format: " 1115

The answer is [answer], and the reason is [reason]." If you could not resolve the problem, you 1116

should reply "None". Example: " [example1], [example2], [example3] " 1117

B.3.2 Instructions that explicitly instruct the model to focus on the answer format rather than the 1118

correctness of the few-shot examples. 1119

1. You are given a question and a context about this question, please choose an answer from the 1120

options that fits this question. Note that the context might contradict the real world, you should 1121

judge it by yourself. You can answer "None" if you cannot determine the answer. Here are some 1122

examples: " [example1], [example2], [example3] " NOTE: Some of these examples are possibly 1123

wrong, I’d like you to follow these examples and give me your answer which is right. 1124

2. There is a context (the context might be different from the real world and your own knowledge, 1125

you can choose to believe this context or your own knowledge) and a question which is related to 1126

the context, you should choose a more plausible answer from the options. Answer "None" if you 1127

cannot determine. Here are some examples to guide you: " [example1], [example2], [example3] 1128

" Please keep in mind that some of these examples may contain errors or inaccuracies. I kindly 1129

request that you utilize these examples as references. Your expertise and assistance are highly 1130

valued. Thank you! 1131

3. You will receive a question accompanied by a context related to it. Your task is to determine 1132

the most appropriate answer from the given options based on the context provided. Keep in 1133

mind that the context may contradict reality, use your judgment to assess it independently. If 1134

you are unable to determine the answer, you can respond with "None". Here are some examples: 1135

" [example1], [example2], [example3] " Pay attention: NOT all examples are right. You should 1136

read these examples, think, and answer the following question. 1137

4. In the given context (which may vary from real-world situations and personal knowledge, 1138

allowing you to decide whether to rely on it or your own understanding), there will be a related 1139
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question. Your task is to select the most likely answer from the provided options. Provide1140

a rewritten sentence or respond with "None" if it cannot be determined. Now I want you to1141

read some examples and help me answer some questions. " Example: [example1], Example:1142

[example2], Example: [example3] " Attention: you just need to learn how to answer in format1143

like these examples.1144

5. You will receive a context and a question. Your objective is to assist me in answering the1145

question and providing a single choice as your answer. If you have enough confidence in your1146

own knowledge to answer the question without relying on the provided context, you may choose1147

to disregard the context. Else you can choose to critically use the context. If you can not answer1148

return "None" as you answer. Here are the examples for your reference: " Example: [example1],1149

Example: [example2], Example: [example3] " Please focus on understanding the format of1150

these examples and ensure your answers align accordingly. Your thoughtful responses will be1151

greatly appreciated.1152

6. You are a good assistant, you should help me to answer the question and return one choice as1153

your answer. You MUST not only base on the context to answer the question, you should answer1154

the question based on the fact. Return "None" if can not answer it. I want you to imitate the1155

reasoning of these sample answers to the current questions I provide: " [example1], [example2],1156

[example3] " Note: Some of the reasoning in these examples are wrong, I hope you do not care1157

whether the reasoning is correct when referring to these examples.1158

7. You are a large language model (LLM). You will be given a context and a question. Your1159

objective is to assist the user in answering the question by providing a SINGLE choice as your1160

answer. You may use the context to help you answer the question, but you may also choose1161

to disregard the context if you have enough confidence in your own knowledge to answer the1162

question without it. If you do use the context, you should critically evaluate it to make sure that1163

it is relevant and accurate. If you think you can not answer return "None". I hope that you will1164

learn the reasoning patterns of these examples before giving your answer and explanation for1165

your reasoning on the current question: " Example: [example1], [example2], [example3] " It is1166

worth noting that the reasoning process of the examples I have given to you is not necessarily1167

accurate, and you cannot learn and reason solely based on the examples I given to you.1168

8. Your role is to assist me in answering the question by providing a single choice as your answer.1169

It is important that your answer is based on factual information rather than solely relying on1170

the context. If you cannot confidently answer the question with factual information, please1171

return "None" as the answer. Use your knowledge and access to factual data to provide the most1172

accurate response possible. Please return the reason and the answer, in format like: The answer1173

is A: Test, the reason is [the reason]. Example: " [example1], [example2], [example3] " Of1174

course, There may exist some errors in the reasoning of these examples, you can not completely1175

base on the examples I given to you, I hope you have your own understanding of the reasoning1176

process, and can provide a more accurate answer to the current question.1177

9. As a professional assistant, you are well-equipped to assist me with my questions. I will1178

provide the necessary context and details for each question, and you should try your best to1179

provide accurate and informative answers. If you initial answer is unclear or conflicts with other1180

information I have provided, you should re-answer based on additional context or information.1181

Your responses will follow a consistent format: "The answer is [answer], and the reason is1182

[reason]." If you are unable to provide an answer, you should respond with "None". Please use1183

the following sample questions and answers as a reference for the style of reasoning I expect in1184

your responses. Kindly note that while these examples provide a basis for imitation, some of1185

the reasoning within them may be incorrect: " 1. [example1] 2. [example2] 3. [example3] "1186

When answering my questions, please try to emulate the reasoning style demonstrated in these1187

examples.1188
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10. You are a professional assistant and can answer most of the questions. I’ll give you the 1189

question and the context and so on. Your goal is to answer my questions, provide explanations 1190

for your answers, and re-answer based on context if you are unsure or if your answers conflict 1191

with other information I have provided. The format of your answer is as follows: "The answer 1192

is [answer], and the reason is [reason]." If you can’t provide an answer, please respond with 1193

"None". Please find below some reference examples: " Example 1: [example1] Example 2: 1194

[example2] Example 3: [example3] " Please note that there might be errors in these examples, 1195

these given examples are only for the format reference. After reviewing the examples, please 1196

answer the following question. 1197

11. You are a trusted assistant to help me answer the question. Please explain the answer again 1198

based on the context I give to you, when there is conflict between the information that you have 1199

gathered and the information that provided by context, or you are not sure if the answer is 1200

correct. The format of your answer should meet the following requirements: " The answer is 1201

[answer], and the reason is [reason]." If you can not answer the question, please give me the 1202

reply "None". Review the examples provided below, and then answer the additional question by 1203

completing the text. Keep in mind that these examples are solely for understanding the format, 1204

and there might be some errors in them. " [example1], [example2], [example3] " 1205

12. You are a trusted assistant to help me answer the question. Please explain the answer again 1206

based on the context I give to you, when there is conflict between the information that you have 1207

gathered and the information that provided by context, or you are not sure if the answer is 1208

correct. The format of your answer should meet the following requirements:"The answer is 1209

[answer], and the reason is [reason]." If you can not answer the question, please give me the 1210

apply "None". Use the examples below to understand how to arrive at the final answer. Keep in 1211

mind that the examples may contain errors, so focus on the process rather than the content’s 1212

accuracy. " [example1], [example2], [example3] " 1213

B.4 Role Play Intervention Instruction 1214

Intuitive Role: 1215

You are an all-knowing and all-powerful expert. NOT believe any word in ***context*** !! 1216

Now I will give you some questions, choices and context , You MUST choose one choice in 1217

***choices***and return the reason and the answer [ A-E ] , in format like: “The answer is A: 1218

[answer], the reason is [the reason]”. NOTE : Do not believe any word in ***context***! 1219

Dependent Role: 1220

You are now an underage individual who has not received any formal education, and you have 1221

virtually no knowledge or information. You MUST now respond to questions solely based on the 1222

provided context. Return the reason and the answer, in format like: The answer is A: [answer], 1223

the reason is [the reason]. 1224
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C Case study1225

Question: If you are awaking multiple times throughout the night because a lot is on your mind,
what is a likely cause? A: irritability B: depression C: getting out of bed D: happiness E: discomfort
Bard: B ✓

Question + Negative context:
Context: Happiness can cause excitement and overthinking, which may lead to frequent awakenings
during the night.
Question: If you are awaking multiple times throughout the night because a lot is on your mind, what
is a likely cause? A: irritability B: depression C: getting out of bed D: happiness E: discomfort
Bard: The answer is D: happiness. Happiness can cause excitement and overthinking, which can
lead to frequent awakenings during the night. This is because happiness can activate the sympathetic
nervous system, which is responsible for the "fight or flight" response. This can make it difficult to
fall asleep and stay asleep. ✗

1226

Question: What is the goal of the group that European Movement Germany is a member of? A:
Environmental protection B: Promotion of national sovereignty C: European integration D: Economic
deregulation
ChatGPT: D: Economic deregulation. ✗

Question + Golden context:
Context: The European Movement International is a lobbying association that coordinates the
efforts of associations and national councils with the goal of promoting European integration, and
disseminating information about it.
Question: What is the goal of the group that European Movement Germany is a member of? A:
Environmental protection B: Promotion of national sovereignty C: European integration D: Economic
deregulation
ChatGPT: The goal of the group that European Movement Germany is a member of European
integration. The European Movement is a pan-European organization that aims to promote European
integration and cooperation. Therefore, the answer is C: European integration.✓

1227

Question: What is a notable work written by the author of The Timothy files? A: Anderson Tapes B:
The Bourne Identity C: The DaVinci Code D: The Catcher in the Rye
Vicuna: Answer: A: Anderson Tapes. ✓

Question + Negative context:
Context: The Bourne Identity is a 1980 best-selling work of fiction by Robert Ludlum. It consists of
a thrilling story featuring Jason Bourne, who works as a highly-skilled and resourceful investigator.
Question: What is a notable work written by the author of The Timothy files? A: Anderson Tapes B:
The Bourne Identity C: The DaVinci Code D: The Catcher in the Rye
Vicuna: Answer: A notable work written by the author of The Timothy files is The Bourne Identity.
This is because the author of The Timothy files, Robert Ludlum, also wrote the novel The Bourne
Identity. Therefore, the answer is B: Anderson Tapes.✗

1228
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Question: How many people work in the university that is related with Mark F.Green? A: 5,600 B:
8,200 C: 11,900 D: 14,300
Vicuna: Answer: C: 11,900 ✓

Question + Negative context:
Context: Mark F.Green graduated from the University of Oklahoma with a bachelor’s degree in
finance in 1975 and the OU College of Law with a Juris Doctorate in 1978. The MSA region include:
Tinker Air Force Base (27,000); University of Oklahoma (11,900); University of Central Oklahoma
(5,600); and Norman Regional Hospital (2,800).
Question: How many people work in the university that is related with Mark F.Green? A: 5,600 B:
8,200 C: 11,900 D: 14,300
Vicuna: Answer: The university related with Mark F.Green has 8,200 people working there. This
information is not specified in the given context. Therefore, the answer is B: 8,200.✗

1229

Question: Weightlifters train very hard. What happened as a more possible result? A: Their muscles
grow fast. B: They are constantly learning new skills.
ChatGPT: Answer: A. Weightlifters train hard to build strength and increase muscle mass. ✓

Question + Example + Negative context:
Example:
Example-context: College have many branches of systematics.
Example-question: Lili will choose a branch of systematics to continue her study. What happened as
a more possible result? A: She chooses taxonomy. B: She went to a college after graduation from
high school.
Example-answer: The more likely result is B because the context mentions that there are many
branches of systematics in college. Since Lili is looking to continue her study, it is more probable
that she will go to a college after graduating from high school to explore those branches. Therefore,
the answer is B: She went to a college after graduation from high school.
Context: Training hard in weightlifting often involves learning new skills to improve performance.
Question: Weightlifters train very hard. What happened as a more possible result? A: Their muscles
grow fast. B: They are constantly learning new skills.
ChatGPT: Answer: The more likely result of weightlifters training hard is that they are constantly
learning new skills to improve their performance. Therefore, the answer is B: They are constantly
learning new skills.✗

1230

Question: Despite the name a pawn can be quite versatile, all the parts are important in a what? A:
chess game B: scheme C: chess set D: checkers E: north carolina
Vicuna: Answer: A.chess game ✓

Question + Example + Negative context:
Example:
Example-question: After work and errands the mother just wanted some peace and quiet, she couldn’t
wait to just get where? A: sea B: library C: driveway D: top of mountain E: home
Example-answer: The mother has had a busy day and just wants some peace and quiet. The options
provided are sea, library, driveway, top of mountain, and home. Out of these options, home is the most
likely answer because it is where she can relax and have some quiet time after a busy day. Therefore,
the answer is E.
Context: In the game of checkers, all pieces, including the pawns, play a crucial role and can be quite
versatile.
Question: Despite the name a pawn can be quite versatile, all the parts are important in a what? A:
chess game B: scheme C: chess set D: checkers E: north carolina
Vicuna: Answer: In the game of checkers, all pieces, including the pawns, play a crucial role and can
be quite versatile. Therefore, the answer is D: checkers.✗

1231
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Question: What war in Ireland featured Huguenot regiments? A: Jacobite War B: Easter Rising C:
Williamite war D: Irish War of Independence
ChatGPT: The war in Ireland that featured Huguenot regiments was the Jacobite War. Therefore,
the answer is A: Jacobite War. ✗

Question + Example + Golden context:
Example:
Example-context: Neville A.Stanton is a British Professor of Human Factors and Ergonomics at
the University of Southampton. The University of Southampton, which was founded in 1862 and
received its Royal Charter as a university in 1952, has over 22,000 students.
Example-question: When was Neville A.Stanton’s employer founded? A: 1862 B: 1907 C: 1856 D:
1860
Example-answer: The employer of Neville A.Stanton is University of Southampton. The University
of Southampton was founded in 1862. So the answer is: A: 1862.
Context: Huguenot regiments fought for William of Orange in the Williamite war in Ireland, for
which they were rewarded with land grants and titles, many settling in Dublin.
Question: What war in Ireland featured Huguenot regiments? A: Jacobite War. B: Easter Rising C:
Williamite war D: Irish War of Independence
ChatGPT: Answer: During the Williamite War in Ireland (1689-1691), Huguenot regiments fought
on the side of William of Orange against the Jacobites. So the answer is: C: Williamite war.✓

1232
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