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Abstract

Deep learning models often struggle to maintain perfor-
mance when the training and testing data come from dif-
ferent distributions. Test-time adaptation (TTA) addresses
this by adapting a pre-trained model to an unlabeled tar-
get domain under distribution shifts. A more challenging
setting is open-set TTA (OSTTA), where the target domain
may contain unknown samples outside the source classes.
Existing OSTTA methods primarily detect and discard such
unknowns, relying only on known samples for adaptation.
In this work, we argue that unknown samples can also pro-
vide valuable cues for improving adaptation. We propose
LU-OSTTA (learning from unknown for OSTTA), a simple
yet effective framework that leverages both in-distribution
and semantically useful out-of-distribution samples. Our
approach introduces: (i) a class-conditioned dynamic en-
ergy threshold to separate OOD samples more reliably,
(ii) an optimal transport–based pseudo-label refinement to
mitigate noise under distribution shifts, and (iii) an adap-
tive prototype weighting strategy that emphasizes semanti-
cally aligned target samples while down-weighting harm-
ful ones. Experimental results demonstrate that our LU-
OSTTA consistently outperforms state-of-the-art TTA and
OSTTA methods, highlighting the benefits of utilizing rather
than discarding unknown samples. Our code is available
at: https://github.com/takihasan/LU-OSTTA.

1. Introduction

Deep learning has emerged as a key solution for com-
puter vision tasks when the training and testing data are de-
rived from the same distribution. However, in real-world
settings, this assumption often does not hold due to dis-
crepancies between the training and test samples [9,24,42].
This is primarily because train (source) and test (target) data
are collected from different distributions. Moreover, tar-
get data can be corrupted during online batch adaptation.
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Figure 1. Existing TTA methods exhibit performance degradation
when unknown classes are included, while OSTTA methods han-
dle open-set distributions more effectively but still fall short. Our
method significantly improves performance in the open-set setting.
We compare Source [85], TENT [72], CoTTA [74], EATA [56],
OSTTA [38], UniEnt [24], and UniEnt+ [24] on CIFAR-10-C.

To address these limitations, test-time adaptation (TTA)
[7, 54, 60, 61, 74, 83, 88, 90] methods provide a holistic so-
lution by enhancing the learning capabilities of a source
model without requiring access to the source data, thereby
improving robustness and consistency. They also help miti-
gate inherent privacy concerns during deployment.

Unlike traditional machine learning setup, where the
model stops learning after the training dataset has been
fully used, in the Test-Time Training [6, 23, 49, 68] (TTT)
paradigm, model learns from test data for improving robust-
ness to handle distribution shifts. In TTT settings, it intro-
duces a self-supervised auxiliary rotation prediction task.
However, it offers a source-free learning facility but re-
quires altering the source training protocol, which eventu-
ally limits the practicability of the fully test-time adaptation
task. Distribution shift can happen often, but further model
tuning is not usually feasible due to lack of labels in tar-
get domain and computational resources. Meanwhile, TTA
offers online adaptation of unlabeled target data without ex-
plicit fine-tuning [10]. Existing TTA methods are based on
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entropy minimization, where models adopt the samples that
contribute to lower entropy. But the performance degrades
if the model encounters open classes during adaptation.

On the other hand, out-of-distribution (OOD) detection
[21,22,47,58] aims to detect samples not fully related to the
training samples. But, models tend to classify OOD data as
one of the in-distribution (ID) data that hinders the predic-
tive performance [25, 53]. Existing methods are focused on
dealing with covariate shift instead of semantic shift. Fol-
lowing recent literature, semantic shift refers to “out of the
semantic space”. In this work, we define unknown samples
as those exhibiting semantic shift, while known samples in-
clude both ID and covariate-shifted variants.
Motivation. In practical deployment, the target domain
often contains strong unknown OOD samples. Existing
OSTTA methods [24, 38] mainly attempt to separate or dis-
card such samples. However, we argue that not all un-
knowns are harmful: certain unknown samples can pro-
vide valuable semantic cues, reducing prediction entropy in
ways similar to known samples. Prior works overlook these
semantically useful unknowns, discarding them indiscrimi-
nately. As shown in Fig. 1, source models fail to adapt effec-
tively under both closed- and open-set conditions. Standard
TTA methods [56, 72] degrade in open-set scenarios due to
incorrect normalization statistics and ineffective OOD fil-
tering. OSTTA methods [24, 38] improve robustness but
still underperform, as they cannot distinguish helpful un-
knowns from harmful ones. This motivates us to explicitly
leverage semantically useful unknown samples for more ef-
fective open-set adaptation.
Our Approach. Motivated by these observations, we pro-
pose LU-OSTTA, a framework that handles unknown-class
samples often encountered in real-world deployment. In-
stead of solely detecting and rejecting harmful samples dur-
ing adaptation, our method leverages semantically useful
unknown samples through a weighted mechanism for open-
set adaptation. To enhance robustness in open-set settings,
we introduce a dynamic energy threshold (DET), a class-
conditioned variant of the energy threshold that dynami-
cally adjusts on a per-class basis to better distinguish be-
tween weak and strong OOD samples. Since noisy labels
are common under distribution shift and further increased
when OOD samples are encountered during test time, we
propose employing optimal transport (OT) to refine pseudo
labels by aligning teacher and student predictions, thereby
alleviating noise due to the open-set setting. To further sep-
arate and exploit semantically helpful unknowns, we pro-
pose an adaptive prototype weighting strategy, which main-
tains source and target prototype memory banks, and as-
signs semantic weights based on similarity to source pro-
totypes. We incorporate contrastive loss with entropy-
based regularization to ensure that only semantically use-
ful and informative unknown samples contribute to adapta-

tion, while down-weighting strong OOD samples. Lastly,
to demonstrate the effectiveness of our proposed approach,
we conducted comprehensive experiments under the open-
set protocol described in [24].
Contributions. In summary, our main contributions are:

• We identify a critical limitation of prior works: dis-
carding all unknown samples ignores their potential
to enhance adaptation. We instead propose leveraging
semantically helpful unknowns for improved open-set
performance.

• We introduce a dynamic energy threshold (DET)
that performs class-conditioned thresholding, enabling
more reliable separation of known and unknown sam-
ples. We further refine pseudo-labels via optimal trans-
port, improving supervision under distribution shift.

• We design adaptive prototype weighting that empha-
sizes semantically aligned unknown samples while
down-weighting harmful ones during adaptation.

• Our method is evaluated on multiple open-set TTA
protocols, where it exhibits significantly higher perfor-
mance compared to other OSTTA and TTA methods.

2. Related Work
Test-Time Adaptation. Test-time adaptation (TTA) [56,57,
72, 83] is a promising direction in domain adaptation re-
search. TTA aims to generalize to unseen target domains
using a pre-trained source model. Unlike traditional domain
adaptation, TTA does not assume that the source and target
data come from the same distribution. A notable entropy-
minimization-based TTA method, TENT [72], minimizes
prediction entropy to update the affine parameters γ and
β in batch normalization, thereby improving model adap-
tation. Based on this criterion, the entropy minimization
loss function becomes the sole objective for updating batch
normalization layers. EATA [56] introduces a sample se-
lection strategy that excludes high-entropy samples from
adaptation. SAR [57] adopts gradient-based sample selec-
tion, encouraging model weights to converge toward flat
minima with small gradients. DeYO [39] further argues
that entropy alone is insufficient for robust adaptation and
proposes object-destructive transformations as an additional
filtering step. In contrast to sample selection, some TTA
methods [18, 51, 55, 69] focus on improving the optimiza-
tion objective so that all samples can contribute to adap-
tation. Other approaches, such as refining pseudo labels
[1, 20, 50] or batch normalization [59], have also demon-
strated strong TTA performance. Recently, open-set TTA
(OSTTA) has gained attention due to its practical signifi-
cance. OSTTA methods [24, 38] account for the possibility
that target data may contain unknown samples. These ap-
proaches detect both covariate-shifted in-distribution (csID)



and out-of-distribution (csOOD) data, and adapt only the
csID samples to achieve robust OSTTA. Another work,
ODS [92], considers label shift for open-world TTA. More-
over, TTA has been widely applied across diverse tasks,
including object detection [8, 36, 63, 71], action recogni-
tion [78], super-resolution [19, 89], visual question answer-
ing [46, 76], and video understanding [2, 4, 44, 86], demon-
strating its versatility as a practical solution.

OOD Detection. Out-of-distribution (OOD) detection is es-
sential for building safe machine learning systems, as it en-
ables the identification of samples that fall outside the train-
ing distribution. This capability is crucial for anomaly de-
tection, open-set recognition, novelty detection, detecting
and adapting to covariate domain shifts [3,11,32,80]. OOD
detection methods can be broadly categorized into several
directions [80]. Post-hoc methods [67, 73] improve OOD
detection without modifying pre-trained models. Other ap-
proaches, such as ReAct [66], adjust model activations to
yield more informative energy scores. A widely used base-
line is softmax-based detection, where prediction entropy
is computed from the softmax output. Temperature scaling
further calibrates model uncertainty by rescaling logits [66],
while Generalized Entropy (GEN) [48] enhances softmax-
based scoring. Another line of work leverages additional
outlier data for OOD detection [35, 79, 87]. OE [30] en-
courages low model confidence for OOD samples, whereas
WOODS [35] exploits unlabeled “wild” data to improve de-
tection performance. Gradient-based approaches, such as
ODIN [43] and MDS [40], apply input perturbations dur-
ing inference as a pre-processing step to improve OOD dis-
crimination. GradNorm [33] and Approximate Mass [26]
instead use gradient norms to define OOD scores. More
recently, test-time OOD detection has emerged as a way
to improve robustness [81, 82]. AUTO [81] introduces a
test-time modification strategy using stochastic gradient de-
cent to reduce model confidence on potential OOD samples.
OODD [82] proposes a dynamic OOD dictionary that accu-
mulates OOD features during test time to enhance detection.

Open-Set Domain Adaptation. Open-Set Domain Adap-
tation (OSDA) addresses the challenge of unknown classes
that exist in the target domain but are absent in the source
domain. The goal of OSDA is to reduce the distribu-
tion gap between source and target domains while simul-
taneously detecting unknown classes. Existing approaches
[45, 64, 65, 75] typically group unknown-class samples to-
gether and transfer knowledge from known classes for
alignment. For example, OSBP [65] employs pseudo labels
to guide classifier learning while rejecting unknown sam-
ples during source–target alignment. STA [45] introduces
a weighting mechanism that distinguishes between known
and unknown samples, gradually adjusting their importance
for feature alignment. OVANET [64] adopts a one-vs-all
classifier to model inter- and intra-class distances, mini-

mizing sample entropy to better detect unknown samples.
UADAL [34] proposes a segregation strategy to identify
samples that are far from the source distribution. Finally,
OSLPP [75] learns a discriminative common subspace be-
tween source and target features and progressively selects
unknown-class samples to improve model training.
Discussion. Robustness under distribution shifts can be
achieved by TTA, OOD detection, and OSDA methods;
however, these methods can still impose limitations when
encountering unknown samples. Existing OSTTA meth-
ods rely on rejecting unknown samples that can potentially
help adaptation via relevant semantic information. On the
other hand, OOD detection can detect unknown samples
but this paradigm does not leverage them during adapta-
tion. Moreover, OSDA methods do not offer privacy for
source data that hinders the main goal of test-time settings.
In our method, we address and combine all these issues by
introducing a framework that leverages semantically useful
unknown samples under an open-set TTA setting, alleviat-
ing the challenges in conventional TTA, OOD detection and
OSDA methods.

3. Method
3.1. Preliminary

Task Definition. During TTA, a source model adapts to a
target domain that contains nt samples in the test set Dt,
which were not observed in the source domain. Let the
source domain be Ds = {(xs

i , y
s
i )}

ns
i=1 with labeled sam-

ples, and the target domain be Dt = {(xt
i)}

nt
i=1 containing

only unlabeled samples, as yit is not available during testing.
Additionally, we designate Cs to be the set of source classes
and Ct to be the target classes. In closed-set TTA settings,
Cs is equal to Ct. While in open-set TTA, |Cs| < |Ct| always
holds, where Cs ⊂ Ct, and Ct\Cs is called unknown classes.
So, given a model fθ pre-trained on Ds, we aim to adapt it
toDt without accessing the target labels. Specifically, given
a mini-batch B from the test set, the goal is to adapt samples
from known classes Cs and also adapt classes from Ct that
are weak OODs but considered as unknown.
Framework Overview. To address the open-set test-time
adaptation (OSTTA) problem, we propose a framework,
LU-OSTTA, which leverages both in-distribution and out-
of-distribution samples under distribution shifts that are of-
ten encountered in the target domain. An overview of the
framework is illustrated in Fig. 2. LU-OSTTA is com-
posed of three key modules: (1) dynamic-energy threshold,
(2) OT-based pseudo-label refinement, and (3) adaptive-
prototype weighting. First, the dynamic-energy threshold
enables fine-grained separation between in-distribution and
OOD samples by adjusting thresholds on a per-class ba-
sis, preventing over-reliance on a global cutoff. Next, the
OT-based pseudo-label refinement calibrates noisy pseudo-
labels caused by distribution shifts through distribution-



level alignment between teacher and student predictions.
Finally, the adaptive-prototype weighting emphasizes se-
mantically aligned target samples while down-weighting
highly uncertain ones, ensuring that only informative OOD
samples contribute to adaptation. Our framework effec-
tively utilizes semantically useful unknown samples rather
than discarding them, leading to more robust and efficient
online adaptation under open-set conditions. Further de-
scriptions of the proposed modules are discussed below.

3.2. Dynamic-Energy Threshold for OOD Detection

OOD sample detection is a binary classification prob-
lem that provides a boundary between in- and out-of-
distribution samples. However, previous methods [29, 53,
77] rely on softmax scores to distinguish between these
samples. But models have the tendency to assign arbitrar-
ily high confidence for OOD samples. Energy-based scores
overcome this limitation [12, 47] by mapping each sample
to a scalar that is lower for ID-data but higher for OOD data.
Here, a density function of data p(x) that has a low likeli-
hood score can be considered as an OOD sample. Energy
of a given input (x, y) is E(x, y) = −f(x) where f(x) is a
discriminative neural classifier. Free energy function is de-
fined as E(x; f) = −T · log

∑K
i efi(x)/T , where T is the

softmax temperature. Based on the energy free function,
OOD detection is defined as:

g(x; τ, f) =

{
1, if − E(x; f) > τ,

0, otherwise.
(1)

where τ is the energy threshold and g(x) is the OOD de-
tector. The threshold is derived carefully from the in-
distribution data for better OOD detection and separabil-
ity [47]. However, a fixed global threshold can eliminate
too many unlabeled samples which can potentially be useful
OOD samples. Moreover, naively eliminating OOD sam-
ples can eventually negatively affect the model’s perfor-
mance, especially in class-imbalance settings. To address
this limitation, we propose a dynamic-energy threshold that
can dynamically adjust the threshold on a per-class basis.
To achieve this, we apply a class-conditioned energy statis-
tics (µc, σc), and define a class-conditioned threshold,

τc = µc + βσc (2)

where β is a scaling hyperparameter. Given a test sample x
with a pseudo label ŷ. We assign a soft weight based on its
normalized energy:

wc(x) = exp

(
−γ · E(x; f)− µc

σc + ε

)
(3)

where γ is a hyperparameter that controls the sharpness of
down-weighting, and ε enforces numerical stability. This

weighting strategy ensures low energy samples such as
ID-samples obtain higher weights while OOD-samples are
down-weighted rather than fully rejected by other works
[24,41]. Finally, our adaptation incorporates these dynamic
weights into the unsupervised loss:

Ldyn(θ) =
1∑

x∈Bt
wŷ(x)

∑
x∈Bt

wŷ(x) · ℓ(x; θ) (4)

Here, ℓ(x; θ) refers to the unsupervised loss during TTA.
Our dynamic thresholding based on the energy score allows
the model to retain useful OOD samples that are semanti-
cally aligned with source classes, while rejecting extreme
outliers. As a result, it can adaptively balance between ID
samples and extracting useful information from OOD data
instead of just rejecting them during TTA.

3.3. Optimal Transport for Refined Pseudo Labels

In TTA, unreliable pseudo labels often occur due to dy-
namic distribution shifts in the test set. However, models
often show high confidence on OOD samples, which that
can be incorrect. Higher confidence leads to noise during
adaptation that hinders the model’s performance. Taking
inspiration from OT due to its success in domain adapta-
tion tasks [5, 14, 15, 62], we propose Optimal Transport
based Pseudo-Label refinement (OTPL) strategy. We adopt
a student-teacher framework [20, 70, 74], where the student
model performs adaptation and teacher model provides sta-
ble prediction. Instead of sharing the weights with the stu-
dent model, the teacher model updates its weights using ex-
ponential moving average weights of the student model.

θ′T = αθ′T−1 + (1− α)θT (5)

Here, α is a smoothing factor. Let pT (x) and pS(x) be
the predictive distributions of a teacher and student model
respectively. In a general setting, consistency regulariza-
tion is enforced to ensure similarity between pT (x) and
pS(x) on unlabeled target samples. We leverage OT to align
the teacher and student distributions instead of minimizing
their discrepancy for each sample. Given a cost function
C(pT , pS) that minimizes their disagreement, we compute
OT coupling such as:

min
T∈Π(pT ,pS)

⟨T,C⟩+ εH(T ) (6)

where T ∈ Rn×m
+ is the transport plan, Π(pT , pS) denotes

the set of couplings with marginals pT and pS , and H(T )
is the entropy regularizer. This formulation is efficiently
solved with the Sinkhorn algorithm [17]. Distribution-
level alignment between teacher and student predictions is
achieved by OT plan T . Thus, we define refined pseudo-
labels as:

q(xi) =
∑
j

Tij (7)
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Figure 2. An overview of our learning from unknown OSTTA (LU-OSTTA) method. Real-world data can contain unknown samples
during testing. Our framework deals with these unknown samples, and learn useful information from them to improve open-set adaptation
performance. We identify known and unknown samples, then refine noisy pseudo labels. Lastly, we learn semantically useful unknown
samples via a weighted contrastive objective.

where q(xi) represents a smoothed distribution over classes
that aligns both teacher and student predictions. These re-
fined labels alleviate the risk of overconfidence in model
predictions and ensure correct pseudo-labels. Furthermore,
the student model is then optimized with KL divergence loss
between its prediction and the OT refined pseudo-labels:

LOT = Ex∼Dt
KL

(
pS(x) ∥ q(x)

)
(8)

This ensures the student model remains consistent with the
teacher while having better and calibrated pseudo-labels.
This OT-based pseudo-label refinement method jointly en-
sures calibration and consistency between pseudo-labels
while preventing noisy labels that often occur during dis-
tribution shifts. It also ensures class-level structure in the
target domain due to down-weighting unreliable predic-
tions. It is worth mentioning that the OT-based refine-
ment strategy complements our dynamic-energy threshold-
ing because pseudo-labels are retained after prior class-
conditioned thresholding, further calibrated to guide the
adaptation process effectively.

3.4. Adaptive-Prototype Weighting

Although dynamic-energy thresholding and OT-based
refinement encourage the use of better pseudo labels and
OOD samples for adaptation, there are still target samples
that are highly uncertain and far from the source classes.
Naively rejecting them can diminish the potential of utiliz-
ing unknown samples. On the other hand, utilizing them
directly for adaptation can cause the risk of negative trans-
fer due to the mismatch between known and unknown
classes [45]. To address this, we introduce an adaptive-
prototype weighting mechanism that selectively emphasizes

target samples based on their semantic proximity to source
prototypes. We maintain source and target memory banks
Ms andMt to store prototypes respectively.

Ms = [ms
1,m

s
2, . . . ,m

s
Ns

],

Mt = [mt
1,m

t
2, . . . ,m

t
Nt

]
(9)

Here, feature vector of xi is stored in mi, and updated after
each batch with a momentum v. Ms does not store source
data or features extracted during test time, hence acts as a
set of frozen source prototypes.

mi ← vmi + (1− v)fi (10)

We perform k-means clustering to get clusters Cs =
[cs1, c

s
2, . . . , c

s
Ns

] and Ct = [ct1, c
t
2, . . . , c

t
Nt

] on Ms and
Mt [84]. We also retrieve normalized source and target
prototypes {µs

j}
Ns
j=1 and {µt

j}
Nt
j=1. Using the source model,

we extract features fi and compute similarity distribution
between fi and {µt

j}nj=1 (which is similar for {µs
j}nj=1 too):

Ps
i,j =

exp(µt
j · fi/τ)∑

j = 1k exp(µt
j · fi/τ)

(11)

where τ is temperature parameter. This distribution cap-
tures how well a sample aligns with different target clus-
ters. As target domain samples are unlabeled and far from
the source distribution due to shift, it is hard to determine
which target samples contain semantically useful informa-
tion among OOD. To address this, we compute a semantic
weight w(x) for each target OOD sample x based on its
similarity with source prototypes:

w(x) =
exp(α · sim(zt, zs))∑

zs′∈Ms exp(α · sim(zt, zs′))
, (12)



Table 1. Results of different methods on CIFAR-10/100-C benchmarks. (↑) indicates that larger values are better, and vice versa. All
values are percentages. We present Source , TTA methods , OSTTA methods , and Our method respectively. We underline the
second best score, and best scores are in bold. And improvements (±) compared to the second best score are presented.

Method CIFAR-10-C CIFAR-100-C
Acc.↑ AUROC↑ FPR@TPR95↓ OSCR↑ Acc.↑ AUROC↑ FPR@TPR95↓ OSCR↑

Source [85] 80.73 76.44 79.25 67.44 53.68 61.55 93.20 39.71
TENT [72] 78.35 64.79 94.87 55.92 55.71 66.23 93.89 41.34
CoTTA [74] 83.34 84.07 72.40 77.45 55.33 77.23 80.78 48.32
EATA [56] 81.45 83.76 71.23 72.56 60.78 87.24 94.88 42.28
OSTTA [38] 84.12 72.45 76.54 65.32 60.18 75.34 82.12 50.83
UniEnt [24] 84.23 95.45 13.25 83.45 59.45 92.21 23.24 57.31
UniEnt+ [24] 85.18 96.12 13.10 84.27 60.32 92.43 23.69 58.23
S-OSTTA [37] 86.23 96.74 11.24 85.03 61.34 95.37 23.75 58.35
Ours 89.34(+3.11) 98.56(+1.82) 9.43(-1.81) 88.74(+3.71) 64.76(+3.42) 97.67(+2.30) 20.34(-3.41) 62.45(+4.10)

where zt and zs are the target and source embeddings. And
α is a scaling factor. This weighting enforces target samples
that are close to the source prototype as candidates during
adaptation. To align target samples with the source proto-
type, we enforce contrastive loss with w(x):

Lcon = − 1

|Bt|
∑
x∈Bt

w(x)·log
exp

(
sim(zt, zs)/τ

)∑
zs′∈Ms exp

(
sim(zt, zs′)/τ

) .
(13)

This ensures useful OOD samples contribute during adap-
tation while highly uncertain samples are down-weighted.
Finally, to prevent mode collapse and ensure balanced pre-
dictions across classes, we add an entropy regularizer:

Lent = −
1

|Bt|
∑
x∈Bt

K∑
c=1

p(c|x) log p(c|x), (14)

Here, Lcon and Lent ensure that semantically useful OOD
samples guide the adaptation process while avoiding mode
collapse and maintaining a diverse decision boundary.

3.5. Training Objective

During test-time adaptation, the student model fθ is opti-
mized on unlabeled target samples Dt using a combination
of dynamic-energy loss Ldyn, OT-based pseudo-label refine-
ment lossLOT ,Lcon andLent. For a target batchBt, the total
training objective can be written as:

Ltotal = Ldyn + λOTLOT + λconLcon + λentLent (15)

where λ balances the contribution of all losses. Minimizing
Ltotal encourages the student model to adapt robustly to the
target domain while leveraging potentially useful unknown
samples instead of discarding them.

4. Experiments
4.1. Experimental Setup

Datasets. We follow previous TTA studies; we evaluate
our method with commonly used corruption benchmark

datasets: CIFAR-10-C, CIFAR-100-C, and Tiny-ImageNet-
C [28]. Each of the datasets has 15 different corruptions
with 5 severity levels from 1 to 5, and we use the highest
level. Models pre-trained with clean source training data
(CIFAR-10, CIFAR-100, and Tiny-ImageNet) are adapted
to corrupted datasets. Following [24, 38], we apply the
identical corruption to SVHN [52] and ImageNet-O [31]
datasets, and create SVHN-C and ImageNet-O-C datasets
to incentivize the open-set setting with unknown classes.
All open-set samples were resized as the closed-set samples
and to the same corruption level.
Evaluation Settings. We follow the common TTA protocol
where the model is evaluated under continuously changing
domains without resetting its parameters after adapting to
each domain. During inference, corrupted target samples
are streamed in an online manner. For each mini-batch, the
model first predicts the labels and updates its parameters us-
ing the same mini-batch. To construct the mini-batches, we
sample an equal number of known (in-distribution) and un-
known (out-of-distribution) samples to simulate the open-
set scenario. We adopt evaluation setup from [24]. We
report the classification accuracy on known target samples
to measure the adaptation performance. Second, to evalu-
ate the separation of known and unknown samples, we re-
port the area under the ROC curve (AUROC), false positive
rate at 95% TPR (FPR@95) and the Open-Set Classifica-
tion Rate (OSCR), which jointly measure classification and
rejection performance across decision thresholds.

Implementation Details. We follow the previous stan-
dard TTA [56, 72] and OSTTA [24, 37] setups; we use
WideResNet-40 for CIFAR benchmarks, pre-trained on a
clean dataset using AugMix augmentation provided by Ro-
bustBench [16]. For Tiny-ImageNet-C, the ResNet-50
model is pre-trained on Tiny-ImageNet. During TTA, the
Adam optimizer with a learning rate of 0.001 and a batch
size of 200 is used for all experiments. Particularly, learning
rate is set to 0.01 for TENT [72], EATA [56], CoTTA [74]
and OSTTA [38].



Table 2. Results of different methods on Tiny-ImageNet bench-
mark. (↑) indicates that larger values are better, and vice versa.
All values are percentages. Notations are followed from Tab. 1.

Method Tiny-ImageNet-C
Acc↑ AUROC↑ FPR@TPR95↓ OSCR↑

Source [85] 22.14 54.86 93.32 16.12
TENT [72] 28.56 48.10 95.32 19.41
CoTTA [74] 30.12 57.24 81.78 23.45
EATA [56] 32.92 58.31 83.66 25.64
OSTTA [38] 37.46 55.78 93.78 27.67
UniEnt [24] 37.23 56.02 91.25 27.98
UniEnt+ [24] 38.00 57.12 90.34 28.43
S-OSTTA [37] 39.12 58.90 89.36 29.89
Ours 42.78(+3.66) 62.34(+3.44) 86.57(-2.79) 32.47(+2.58)

4.2. Experimental Results

CIFAR Benchmarks. We conduct experiments on both
CIFAR-10-C and CIFAR-100-C benchmarks, where the
SVHN-C dataset is included an open-set unknown dataset
for evaluation. We compare our method with source-only,
representative TTA methods, and OSTTA methods. As pre-
sented in Tab. 1, our method significantly improves per-
formance across all metrics (Acc., AUROC, FPR@TPR95,
and OSCR) in both closed-set and open-set TTA. This im-
provement is due to the inclusion of semantically useful un-
known samples during adaptation. However, directly us-
ing the pre-trained source [85] model results in a significant
drop in accuracy and a 69.82% higher FPR@TPR95 com-
pared to our method, as it is unable to distinguish between
known and unknown samples in the CIFAR-10-C dataset.
For example, our method improves TENT [72] by 10.99%,
33.77%, 85.44%, and 32.82% across the evaluation metrics,
while it improves the best-performing open-set TTA method
S-OSTTA [37] by 3.11%, 0.82%, 1.81%, and 3.71%, re-
spectively. On the CIFAR-100-C dataset, our method also
consistently exhibits better performance. In contrast, TENT
[72] and OSTTA [38] show performance drops in the OSCR
metric, as these models naively update parameters with un-
known samples included, failing to achieve considerable
performance. Finally, our consistent improvements suggest
the effectiveness of selectively incorporating semantically
useful unknown samples, rather than naively adopting them
as in TENT [72] or OSTTA [38].
Tiny-ImageNet Benchmark. We also conduct experiments
on the Tiny-ImageNet benchmark, as presented in Tab. 2.
Our method consistently outperforms all other approaches
(Source, TTA, and OSTTA) across all evaluation metrics. In
particular, it achieves performance gains of 3.66%, 3.44%,
2.79%, and 2.58% over the second-best method, S-OSTTA
[37]. These improvements demonstrate that our proposed
modules: DET, OT-PL Refinement, and APW play a crucial
role in improving model performance by effectively lever-
aging helpful unknown samples for adaptation.

4.3. Further Analysis

Ablation Study. We verify the effect and contribution of
each proposed component (DET, OTPL, APW) in Tab. 3.
We use CIFAR-10-C as the closed-set and SVHN-C as the
open-set datasets. Without known and unknown sample
separation, the model intends to minimize the entropy of
open-set samples, which leads to a severe performance drop
in all metrics. Adding our dynamic-energy thresholding
(DET) alone drastically improves performance due to its
flexible class-conditioned known and unknown sample sep-
aration strategy, which indicates our proposed DET can well
distinguish samples. Moreover, our OT-based pseudo-label
refinement also proves effective as it improves all metrics
by a large margin similar to DET. Combining both DET
and OTPL achieves similar results to other OSTTA meth-
ods such as UniEnt and UniEnt+. Finally, our adaptive pro-
totype weighting further improves the overall results and
outperforms all methods. This indicates that our APW in-
centivizes learning useful unknown samples, which helps
achieve better performance and robustness.

Table 3. Ablation study of DET, OTPL and APW.

DET OTPL APW Acc↑ AUROC↑ FPR@TPR95↓ OSCR↑
✗ ✗ ✗ 64.23 61.33 96.31 48.42

✓ ✗ ✗ 82.27 79.93 39.45 68.73

✗ ✓ ✗ 74.34 76.14 42.59 66.56

✓ ✓ ✗ 83.45 95.61 14.56 83.11

✓ ✓ ✓ 89.34 98.56 9.43 88.74

Different Confidence Thresholds. Inspired by the exper-
imental setting in [38], we evaluate our dynamic-energy
threshold (DET) against other thresholding methods such
as MSP [29], Max Logit [27], and Energy [47]. For the
evaluation, we train TENT [72] and compare our DET with
these methods. We include the SVHN-C dataset alongside
CIFAR-10-C to ensure an open-set setting. From Tab. 4,
we can see that across all evaluation metrics—AUROC,
FPR@TPR95, and OSCR; our method shows superior
performance. Another advantage is that using class-
conditioned energy statistics helps to immediately distin-
guish between known and unknown samples, whereas ex-
isting OOD methods require a large batch to determine the
threshold with the AUROC score. Hence, our method is
more flexible and better suited for OSTTA tasks.

Table 4. Comparison of different methods on CIFAR-10-C. (↑)
indicates higher is better, (↓) indicates lower is better.

Method CIFAR-10
AUROC↑ FPR@TPR95↓ OSCR↑

MSP [29] 48.08 93.34 42.90
Max Logit [27] 50.51 90.67 45.66
Energy [47] 51.25 90.89 47.76
DET (Ours) 79.93 42.59 68.73
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Figure 3. AUROC on CIFAR-10-C with different learning rate and
batch sizes. Source [85] and S-OSTTA [37] are compared here.

Different Number of Unknown Classes. We measure the
performance under different numbers of unknown classes,
as it is a crucial criterion to understand how the model is
deviating when the number of unknown classes increases.
In Tab. 5, we can see that TENT [72] and other methods
have consistent fluctuations when the number of classes
increases, hence complexity. However, our proposed
method has shown more robust and stabilized performance
when the number of unknown classes increases.

Table 5. OSCR of different methods including ours on CIFAR-10-
C under different number of unknown classes.

Method 2 4 6 8 10

Source 72.45 69.67 69.33 69.17 68.05
TENT 49.44 49.23 50.56 48.25 50.56
UniEnt+ 78.45 78.46 78.51 78.34 76.98
S-OSTTA 80.34 79.26 79.76 80.00 78.28

Ours 84.12 83.44 83.33 83.67 83.00

Model Robustness to Hyper-Parameters. In real-world
applications, models are often deployed on small devices.
However, it is crucial to have a small batch size and set an
optimal learning rate to stabilize performance. In Fig. 3, we
can see our method can flexibly outperform S-OSTTA [37]
even under a batch size of 50. On the other hand, the results
do not fluctuate even across low to high learning rates.
These findings demonstrate the scalability and robustness
of our method when hyper-parameters are not optimal.

Different Ratios of Known and Unknown. We follow
the setup from [24, 37, 38] to experiment with different
ratios of known and unknown samples. But in the main
experiments, it is set to 1:1. We consider an imbalanced
data ratio between known and unknown samples, where the
open-set dataset has a lower (0.1/0.5) ratio, or higher data
ratio (1.5/2.0). In Tab. 6, we observe that the TTA method
such as TENT [72] has a significant drop when we add a
higher number of open-set data. In contrast, our method
exhibits consistency and less sensitivity to different data
ratios; hence it is more suitable in real-world applications
where the data ratio is often imbalanced.

Per-batch Inference Time. TTA methods are often de-

Table 6. OSCR of different ratios of known and unknown on
CIFAR-10-C.

Method 0.1 0.5 1.5 2.0

Source 40.00 40.30 38.97 38.18
TENT 47.76 44.27 44.89 41.79
UniEnt+ 56.43 57.85 56.12 55.04
S-OSTTA 60.23 60.43 59.90 58.67

Ours 63.56 63.30 62.92 62.76
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Figure 4. AUROC (%) and FPR@TPR95 on CIFAR-10-C with
different α and β values.

ployed in small devices, and they are often resource-
intensive. In Tab. 7, we compare the inference latency per
batch. As we can see our method achieves better OSCR
than other high-performing methods while preserving simi-
lar inference time.
Ablation on α and β. We perform analysis for β and α val-
ues from eq. 2 and 12. In Fig. 4, we present the performance
across different β and α values. We observe that β = 1.0
maintains the best performance, whereas α = 10 comple-
ments the performance on CIFAR-10-C. A larger β value
can assume more target samples as in-distribution known
samples, and vice versa. On the other hand, smaller α value
is better when the target prototypes are noisier and classes
are not well separated.

Table 7. Comparison of different methods for per-batch inference
latency [37] on CIFAR-10-C.

Method CIFAR-10-C
TENT EATA CoTTA OSTTA UniEnt S-OSTTA Ours

Inference Time (ms)↓ 26.34 57.76 887.34 59.89 75.34 90.34 93.34
OSCR↑ 55.92 72.56 77.45 65.32 83.45 85.03 88.74

5. Conclusion
To tackle the challenging paradigm of open-set test-time

adaptation (OSTTA) effectively, we propose LU-OSTTA,
which leverages both known and unknown samples during
adaptation, unlike previous methods that overlook unknown
samples. We introduce a dynamic-energy threshold to sep-
arate known and unknown samples in a class-conditioned
manner. To mitigate the effect of noisy pseudo-labels,
we employ an optimal transport-based pseudo-label refine-
ment. We further propose an adaptive prototype weighting
strategy to ensure effective learning from semantically use-
ful unknown samples. Experiments across different settings
confirm that our method consistently outperforms existing
TTA and OSTTA approaches in the open-set settings.
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Döbler, and Bin Yang. Mt3: Meta test-time training for self-
supervised test-time adaption. In International Conference
on Artificial Intelligence and Statistics, pages 3080–3090.
PMLR, 2022. 1

[7] Malik Boudiaf, Romain Mueller, Ismail Ben Ayed, and Luca
Bertinetto. Parameter-free online test-time adaptation. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 8344–8353, 2022. 1

[8] Shilei Cao, Juepeng Zheng, Yan Liu, Baoquan Zhao, Ziqi
Yuan, Weijia Li, Runmin Dong, and Haohuan Fu. Explor-
ing test-time adaptation for object detection in continually
changing environments. arXiv preprint arXiv:2406.16439,
2024. 3

[9] Dian Chen, Dequan Wang, Trevor Darrell, and Sayna
Ebrahimi. Contrastive test-time adaptation. In Proceedings

of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 295–305, 2022. 1

[10] MingCai Chen, Baoming Zhang, Zongbo Han, Wenyu Jiang,
Yanmeng Wang, Shuai Feng, Yuntao Du, and Bingkun
Bao. Test-time selective adaptation for uni-modal distribu-
tion shift in multi-modal data. In Forty-second International
Conference on Machine Learning. 1

[11] Wenxi Chen, Raymond A Yeh, Shaoshuai Mou, and Yan
Gu. Leveraging perturbation robustness to enhance out-of-
distribution detection. In Proceedings of the Computer Vi-
sion and Pattern Recognition Conference, pages 4724–4733,
2025. 3

[12] Hyunjun Choi, Hawook Jeong, and Jin Young Choi. Bal-
anced energy regularization loss for out-of-distribution de-
tection. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 15691–
15700, 2023. 4

[13] Mircea Cimpoi, Subhransu Maji, Iasonas Kokkinos, Sammy
Mohamed, and Andrea Vedaldi. Describing textures in the
wild. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 3606–3613, 2014. 13
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sal test-time adaptation through weight ensembling, diver-
sity weighting, and prior correction. In Proceedings of the
IEEE/CVF Winter Conference on Applications of Computer
Vision, pages 2555–2565, 2024. 2

[52] Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bis-
sacco, Baolin Wu, Andrew Y Ng, et al. Reading digits in
natural images with unsupervised feature learning. In NIPS
workshop on deep learning and unsupervised feature learn-
ing, volume 2011, page 7. Granada, 2011. 6

[53] Anh Nguyen, Jason Yosinski, and Jeff Clune. Deep neural
networks are easily fooled: High confidence predictions for
unrecognizable images. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
427–436, 2015. 2, 4

[54] A Tuan Nguyen, Thanh Nguyen-Tang, Ser-Nam Lim, and
Philip HS Torr. Tipi: Test time adaptation with transforma-
tion invariance. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 24162–
24171, 2023. 1

[55] Shuaicheng Niu, Chunyan Miao, Guohao Chen, Pengcheng
Wu, and Peilin Zhao. Test-time model adaptation with only
forward passes. arXiv preprint arXiv:2404.01650, 2024. 2

[56] Shuaicheng Niu, Jiaxiang Wu, Yifan Zhang, Yaofo Chen,
Shijian Zheng, Peilin Zhao, and Mingkui Tan. Efficient
test-time model adaptation without forgetting. In Interna-
tional conference on machine learning, pages 16888–16905.
PMLR, 2022. 1, 2, 6, 7, 13, 14

[57] Shuaicheng Niu, Jiaxiang Wu, Yifan Zhang, Zhiquan Wen,
Yaofo Chen, Peilin Zhao, and Mingkui Tan. Towards stable
test-time adaptation in dynamic wild world. arXiv preprint
arXiv:2302.12400, 2023. 2

[58] Srikant Panda, Amit Agarwal, Gouttham Nambirajan, and
Kulbhushan Pachauri. Out of distribution element detec-
tion for information extraction, 2025. US Patent App.
18/347,983. 2

[59] Hyejin Park, Jeongyeon Hwang, Sunung Mun, Sangdon
Park, and Jungseul Ok. Medbn: Robust test-time adap-
tation against malicious test samples. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 5997–6007, 2024. 2

[60] Taki Hasan Rafi, Amit Agarwal, Hitesh L. Patel, and Dong-
Kyu Chae. Towards robust continual test-time adaptation via
neighbor filtration. In Proceedings of the 34th ACM Interna-
tional Conference on Information and Knowledge Manage-
ment, pages 5161–5165. ACM, 2025. 1, 13

[61] Taki Hasan Rafi, Serbeter Karlo, Amit Agarwal, Hitesh Pa-
tel, Bhargava Kumar, and Dong-Kyu Chae. Instance-aware
test-time adaptation for domain generalization. In Proceed-
ings of the 30th International Conference on Database Sys-
tems for Advanced Applications (DASFAA), Singapore City,
Singapore, 2025. to appear. 1

[62] Ievgen Redko, Amaury Habrard, and Marc Sebban. The-
oretical analysis of domain adaptation with optimal trans-
port. In Joint European Conference on Machine Learning
and Knowledge Discovery in Databases, pages 737–753.
Springer, 2017. 4

[63] Xiaoqian Ruan and Wei Tang. Fully test-time adaptation
for object detection. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
1038–1047, 2024. 3

[64] Kuniaki Saito and Kate Saenko. Ovanet: One-vs-all net-
work for universal domain adaptation. In Proceedings of the
ieee/cvf international conference on computer vision, pages
9000–9009, 2021. 3

[65] Kuniaki Saito, Shohei Yamamoto, Yoshitaka Ushiku, and
Tatsuya Harada. Open set domain adaptation by backpropa-
gation. In Proceedings of the European conference on com-
puter vision (ECCV), pages 153–168, 2018. 3

[66] Yiyou Sun, Chuan Guo, and Yixuan Li. React: Out-of-
distribution detection with rectified activations. Advances in
neural information processing systems, 34:144–157, 2021. 3

[67] Yiyou Sun, Yifei Ming, Xiaojin Zhu, and Yixuan Li. Out-
of-distribution detection with deep nearest neighbors. In In-
ternational conference on machine learning, pages 20827–
20840. PMLR, 2022. 3

[68] Yu Sun, Xiaolong Wang, Zhuang Liu, John Miller, Alexei
Efros, and Moritz Hardt. Test-time training with self-
supervision for generalization under distribution shifts. In
International conference on machine learning, pages 9229–
9248. PMLR, 2020. 1

[69] Mingkui Tan, Guohao Chen, Jiaxiang Wu, Yifan Zhang,
Yaofo Chen, Peilin Zhao, and Shuaicheng Niu. Uncertainty-
calibrated test-time model adaptation without forgetting.
IEEE Transactions on Pattern Analysis and Machine Intel-
ligence, 2025. 2

[70] Antti Tarvainen and Harri Valpola. Mean teachers are better
role models: Weight-averaged consistency targets improve
semi-supervised deep learning results. Advances in neural
information processing systems, 30, 2017. 4

[71] Edwin Thomas, Amit Agarwal, Sandeep Jana, and Kulb-
hushan Pachauri. Model augmentation framework for do-
main assisted continual learning in deep learning, 2025. US
Patent App. 18/406,905. 3

[72] Dequan Wang, Evan Shelhamer, Shaoteng Liu, Bruno Ol-
shausen, and Trevor Darrell. Tent: Fully test-time adaptation
by entropy minimization. arXiv preprint arXiv:2006.10726,
2020. 1, 2, 6, 7, 8, 13, 14, 15

[73] Haoqi Wang, Zhizhong Li, Litong Feng, and Wayne Zhang.
Vim: Out-of-distribution with virtual-logit matching. In Pro-
ceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pages 4921–4930, 2022. 3

[74] Qin Wang, Olga Fink, Luc Van Gool, and Dengxin Dai.
Continual test-time domain adaptation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 7201–7211, 2022. 1, 4, 6, 7, 13, 14, 15

[75] Qian Wang, Fanlin Meng, and Toby P Breckon. Progres-
sively select and reject pseudolabeled samples for open-set
domain adaptation. IEEE Transactions on Artificial Intelli-
gence, 5(9):4403–4414, 2024. 3



[76] Zhiquan Wen, Shuaicheng Niu, Ge Li, Qingyao Wu,
Mingkui Tan, and Qi Wu. Test-time model adaptation for
visual question answering with debiased self-supervisions.
IEEE Transactions on Multimedia, 26:2137–2147, 2023. 3

[77] Guoxuan Xia and Christos-Savvas Bouganis. Augmenting
softmax information for selective classification with out-of-
distribution data. In Proceedings of the Asian Conference on
Computer Vision, pages 1995–2012, 2022. 4

[78] Baochen Xiong, Xiaoshan Yang, Yaguang Song, Yaowei
Wang, and Changsheng Xu. Modality-collaborative test-
time adaptation for action recognition. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 26732–26741, 2024. 3

[79] Jingkang Yang, Haoqi Wang, Litong Feng, Xiaopeng Yan,
Huabin Zheng, Wayne Zhang, and Ziwei Liu. Semantically
coherent out-of-distribution detection. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 8301–8309, 2021. 3

[80] Jingkang Yang, Kaiyang Zhou, Yixuan Li, and Ziwei Liu.
Generalized out-of-distribution detection: A survey. Inter-
national Journal of Computer Vision, 132(12):5635–5662,
2024. 3

[81] Puning Yang, Jian Liang, Jie Cao, and Ran He. Auto: Adap-
tive outlier optimization for online test-time ood detection.
arXiv preprint arXiv:2303.12267, 2023. 3

[82] Yifeng Yang, Lin Zhu, Zewen Sun, Hengyu Liu, Qinying
Gu, and Nanyang Ye. Oodd: Test-time out-of-distribution
detection with dynamic dictionary. In Proceedings of the
Computer Vision and Pattern Recognition Conference, pages
30630–30639, 2025. 3

[83] Longhui Yuan, Binhui Xie, and Shuang Li. Robust test-
time adaptation in dynamic scenarios. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 15922–15932, 2023. 1, 2

[84] Xiangyu Yue, Zangwei Zheng, Shanghang Zhang, Yang
Gao, Trevor Darrell, Kurt Keutzer, and Alberto Sangiovanni
Vincentelli. Prototypical cross-domain self-supervised learn-
ing for few-shot unsupervised domain adaptation. In Pro-
ceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pages 13834–13844, 2021. 5

[85] Sergey Zagoruyko and Nikos Komodakis. Wide residual net-
works. arXiv preprint arXiv:1605.07146, 2016. 1, 6, 7, 8,
14

[86] Runhao Zeng, Qi Deng, Huixuan Xu, Shuaicheng Niu, and
Jian Chen. Exploring motion cues for video test-time adap-
tation. In Proceedings of the 31st ACM International Con-
ference on Multimedia, pages 1840–1850, 2023. 3

[87] Jingyang Zhang, Nathan Inkawhich, Randolph Linderman,
Yiran Chen, and Hai Li. Mixture outlier exposure: Towards
out-of-distribution detection in fine-grained environments. In
Proceedings of the IEEE/CVF winter conference on applica-
tions of computer vision, pages 5531–5540, 2023. 3

[88] Jian Zhang, Lei Qi, Yinghuan Shi, and Yang Gao. Do-
mainadaptor: A novel approach to test-time adaptation. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 18971–18981, 2023. 1

[89] Lei Zhang, Jiangtao Nie, Wei Wei, and Yanning Zhang. Un-
supervised test-time adaptation learning for effective hyper-
spectral image super-resolution with unknown degeneration.
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 46(7):5008–5025, 2024. 3

[90] Hao Zhao, Yuejiang Liu, Alexandre Alahi, and Tao
Lin. On pitfalls of test-time adaptation. arXiv preprint
arXiv:2306.03536, 2023. 1

[91] Bolei Zhou, Agata Lapedriza, Aditya Khosla, Aude Oliva,
and Antonio Torralba. Places: A 10 million image database
for scene recognition. IEEE transactions on pattern analysis
and machine intelligence, 40(6):1452–1464, 2017. 13

[92] Zhi Zhou, Lan-Zhe Guo, Lin-Han Jia, Dingchu Zhang, and
Yu-Feng Li. Ods: Test-time adaptation in the presence of
open-world data shift. In International Conference on Ma-
chine Learning, pages 42574–42588. PMLR, 2023. 3



A. Evaluation Baselines

We mainly focused on comparing our proposed method
with three types of other methods. (1) Entropy-free
method: The source model trained with clean datasets
is directly tested under an open-set setting. (2) Entropy-
based/continual TTA methods: TENT [72] estimates the
normalization statistics and optimizes the model parame-
ters based on entropy minimization. CoTTA [74] adopts
the mean-teacher method to improve pseudo labels and
provide a weighted average of these labels to mitigate error
accumulation. It also introduces a stochastic restoration
module to enforce continual adaptation by avoiding catas-
trophic forgetting. EATA [56] reduces the effect of noisy
samples with high entropy by employing an active sample
selection criterion. To alleviate the issue of forgetting,
they introduce a Fisher regularizer to constrain model
parameters. (3) Open-set TTA methods: OSTTA [38]
uses a filtering technique based on the confidence values
of the adopted model compared with the original source
model, where low confidence samples appear to be noisy.
UniEnt [24] uses entropy minimization and maximization
with a distribution-aware filtering method for both covariate
shifted in-and out-of-distribution samples. Furthermore,
UniEnt+ [24] alleviates the noisy samples by leveraging
sample-level confidence. Lastly, Stabilized OSTTA [37]
uses an auxiliary filtering method to validate data from the
primary filtering mechanism and also employs knowledge-
integrated prediction to calibrate the output of the adopted
model.

B. Pseudo Code

C. More Results

Additional Results on CIFAR Benchmarks. We perform
additional experiments with Places365-C [91] and Texture-
C [13] datasets. We follow the same setup and evalua-
tion metric from [37], we further add harmonic mean (H-
S) of accuracy and AUROC. In Tab. 8, we demonstrate the
performance with CIFAR-10-C by adding different open-
set environments. our method consistently outperforms
S-OSTTA method in all metrics. Existing open-set TTA
methods exhibit considerable performance, but lack achiev-
ing higher performance compared to our method. But S-
OSTTA performed closely with our method, but the mar-
gin is significant. On the other hand, Tab. 9, we follow
the similar trend as our method outperforms other meth-
ods with CIFAR-100-C benchmark as well. Similarly, S-
OSTTA achieved the second best score in all metrics.
Additional Results on Tiny-Imagenet Benchmark. In
Tab. 10, we perform experiment with Places365-C [91] and
Texture-C [13] datasets as open-set environment and Tiny-

Algorithm 1: LU-OSTTA
Input: Pre-trained source model fθ, target batch Bt,

source prototypesMs

Output: Adapted student model fθ
for each target batch Bt do

// Step 1: Dynamic-Energy OOD
Detection

for each sample x ∈ Bt do
Compute energy: E(x; f)
Derive class-conditioned threshold:
τc = µc + βσc

Compute dynamic weight:
wc(x) = exp

(
−γ · E(x;f)−µc

σc+ε

)
Compute weighted loss: Ldyn(θ) from Eq. (7)
// Step 2: OT-based

Pseudo-Label Refinement
Obtain teacher distribution pT (x) and student
pS(x)

Compute OT plan T with cost C(pT , pS) via
Sinkhorn

Refine pseudo-label: q(xi) =
∑

j Tij

Compute loss: LOT = E KL(pS(x)∥q(x))
// Step 3: Adaptive-Prototype

Weighting
Update target memory bankMt with
momentum

ClusterMs,Mt into prototypes {µs
j}, {µt

j}
For each target embedding zt:

Compute semantic weight:
w(x) = exp(α·sim(zt,zs))∑

zs
′∈Ms exp(α·sim(zt,zs′ ))

Compute contrastive loss: Lcon from
Eq. (15)

Compute entropy regularizer: Lent from
Eq. (16)

// Step 4: Update Model
Compute total loss:

Ltotal = Ldyn + λOTLOT + λconLcon + λentLent

Update model parameters θ ← θ − η∇θLtotal

ImageNet-C as the close-set environment. Tny-Imagenet-C
has poses more challenging tasks as it has 200 classes. In
both open-set datasets, our method significantly performs
other methods, and demonstrates its capability to handle
open-set environments.

Performance under Continual Settings. We follow a sim-
ilar setup [60,74]. In standard TTA setting, corruption types
change abruptly in the highest severity level (e.g. 1-5),
where 1 is the lowest and 5 is the highest. However, in



Table 8. Results of different methods on CIFAR-10-C benchmark. ↑ indicates that larger values are better. All values are percentages. We
present Source , TTA methods , OSTTA methods , and Our method respectively. We underline the second best score, and best scores
are in bold. Improvements (±) compared to the second best score are also presented.

Method Places365-C Textures-C
Acc↑ AUROC↑ H-S↑ Acc↑ AUROC↑ H-S↑

Source [85] 82.46 83.32 82.89 82.46 82.51 82.48
TENT [72] 55.31 54.23 54.76 70.23 68.45 69.33
CoTTA [74] 84.67 82.34 83.49 84.10 79.78 81.88
EATA [56] 84.78 80.35 82.51 81.87 78.24 80.01
OSTTA [38] 84.56 76.45 80.30 81.56 69.43 75.01
UniEnt [24] 84.78 88.64 86.67 82.75 84.43 83.58
UniEnt+ [24] 84.56 89.57 86.99 80.45 89.65 84.80
S-OSTTA [37] 88.23 94.12 91.08 87.56 97.51 92.27
Ours 90.41(+1.85) 94.78(+0.66) 92.54(+1.46) 90.43(+2.87) 98.74(+1.23) 94.40(+2.13)

Table 9. Results of different methods on CIFAR-100-C benchmark. ↑ indicates that larger values are better. All values are percentages.

Method Places365-C Textures-C
Acc↑ AUROC↑ H-S↑ Acc↑ AUROC↑ H-S↑

Source [85] 53.45 65.34 58.92 53.45 62.65 57.55
TENT [72] 26.45 60.10 36.86 29.80 61.56 40.49
CoTTA [74] 55.77 72.81 63.51 51.45 67.68 58.47
EATA [56] 53.90 71.35 61.47 50.45 58.29 53.28
OSTTA [38] 60.32 72.65 66.21 58.76 65.30 61.84
UniEnt [24] 59.39 77.19 67.33 57.78 73.43 64.64
UniEnt+ [24] 58.76 78.67 67.31 56.45 73.89 64.42
S-OSTTA [37] 62.78 85.41 72.07 62.10 93.23 75.17
Ours 64.32(+1.54) 88.67(+3.26) 74.93(+2.86) 65.23(+3.13) 95.78(+2.55) 78.03(+2.86)

Table 10. Results of different methods on Tiny-ImageNet benchmark. ↑ indicates that larger values are better. All values are percentages.

Method Places365-C Textures-C
Acc↑ AUROC↑ H-S↑ Acc↑ AUROC↑ H-S↑

Source [85] 28.24 67.69 40.05 28.24 71.67 40.49
TENT [72] 40.78 65.76 50.38 34.87 46.67 39.87
CoTTA [74] 41.56 72.45 53.19 56.46 72.45 63.49
EATA [56] 44.32 77.34 56.23 42.87 65.23 51.67
OSTTA [38] 47.67 75.24 58.37 45.72 60.23 51.34
UniEnt [24] 46.87 78.25 58.57 44.45 64.72 51.96
UniEnt+ [24] 45.23 78.13 57.44 44.32 63.52 51.67
S-OSTTA [37] 48.24 84.08 61.23 47.89 82.80 60.45
Ours 50.76(+2.52) 86.87(+2.79) 64.04(+2.81) 49.90(+2.01) 85.40(+2.60) 63.84(+3.39)

continual setting, we experiment this severity level under
a sequence by gradually changing severity for the 15 dif-
ferent corruption types. And the we change the corruption
types gradually from lowest to highest, so that the distribu-
tion shift within each corruption is also gradual. Following
previous method [74], we randomly shuffle 10 different cor-
ruption types then report average error rate over ten differ-
ent sequences, shown in Tab. 11. We can see, our method
outperforms both TTA and OSTTA settings by a significant

margin in CIFAR-10-C dataset.



Table 11. Experiments on CIFAR-10-to-CIFAR-10-C by gradually changing. The severity level changes from lowest to highest and the
corruption type changes when the severity level is lowest. Results are presented in mean over 10 randomly shuffled corruption types.
Lower is better.

Avg. Error (%)↓ Source TENT [72] CoTTA [74] OSTTA [38] UniEnt [24] UniEnt+ [24] S-OSTTA [37] Ours
CIFAR-10-C 26.5 33.6 12.2 24.6 11.3 11.2 9.4 8.1
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