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ABSTRACT

Generative diffusion models offer a natural choice for data augmentation when
training complex vision models. However, ensuring reliability of their generative
content as augmentation samples remains an open challenge. Despite a number
of techniques utilizing generative images to strengthen model training, it remains
unclear how to utilize the combination of natural and generative images as a rich
supervisory signal for effective model induction. In this regard, we propose a text-
to-image (T2I) data augmentation method, named DiffCoRe-Mix, that computes a
set of generative counterparts for a training sample with an explicitly constrained
diffusion model that leverages sample-based context and negative prompting for
a reliable augmentation sample generation. To preserve key semantic axes, we
also filter out undesired generative samples in our augmentation process. To that
end, we propose a hard-cosine filtration in the embedding space of CLIP. Our ap-
proach systematically mixes the natural and generative images at pixel and patch
levels. We extensively evaluate our technique on ImageNet-1K, Tiny ImageNet-
200, CIFAR-100, Flowers102, CUB-Birds, Stanford Cars, and Caltech datasets,
demonstrating a notable increase in performance across the board, achieving up
to ∼ 3% absolute gain for top-1 accuracy over the state-of-the-art methods, while
showing comparable computational overhead. Our code is publicly available at
DiffCoRe-Mix.

1 INTRODUCTION

Mixup data augmentation methods (Kim et al., 2020b; Kang & Kim, 2023) are widely used to
augment training data of neural models to achieve better generalization. Approaches under this
paradigm devise sophisticated mechanisms to mix different images using apriori or saliency infor-
mation (Qin et al., 2024; 2023; Han et al., 2022; Chen et al., 2022; Choi et al., 2022). Though
effective, these techniques must overcome a critical inherent limitation of the paradigm, which re-
quires deciding on an appropriate supervisory signal for the added augmentation samples (Islam
et al., 2024a). Ambiguity in this signal can even lead to reducing model generalization instead of
improving it (Azizi et al., 2023).

Recently, Diffusion Models (DMs) have shown remarkable abilities of generating high quality real-
istic images (Rombach et al., 2022; Liang et al., 2024; Meral et al., 2024). Conditioned on an image
or text, DMs can generate multiple new images for a given class by using class-label information in
their prompts. Using such images as added training data has emerged as an effective alternate to the
conventional data augmentation strategy of using input transformations as the added samples (Islam
et al., 2024a; Trabucco et al., 2024; Tian et al., 2024; Fu et al., 2024; Luo et al., 2023). Nevertheless,
this alternative comes with its own challenges - the central problem being the inadequate control
over the content of the generated images, which can lead to ineffective or even detrimental samples.

Currently, gaining better control over the generative content in DMs is emerging as an active par-
allel research direction (Mou et al., 2024; Shi et al., 2024; Huang et al., 2021; Xu et al., 2024).
However, it is yet to focus on achieving semantic coherence and appropriate alignment with the
original data samples for the purpose of data augmentation, which is still widely open. The early
DM based augmentation methods (He et al.; Trabucco et al., 2024; Wang et al., 2024) mainly trusted
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Table 1: Comparison of representative mixup, generative methods and generative mixup data aug-
mentation methods.

Mixup Methods Generative Methods Generative Mixup Methods

CoMixup Guided-AP Real-Guid DA-Fusion Diff-Mix DiffuseMix DiffCoRe-Mix
Mixing Saliency Saliency — — — Mask-Wise P- & P-Wise

Prompt (P) — — Label
Description

Derived from
Intra-Class

Derived from
Inter-Class

Style Prompt General

Negative P — — — — — — ✓

Contextual P — — — — — — ✓

the impromptu generative outputs for augmentation. Addressing this inadequacy, there are recent
attempts to use image editing with DMs for augmentation (Brooks et al., 2023; Tian et al., 2024).
However, these techniques largely overlook the advances in the traditional image-mixing paradigm,
thereby falling short on fully exploiting them. An exception to that is (Islam et al., 2024a;b), which
proposes to leverage traditional image-mixing with an image-to-image (I2I) generative model for
data augmentation.

Figure 1: (Top) The proposed DiffCoRe-Mix
employs a T2I model constrained with contex-
tual and negative prompts. The output of the
T2I model is filtered, and image-mixing is em-
ployed to introduce better generalization and ro-
bustness.(Bottom) The closest generative image-
mixing method (Islam et al., 2024a) uses an I2I
model with style prompt to edit the image by con-
catenating original and generative image.

With our text prompts, we ensure an improved
control over the outputs by contextualizing the
prompt with the original image label. As an
additional supervisory signal, we also employ
Negative Prompts to restrict the generative out-
put space of the diffusion model. Moreover, we
additionally filter out any undesirable genera-
tive outputs in a fully automated manner. To
that end, we develop a hard cosine filtration
mechanism that is deployed in the embedding
space of the CLIP-encoder. This filtration af-
firms appropriateness of the generative image
set. We employee patch-level regularization
and pixel-level sensitivity based mixing of the
original and the generative images to construct
the augmented data for improved model per-
formance. Our Context-guided Diffusion based
method enables Responsible image-Mixing in
that the augmentation samples align well with
the original data - hence termed DiffCoRe-Mix.
Over the closest technique (Islam et al., 2024a),
it provides a strong advantage of avoiding unre-
alistic or ill-formed augmentation samples - see
Fig. 1, which results from foundational techni-
cal differences. Over other data augmentation methods, it provides different advantages - see Tab. 1,
along with stronger performance. Our main contributions are summarized below.

• We propose T2I generative data augmentation that ensures semantic alignment of the gen-
erative image with the original image while preserving fine-grained details.

• We introduce contextual and negative prompting to ensure domain-specific generative im-
ages while restricting undesired samples, and also devise a hard cosine similarity filtration
for the CLIP embedding space to further semantically align the generative images to the
original samples.

• We incorporate real and generative image into pixel wise approach to reduce the memo-
rization of neural network, and patch-wise to enhance regularization.

• We establish notable efficacy of our approach with extensive experiments on six datasets for
the tasks including general classification, fine-grained classification, fine-tuning, and data
scarcity; outperforming the state-of-the-art methods across the board by a considerable
margin.
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Figure 2: Overview of DiffCoRe-Mix data augmentation method. It takes an input image from
dataset to generate a image guided by our contextual and negative prompts. CLIP-based image
encoder is utilized to extract features from original and generative image. Then, our hard-cosine
filtration approach is used to verify the semantic alignment between the original and generative
features. We filter out unaligned images, and mix pixel- and patch-level real and generative images.

2 RELATED WORK

Below, recent advances in data augmentation for vision models are discussed while focusing on the
key methods related to our approach.

Mixup Methods: It is widely known that data augmentation helps in model generalization. Deep
learning methods commonly apply basic transformations to inputs, e.g., rotation, flipping, to con-
struct augmentation samples. However, more recently, dedicated approaches have emerged for a
sophisticated data augmentation (Kang & Kim, 2023; Qin et al., 2024; 2023; Han et al., 2022; Chen
et al., 2022; Choi et al., 2022). Among them, image-mixing is the paradigm that mixes a given input
sample with other training samples or their sub-parts to create augmentation samples. For instance,
Mixup (Zhang et al., 2018) mixes two random images to reduce memorization and increase gener-
alization of classifiers. Similarly, CutMix (Yun et al., 2019) randomly cuts and pastes portions of
images to improve model performance on out-of-distribution samples. ResizeMix (Qin et al., 2020)
modifies CutMix (Yun et al., 2019) by resizing image sections instead of cutting them, offering
a smoother blending. SmoothMix (Lee et al., 2020) makes patch boundaries smoother for better
blending to improve mixing. In another line of work, methods like SaliencyMix (Uddin et al., 2020)
and Attentive-CutMix (Walawalkar et al., 2020) use saliency extraction to blend the most crucial
parts of the images. PuzzleMix (Kim et al., 2020a), GuidedMixup (Kang & Kim, 2023) and Co-
Mixup (Kim et al., 2020b) take this a step further by isolating important regions from both source
and target images. Co-Mixup (Kim et al., 2020b) introduces more sophistication by mixing three
images instead of two. AutoMix (Liu et al., 2022) and SAMix (Li et al., 2021) explore the bal-
ance between hand-crafted and saliency-based mixing, breaking the process into sub-tasks. Verma
et al. (Verma et al., 2019) extended the Mixup concept to the model hidden layers, mixing feature
maps instead of image pixels.

Generative Augmentation Methods: Though effective, the image-mixing paradigm faces an in-
trinsic limitation of ambiguous supervisory signal for the augmentation samples. Contemporary
generative visual models can now generate remarkable high-quality synthetic samples (Hoe et al.,
2024; Qi et al., 2024; Mahajan et al., 2024; Miao et al., 2024). Leveraging that, in self-supervised
learning, StableRep (Tian et al., 2024) uses generative diffusion models for representation learning
and augmentation, focusing on stable representations of real-world objects. Similarly, a popular
work in supervised learning, DA-Fusion (Trabucco et al., 2024) directly uses generative and real
image instead of parametric transformations to augment training data. Other works (Trabucco et al.,
2024; Fu et al., 2024) have also demonstrated excellent potential of diffusion models in various appli-
cations generating diverse samples for data augmentation, also considering foreground enhancement
and background diversity for domain-specific concepts (Wang et al., 2024).

Mixup with Generative Models: To take advantage of both image-mixing and generative model-
ing, Islam et al. (Islam et al., 2024a) recently proposed mixing images with their Image-to-Image
generative counterparts. However, the lose control over the generative content leads to low-quality
augmentation samples in their approach - see Fig. 1. As compare to (Islam et al., 2024a), we pro-
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pose employing a Text-to-Image generative model where the generative content is explicitly tailored
and filtered for semantic alignment with the original data. Moreover, our method also uses more
sophisticated mixing mechanisms, enabled by the high-quality generative content of our method.

3 PROPOSED METHOD

Overview: Existing use of diffusion models in visual data augmentation relies on image-to-
image (I2I) generation (Islam et al., 2024a; Trabucco et al., 2024), which lacks in control over
the generative content. The central motivation of our technique is to enable a better control
over the generative content to align it with the original data. We achieve this as the first ap-
proach that combines text-to-image (T2I) generative modeling with the image-mixing paradigm.
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Figure 3: Representative context guided gener-
ative images. Despite strong (positive and neg-
ative) context guidance, generated images may
contain a small fraction (∼ 10% as confirmed
by results in § 6) of samples that semantically
do not align well with the original images.

Figure 2 provides an overview of the proposed
method. Our T2I generative model is con-
strained with contextual and negative prompts
to generate synthetic counterparts of a sample.
Encoding the original and synthetic image pairs
in CLIP encoder space (Radford et al., 2021),
we estimate the semantic alignment of the gen-
erated images with the original sample. This is
followed by filtering out the unaligned images
and augmenting the data with patch- and pixel-
level mixing with generated content.

Context Guidance for Generation: In
DiffCoRe-Mix, we propose to guide the gen-
erative process of a text-to-image (T2I) model
with a combination of contextual prompt Pc

and negative prompt Pn. Herein, we term the
collective guidance by Pc and Pn as contextual
guidance. The standard forward diffusion pro-
cess (Rombach et al., 2022; Dhariwal & Nichol,
2021) adds noise to the input image x0 in a step-
by-step manner. This process is typically mod-
eled as a Markov chain where noise is added at
each step following the Gaussian distribution as

p(xt|xt−1) = N (xt;
√
αtxt−1, βtI), (1)

where xt is the image at time step t, αt controls the noise scale, I is the identity matrix and βt is the
variance of the added noise. Parameterized by a neural model, the reverse diffusion process denoises
the sample, progressively generating an image from noise. In DiffCoRe-Mix the reverse process is
conditioned on Pc as well as Pn. We let

pθ(xt−1|xt,Pc,Pn) ∝ N
(
xt−1;µθ(xt,Pc,Pn),

Σθ(xt,Pc,Pn)
)
,

(2)

where µθ(xt,Pc,Pn) and Σθ(xt,Pc,Pn) are the predicted mean and variance at step t, Pc guides
the generated content toward the intended concept, and Pn specifies contents that should not be
present in the generative output.

In a typical classifier-free T2I model, cross-attention (Chen et al., 2021) is used to provide context
information to the reverse diffusion process. In that case, the predicted error of the image is com-
puted as the difference between the conditional and unconditional error with a balancing term γ,
i.e.,

ϵ̃θ = (1 + γ)ϵθ(xt, ψ(q), t)− γ ϵθ(xt, ψ(∅), t), (3)
where ϵθ is the approximation error, ψ(q) computes the conditional signal for the text string q, and
ψ(∅) denotes that the signal is computed by passing an empty string to the encoder. In our case,
owing to the intended objective of explicitly aligning the generative content with the original data
semantics by providing a stronger context, the predicted error is altered to the following

ϵ̃θ = (1 + γ)ϵθ(xt, ψ(Pc), t)− γ ϵθ(xt, ψ(Pn), t). (4)
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Using the cross-attention, our T2I model is able to additionally leverage the negative prompt Pc

along the (positive) prompt Pc to provide a comprehensive context guidance to the generation pro-
cess. The intuition behind targeting Eq. (4) in our method comes from the insights of Ban et al.
(2024) who affirm that the negative sign of the second term in Eq. (3) encourages removal of the
content pertaining to the conditional signal from the generative output.

Hard Cosine Filtration: Despite providing strong contextual guidance to the generative model, we
observe semantic misalignment between the original samples and the generated outputs - see Fig. 3.
Using misaligned images for data augmentation is detrimental. Hence, we devise a hard-cosine fil-
tration to detect and ignore such undesired images. Let I,G ⊆ Rh×w×c be the sets of corresponding
original and generated images, where h,w and c are height, width and channel dimensions. For the
filtration, we first compute the semantic similarity S(., .) between the ith original sample Ii and its
generative counterpart as

S(Ii,Gi) =
ψCLIP(Ii) · ψCLIP(Gi)

∥ψCLIP(Ii)∥∥ψCLIP(Gi)∥
,

where ψCLIP denotes CLIP encoding of the image. Then, we let

R(Gi) =

{
1 if S(Ii,Gi) > τ,

0 otherwise.

We retain Gi if R = 1 and discard it otherwise, subsequently generating another image and consider
that as potential Gi. Here, τ is the threshold whose value is computed automatically, as discussed
below. Let Ik ⊂ I be a subset of the original images for the kth class, where |Ik| = Nk. We can
create CNk

2 pairs (Ik
i , Ik

j )i ̸=j of these images. Since all these pairs are between real images, we
can expect a measure for their semantic similarities S(Ik

i , Ik
j )∀(i,j) to be a reliable handle over the

semantics of the class data. Hence, we compute the Expected value of the similarity as

E[S(Ik
i , Ik

j )] =

∑Nk

i=1,j=1 S(Ik
i , Ik

j )i̸=j

CNk
2

, (5)

and let τ ≈ E[S(Ik
i , Ik

j )]. Since CNk
2 becomes sizable even for mildly large class, e.g., 4,950 for

Nk = 100, we approximate the Expectation values by randomly selecting z < CNk
2 pairs and letting

Nk = z in Eq. (5).

Image Mixing: As a result of the above filtration we get a semantically well-aligned generated
sample Gi for an original sample Ii. We mix the two by employing a composite approach that
considers both pixel-wise and patch-wise mixing. For the former, we use a mixing ratio variable λ
in the range [0, 1], and compute the resulting image as

Mpixel
i = λIi + (1− λ)Gi. (6)

For patch-wise mixing, our method can be interpreted as randomly cutting a patch from Ii and paste
it on Gi or do the vice versa. Concretely, the mixed image is computed as

Mpatch
i = Mp ⊙ Ii + (1−Mp)⊙ Gi, (7)

where Mp is a binary mask of varying size indicating the patch to be cut from the image, ⊙ rep-
resents element-wise multiplication. Finally, we model the selection of mixing for a given sample
as a Bernoulli trial with success probability π = 0.5 due to two choices. For that, we sample
η ∼ Bernoulli(π) and compute the mixed sample Mi as

Mi =

{
Mpixel

i = λIi + (1− λ)Gi, if η = 1

Mpatch
i = Mp ⊙ Ii + (1−Mp)⊙ Gi, if η = 0

(8)

4 EXPERIMENTS

Implementation Details. Our experiments are conducted using PyTorch on NVIDIA Tesla V100
and RTX 3090Ti GPUs, with training performed in both single-GPU and distributed data-parallel
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Method ImageNet-1K Tiny ImageNet-200 CIFAR-100
Top-1 (%) Top-5 (%) Top-1 (%) Top-5 (%) Top-1 (%) Top-5 (%)

Mixup (Zhang et al., 2018) 77.03 93.52 56.59 73.02 76.84 92.42

AugMix (Hendrycks et al.) 76.75 93.30 55.97 74.68 75.31 91.62
Manifold Mixup (Verma et al., 2019) 76.85 93.50 58.01 74.12 79.02 93.37
CutMix (Yun et al., 2019) 77.08 93.45 56.67 75.52 76.80 91.91
PixMix (Hendrycks et al., 2022) 77.40 - - - 79.70 -
PuzzleMix (Kim et al., 2020a) 77.51 93.76 63.48 75.52 80.38 94.15
GuidedMixup (Kang & Kim, 2023) 77.53 93.86 64.63 82.49 81.20 94.88
Co-Mixup (Kim et al., 2020b) 77.63 93.84 64.15 - 80.15 -
DiffuseMix (Islam et al., 2024a) 78.64 95.32 65.77 83.66 82.50 95.41

DiffCoRe-Mix-50 79.47 96.32 65.91 84.24 82.84 96.24
DiffCoRe-Mix-100 80.48 98.21 67.81 87.38 83.37 97.62

Table 3: Comparison of Top-1 and Top-5 classification performance across three popular datasets
ImageNet-1K, Tiny ImageNet-200, and CIFAR-100 using different data augmentation techniques.
For ImageNet-1K, ResNet-50 is used as the backbone, while PreActResNet-18 is employed for Tiny
ImageNet-200 and CIFAR-100. *-50 and *-100 variants of our method respectively augment 50%
and 100% training data.

settings. The initial T2I prompt used to generate a contextual image was Generate heavy
snow to the <lab name>, a <dataset type> object. We augment data based on
the number of images present in each class, utilizing Cosine-Continuous Stable Diffusion XL1 in
addition to the original one. The negative prompts varied depending on the dataset type. We set the
batch size to 16, and models were trained for 300 epochs using the SGD optimizer with a momentum
of 0.9 and a weight decay of 5× 10−4. The initial learning rate was set to 0.01, which decayed by a
factor of 0.1 at epochs 150 and 225.

Datasets. The used datasets are grouped into two categories of general and fined-grained classifica-
tion tasks. For the general classification, we employ three popular datasets including ImageNet-1K
(Deng et al., 2009) that contains diverse images, CIFAR100 (Krizhevsky et al., 2009); which is a
32x32 image size dataset and Tiny-ImageNet-200 (Le & Yang, 2015) - a 64x64 image size dataset.
For the fine-grained image classification category, we employ Flower-102 (Nilsback & Zisserman,
2008) that contains 10 images per class. We use this dataset for data scarcity. We also used Stanford
Cars (Krause et al., 2013), which contains 196 classes of different cars and models having differ-
ent fined-grained details. We also use Birds-200-2011 (CUB) (Wah et al., 2011), which consists of
200 classes of different bird species. These datasets cover a wide range of image distribution for a
comprehensive evaluation.

Table 2: Validation and testing set performance
of the DiffCoRe-Mix on Flower102 using PreAct-
ResNet34 backbone.

Method Valid Set (%) Test Set (%)

Mixup (Zhang et al., 2018) 66.18 61.05

CutMix (Yun et al., 2019) 62.45 56.30
SaliencyMix (Uddin et al., 2020) 63.73 58.89
PuzzleMix (Kim et al., 2020a) 66.27 60.74
Co-Mixup (Kim et al., 2020b) 65.10 59.02
Guided-AP (Kang & Kim, 2023) 62.06 55.10
DiffuseMix (Islam et al., 2024a) 67.28 60.82

DiffCoRe-Mix-50 68.73 61.07
DiffCoRe-Mix-100 69.84 62.58

Baselines. To benchmark our method, we com-
pare with SOTA methods that can be organized
into three groups. (a) Image-mixing methods
(Kang & Kim, 2023; Kim et al., 2020a; Yun
et al., 2019; Zhang et al., 2018; Uddin et al.,
2020; Huang et al., 2021; Hendrycks et al.;
Verma et al., 2019). These are SOTA meth-
ods that mix source and target images in pixel-
, patch- or saliency-wise manner. (b) Gener-
ative methods (He et al.; Trabucco et al., 2024;
Wang et al., 2024). Instead of using basic image
transformations to construct augmentation sam-
ples, they generate samples for data augmenta-
tion using generative models. (c) A method us-
ing image-mixing with generative content (Is-
lam et al., 2024a). Conceptually, this method is closest to our approach.

1https://huggingface.co/stabilityai/cosxl
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5 STATE-OF-THE-ART COMPARISON

General Classification: General Classification (GC) serves as a critical benchmarking task to assess
the impact of data augmentation techniques on the models (Dosovitskiy et al., 2020; He et al., 2016).
For GC, we evaluate DiffCoRe-Mix on ImageNet-1K (Deng et al., 2009), Tiny-ImageNet-200 (Le
& Yang, 2015) and CIFAR-100 (Krizhevsky et al., 2009), highlighting the performance gains over
the existing methods. Following (Islam et al., 2024a; Kang & Kim, 2023), we trained ResNet-50
on ImageNet-1K with two variants. DiffCoRe-Mix-50 augments 50% training data and DiffCoRe-
Mix-100 augments 100% training data. The results are summarized in Table 3.

Table 4: Top-1 (%) performance comparison for
the fine-grained visual categorization task using
DenseNet121.

Method CUB Cars Caltech

Mixup (Zhang et al., 2018) 74.23 89.06 91.47

CutMix (Yun et al., 2019) 74.30 88.84 91.36
SaliencyMix (Uddin et al., 2020) 68.75 88.91 90.78
PuzzleMix (Kim et al., 2020a) 77.27 90.10 91.47
Co-Mixup (Kim et al., 2020b) 77.05 90.23 90.44
Guided-AP (Kang & Kim, 2023) 77.52 90.23 91.84
DiffuseMix (Islam et al., 2024a) 77.82 90.83 92.03

DiffCoRe-Mix-50 78.12 91.17 92.23
DiffCoRe-Mix-100 79.52 92.71 93.72

For Top-1 and Top-5 accuracies, our both
variants clearly outperform all previous meth-
ods. On ImageNet-1K, DiffCoRe-Mix-100
achieves a very strong performance, outper-
forming Co-Mixup - a popular saliency-guided
image-mixing method - by nearly 3% in Top-1
accuracy and by nearly 5% in Top-5 accuracy.
For the DiffCoRe-Mix-50 variant, the gains are
relatively low, which is intuitive. However,
we still outperform DiffuseMix (Islam et al.,
2024a) by an absolute 1% and 0.83% for Top-5
and Top-1 accuracies.

On Tiny ImageNet-200, as compared to the
second best performer (Islam et al., 2024a),
DiffCoRe-Mix-100 gains an absolute improve-
ment of 2.04% for Top-1 accuracy and 3.72%
for Top-5 accuracy. The trends remain for the CIFAR-100 dataset. As compared to the popular
Mixup baseline (Zhang et al., 2018) which also works on image-mixing principles, our notable
absolute performance gains for Tiny ImageNet-200 are 11.22% and 14.36%. This highlights the
benefit of using T2I models for image mixing.

Table 5: Top-1 (%) performance of DiffCoRe-Mix
on fine-tuning experiments using ImageNet pre-
trained Wide ResNet-101.

Method CUB-Birds Flowers-102

ResNet-50 78.61 88.26

Mixup (Zhang et al., 2018) 79.37 89.63
CutMix (Yun et al., 2019) 79.42 90.84
SaliencyMix (Uddin et al., 2020) 79.73 91.43
SnapMix (Huang et al., 2021) 79.80 91.64
DiffuseMix (Islam et al., 2024a) 80.23 93.45

DiffCoRe-Mix-50 81.57 94.38
DiffCoRe-Mix-100 82.37 95.10

Fined-Grained Visual Classification: Fine-
grained visual categorization (FGVC) tasks,
such as distinguishing between fined-grained
categories where intra-class is similar, are in-
herently challenging due to the subtleness of
differences between the categories (Wei et al.,
2023; Tang et al., 2023). They demand mod-
els capable of extracting indistinguishable fea-
tures, requiring sophisticated data augmenta-
tion techniques to enhance generalization per-
formance (Islam et al., 2024a). In Table 4,
we summarize the results for FGVC tasks on
three datasets. DiffCoRe-Mix leads to across
the board improvements over the SOTA meth-
ods. On the CUB dataset, known for its de-
manding task of bird species recognition, DiffCoRe-Mix is able to push the performance to an
absolute 1.7%, showcasing strong ability to capture fine-grained details. For the Cars dataset, an
absolute gain of 1.88% over SOTA and 3.06% over the popular baseline (Zhang et al., 2018) is
visible.Finally, on Caltech, which encompasses a broader range of object categories, our method
continues to outperform the existing method in a similar fashion.

Data Scarcity: Data scarcity is a prevalent challenge for deep learning, especially in the domains
pertaining to fine-grained visual classification where data labeling is costly (Nilsback & Zisserman,
2008). GuidedMixup (Kang & Kim, 2023) is among the first augmentation methods to report per-
formance for the data scarcity problem using paring algorithm. Islam et al. (Islam et al., 2024a)
followed (Kang & Kim, 2023) in their comprehensive benchmarking. We also compare DiffCoRe-
Mix with the SOTA methods, e.g., (Islam et al., 2024a), (Kang & Kim, 2023), (Zhang et al., 2018)
under a limited data regime on the Flower102 dataset, using 10 images per class. As summarized
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in Table 2, DiffCoRe-Mix achieves high performance gains for this problem. As compared to the
second best performer DiffuseMix (Islam et al., 2024a), our DiffCoRe-Mix-100 achieves absolute
performance gains of ∼ 2.56% and ∼ 1.76% on the validation and test sets respectively. Even our
DiffCoRe-Mix-50 variant comprehensively outperforms all existing methods.
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Figure 4: Augmentation overhead (+%) - accuracy (%)
plot on CUB dataset with batch size 16. The closer the
value to the upper left corner, the better the augmenta-
tion strategy.

Transfer Learning: Transfer learning en-
ables leveraging pre-trained weights to im-
prove model performance on new datasets
with relatively smaller training sizes (Is-
lam et al., 2024a; Kang & Kim, 2023).
In our transfer learning experiments, we
fine-tuned a Wide ResNet-101 model pre-
trained on ImageNet-1K (Deng et al.,
2009) to evaluate the effectiveness of var-
ious data augmentation methods. The re-
sults are summarized in Table 5.

Comparing DiffCoRe-Mix with the best
performing exiting method DiffuseMix
(Islam et al., 2024a), we observed
notable gains. On the CUB-Birds
dataset, DiffCoRe-Mix-50 achieves an ac-
curacy gain of 1.34%. DiffCoRe-Mix-
100 further improves the performance
to 82.37%, yielding a gain of 2.14%
over DiffuseMix. On the Flowers-
102 dataset, DiffCoRe-Mix-50 outper-
forms DiffuseMix by 0.93% (94.38% vs.
93.45%), and DiffCoRe-Mix-100 extends this margin to 1.65%, reaching a Top-1 accuracy of
95.10%. These consistent improvements show that our proposed method significantly enhances
the fine-tuning performance compared to the baseline approaches.

Table 6: Augmentation overhead (%) for different
methods with varying batch sizes.

Method Augmentation Overhead (+%)
16 32 64

Mixup 0.9 0.6 0.4

CutMix 1.5 1.0 0.6
SaliencyMix 353.3 701.8 923.3
SnapMix 67.4 64.9 60.2
PuzzleMix 138.5 139.9 134.1
Co-Mixup 292.1 490.2 716.6
Guided-AP (Random) 87.8 81.9 70.1
Guided-AP (Greedy) 89.2 83.0 77.5

DiffCoRe-Mix 68.2 59.3 58.9

Computational Overhead: We analyze the
computational overhead against the perfor-
mance gain of our method and compare it with
that of the SOTA methods in Fig. 4. Following
(Islam et al., 2024a) and (Kang & Kim, 2023),
we define the overhead AO as:

AO =
Taug − Tvan

Tvan
× 100(%), (9)

where Taug denotes the training time after im-
age generation, and Tvan is the training time
of the baseline model (He et al., 2016) with-
out augmentation. We generate images before-
hand and use them for the rest of the train-
ing. DiffCoRe-Mix demonstrates a remarkable
trade-off between performance and augmenta-
tion overhead, outperforming all other methods in accuracy while keeping overhead significantly
lower than Co-Mixup (Kim et al., 2020b) and SaliencyMix (Uddin et al., 2020). We also report
the training overhead with varying batch sizes in Table 6. As the results show, our method retains
one of the lower overheads. This is in addition to the fact that DiffCoRe-Mix achieves considerable
performance gains across the board.

Saliency Visualization: To evaluate the impact of augmentation on model’s attention in the
decision-making process, we compare the saliency maps for DiffCoRe-Mix with the popular data
augmentation methods (He et al., 2016; Uddin et al., 2020; Yun et al., 2019; Zhang et al., 2018). As
shown in Fig. 5, the typical saliency maps for DiffCoRe-Mix appear more consistently around the
regions of foreground object. The outputs show more concentrated activation around salient regions
of the birds, especially around their distinguishing features like the head or unique color patterns.
This indicates that DiffCoRe-Mix effectively emphasizes on the key features while encouraging
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the network to learn discriminative regions under diverse augmentations. DiffCoRe-Mix offers a
balanced approach, enhancing robustness while preserving key discriminative features, making it
suitable for scenarios demanding a balance between precision and generalization.
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Figure 5: Representative saliency visualizations on orig-
inal data samples. Our method guides the model to more
precisely focus on the target object in the image.

Batch Processing Time: We also
compare DiffCoRe-Mix with other
data augmentations methods (Zhang
et al., 2018; Yun et al., 2019; Uddin
et al., 2020; Kim et al., 2020b; Kang
& Kim, 2023; Islam et al., 2024a) in
terms of batch processing time. Re-
sults are summarized in Fig. 6. For a
batch size of 16, Mixup demonstrates
a faster training time of 0.39 seconds
compared to DiffCoRe-Mix 1.37 sec-
onds, indicating that mixup is more
efficient for small batch training.

However, as the batch size in-
creases to 32, the time difference nar-
rows, with Mixup at 0.52 seconds
and DiffCoRe-Mix at 0.54 seconds.
This convergence suggests that our
method scales more effectively with
batch size compared to Mixup. The pattern continues with a batch size of 64, where Mixup records
0.74 seconds, while DiffCoRe-Mix is slightly faster at 0.73 seconds.

6 FURTHER ANALYSIS AND DISCUSSIONS

We provide a detailed ablation study to evaluate important aspects of our proposed method and
design choices.

Ablation Studies: We investigate the efficacy of pixel-wise and patch-wise design choices in our
DiffCoRe-Mix. To show the effectiveness of our selection, we also report the individual perfor-
mance of the two variants. All ablation studies are conducted using ResNet-50 (He et al., 2016)
backbone. In Table 7, we first use ResNet-50 as the baseline, which is solely trained on traditional
augmentation. It achieves a Top-1 accuracy of 85.86% and a Top-5 accuracy of 91.19% on the
Stanford Cars dataset. We observe that introducing our Generative Augmentation (GenAug) alone
brings 1.82% and 5.60% absolute gains for Top-1 and Top-5 accuracies.

Table 7: Performance comparison on Stanford
Cars dataset.

Mixing Strategies Top-1 (%) Top-5 (%)

ResNet-50 (He et al., 2016) 85.86 91.19

R50 + GenAug 87.68 96.79
R50 + Pixel-wise 88.08 97.15
R50 + Patch-wise 88.92 97.73
R50 + GenAug + Pixel-wise 89.50 97.86
R50 + GenAug + Patch-wise 90.62 98.49

DiffCoRe-Mix-50 91.85 98.83
DiffCoRe-Mix-100 92.74 99.46

These results are consistent with the findings
in (Wang et al., 2024; Trabucco et al., 2024).
Further, we individually examine the pixel-
wise and patch-wise technique. By adding
the pixel-wise mixing, the Top-1 accuracy in-
creases to 88.08% and the Top-5 accuracy to
97.15%, highlighting the effectiveness of pixel-
wise augmentation in improving model gener-
alization. Similarly, in our experiment with
the patch-wise approach, we again observe a
slight performance improvement, where Top-
1 accuracy increases to 88.92% and the Top-5
accuracy to 97.73%. Combining GenAug with
pixel-wise mixing further improves the perfor-
mance. This suggests a synergistic effect A similar trend is visible for the patch-wise mixing with
GenAug.

In our eventual approach, we use two variants of DiffCoRe-Mix-50 (which uses 50% generative aug-
mentation along with original data) and DiffCoRe-Mix-100 (which utilizes 100% generative aug-
mentation with real data). They incorporate both pixel-wise and patch-wise mixing. They achieve

9



Navigating and Addressing Data Problems for Foundation Models (DPFM) Workshop, ICLR 2025

0 1 2 3
Time (sec) with batch size 16

0.39 Mixup
0.41 CutMix
0.41 SaliencyMix
0.47 PuzzleMix
0.56 Co-Mixup

0.44 Guided-AP
3.24 DiffuseMix

1.37 Ours

0 1 2 3
Time (sec) with batch size 32

0.52 Mixup
0.53 CutMix
0.52 SaliencyMix
0.62 PuzzleMix
0.73 Co-Mixup

0.60 Guided-AP
2.91 DiffuseMix

0.54 Ours

0.0 0.5 1.0 1.5 2.0 2.5
Time (sec) with batch size 64

0.74 Mixup
0.77 CutMix
0.76 SaliencyMix

0.92 PuzzleMix
1.16 Co-Mixup

0.80 Guided-AP
2.42 DiffuseMix

0.73 Ours

Figure 6: Comparison of batch processing time (sec.) on CUB dataset. Batch sizes of 16, 32, and
64 are used on the same hardware.

impressive performances with a Top-1 accuracy of 91.85% and a Top-5 accuracy of 98.83% for
DiffCoRe-Mix-50. Our DiffCoRe-Mix-100 shows even stronger performance, achieving further
absolute gains of 0.89% and 0.63% for Top-1 and Top-5 performances.

Figure 7: Ablation studies on the percentage of
generative augmentation via CosXL.

Generative Inference Computational Cost:
Our method allows generating augmentation
samples in varying percentages of the original
data. Figure 7, summarizes the computational
overhead associated with the generative infer-
ence for CUB-Birds dataset, where we vary the
percentages of 512x512 augmentation samples
from 10 to 100.

We also report the percentage of images auto-
matically discarded by our filtration method. It
can be observed that this percentage remains
consistent in the range [10.1, 11.1]. This en-
sures a linear generative inference complex-
ity incurred by our technique, which is desir-
able for scalability. Our total compute timings
(hours) show that even 100% augmentation is
fully feasible for a small dataset.

7 CONCLUSION

In this work, we proposed DiffCoRe-Mix, a reliable T2I based data augmentation approach that
employs diffusion models and various prompts to generate domain-specific class-relevant samples
to increase diversity in the training dataset. Our method is intended to provide augmentation sam-
ples that are responsibly generated to align with the training data. Our technique mixes real and
generative images following a systematic approach that considers both patch and pixel level mixing.
On multiple tasks; such as fine-grained classification, general classification, data scarcity, finetun-
ing, and augmentation overhead, we demonstrate notable performance gains on several benchmark
datasets including ImageNet-1K, StanfordCars, Tiny-ImageNet-200, CIFAR-100, Flower-102, Cal-
tech Birds. We also demonstrate string computational efficacy for large training batches. Moreover,
our result show that the our augmentation samples lead to more precise saliency maps for the induced
models.
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