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Abstract

Hate detection has long been a challeng-001
ing task for the NLP community. The task002
becomes complex in a code-mixed environ-003
ment because the models must understand004
the context and the hate expressed through005
language alteration. Compared to the mono-006
lingual setup, we see very less work on code-007
mixed hate as large-scale annotated hate008
corpora are unavailable to make the study.009
To overcome this bottleneck, we propose010
using native language hate samples. We hy-011
pothesise that in the era of multilingual lan-012
guage models (MLMs), hate in code-mixed013
settings can be detected by majorly rely-014
ing on the native language samples. Even015
though the NLP literature reports the ef-016
fectiveness of MLMs on hate detection in017
many cross-lingual settings, their extensive018
evaluation in a code-mixed scenario is yet to019
be done. This paper attempts to fill this gap020
through rigorous empirical experiments. We021
considered the Hindi-English code-mixed022
setup for our study, and some of the inter-023
esting observations we got are: (i) adding024
native hate samples in the code-mixed train-025
ing set, even in small quantity, improved026
the performance of MLMs for code-mixed027
hate detection, (ii) MLMs trained with na-028
tive samples alone observed to be detecting029
code-mixed hate to a large extent, (iii) The030
visualisation of attention scores revealed031
that, when native samples were included032
in training, MLMs could better focus on033
the hate emitting words in the code-mixed034
context, and (iv) finally, when hate is sub-035
jective or sarcastic, naively mixing native036
samples doesn’t help much to detect code-037
mixed hate. We have shared the data and038
code repository to reproduce the reported039
results.040

Keywords – Code-mixed hate detection,041

Cross-lingual learning, Native sample mixing.042

1 Introduction: 043

The rising cases of online hate-speech (2023) 044

and similar components (cyberbullying (2012), 045

racism (2016), gender discrimination (2017), 046

radicalisation (2013), religious hatred, abusive 047

language detection (2018) etc.) distress the 048

sanity and the civic nature of online discussions. 049

To address this, the NLP community have been 050

working long on characterisation, detection and 051

mitigation of these components (2017; 2018; 052

2019; 2019; 2021; 2020; 2023; 2023; 2023). The 053

intensity of their focus can be gauged by the 054

fact that around 460+ peer-reviewed AI/ML 055

papers were published between 2001 and 2021 056

(2023) on this topic, and exponentially rising 057

since then. The community has proposed 70+ 058

datasets spanning 20+ languages and different 059

modalities (memes, texts, social media posts, 060

images, videos etc.) (2023; 2023). 061

Even now, we have yet to eradicate the hate 062

completely from online platforms. The main 063

reason is that most of the studies were done for 064

a few resource-rich languages (51% alone for 065

English), whereas we have 100+ languages in 066

the world, each having seven million+ speak- 067

ers1. Further, a small fraction of these studies 068

focused on code-mixed setups where the hate 069

is uttered altering more than one language. It 070

is common in multilingual environments like 071

Europe, India and Latin America, where a sig- 072

nificant portion of the population knows more 073

than one language. Hate detection in code- 074

mixed language is more complex compared 075

to the monolingual environment. The models 076

must understand the context and the hate ex- 077

pressed through multiple languages. One of 078

the primary bottlenecks for the research on 079

code-mixed hate detection is the unavailabil- 080

1http://www2.harpercollege.edu/mhealy/g101ilec/
intro/clt/cltclt/top100.html
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ity of large-scale training corpora. The same081

reason also holds for most of the low-resource082

languages.083

The emergence of multilingual language mod-084

els (MLMs) allowed us to address this issue via085

cross-lingual learning. It enables the models to086

learn task-specific knowledge from a dataset087

in one language and make predictions for sam-088

ples in different languages. Past works demon-089

strated that MLMs, to a significant extent,090

could detect hate when train and test languages091

are different (2022). This is because (i) the092

vocabulary of MLMs covers many languages,093

and (ii) their embeddings encode the semantic094

and syntactic features seen across multiple lan-095

guages. However, they face several drawbacks096

too. The NLP literature reported (2021; 2022)097

that cross-lingual learning fails when hate (i)098

expresses language-specific taboos and (ii) is099

specific to a community or culture. In the con-100

text of code-mixed hate detection, a thorough101

evaluation of MLMs and cross-lingual learning102

is lacking. This paper attempts to fill this gap103

by doing extensive empirical experiments. Par-104

ticularly, we attempted to answer the following105

two research questions,106

• R1: Does training with additional native107

hate samples impact the code-mixed hate108

detection?109

• R2: Can training with only native samples110

detect the hate in a code-mix scenario?111

All of our experiments were done for the Hindi-112

English code-mixed environment. This is be-113

cause, only for this pair, we could find anno-114

tated code-mixed and respective native lan-115

guage hate corpora publicly available. Our con-116

tributions in this paper can be summarised117

as,118

• We evaluated the impact of native lan-119

guage hate samples on code-mixed hate120

detection (Exp 1: Section 3.2) by compar-121

ing the performance across two training122

sets, (i) having only code-mixed hate sam-123

ples and (ii) with additional samples from124

Hindi and English hate corpora. We experi-125

mented with two types of models: (i) statis-126

tical classifiers on top of the word n-grams127

and (ii) MLMs such as mBERT (2019),128

XLM (2019) and XLM-R (2019) with and129

without additional transformer layers. We 130

reported the model performance when na- 131

tive samples were added, with an equal 132

label distribution or with a label ratio the 133

same as in the code-mixed hate corpora. 134

Further, we also reported the performance 135

variations of the MLMs when native sam- 136

ples were added in different amounts (Exp 137

2: section 3.3). 138

• We evaluated the performance of MLMs 139

by training them only with native sam- 140

ples (Exp 3: Section 3.4) as well. We cre- 141

ated three types of training sets: (i) with 142

only Hindi samples, (ii) with only English 143

samples and (ii) with Hindi and English 144

samples together. 145

• We visualised the attention scores given 146

by the MLMs and reported the change in 147

scores on hate-emitting words after native 148

samples were mixed with the original code- 149

mixed training set (Figure 1). 150

• Finally, we manually inspected each test 151

prediction and reported the cases for which 152

MLMs (a) got better, (b) remained con- 153

fused, and (c) performed worse after na- 154

tive samples were mixed in the code-mixed 155

training set. 156

Some of the interesting results we got are, 157

• On combining the native samples, while 158

the statistical models performed worse, 159

many MLMs reported significant (p < 160

0.05) improvements (an increase of ∼0.09 161

in F1 score) 162

• MLMs, when trained with only native sam- 163

ples, could identify hate in a code-mixed 164

context nearly as good as when trained 165

with additional code-mixed samples (∼0.6 166

in F1 score for both). It implies that we 167

can deploy the MLMs trained with na- 168

tive samples if an appropriate code-mixed 169

corpus is unavailable. Further, we also ob- 170

served that the native language dataset 171

that shares maximum demographic or cul- 172

tural overlap with the code-mixed hate 173

corpus is more prominent in capturing the 174

code-mixed hate. 175

• We observed that after native sample mix- 176

ing, the MLMs gave high attention scores 177
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to the hate-emitting words when they ap-178

peared in the code-mixed context. Some179

of such cases were demonstrated in Figure180

1.181

• Finally, in the error analysis, we also re-182

ported cases where hate is sarcastic and183

subjective; it’s still hard to identify them184

in the code-mixed setting by simply rely-185

ing on native hate samples.186

2 Dataset details:187

We considered the publicly available Hindi-188

English code-mixed hate dataset (2018a), made189

up of social media posts. The authors retrieved190

1,12,718 tweets based on a list of hashtags and191

keywords related to politics, public protests,192

riots, etc. Out of which, they manually filtered193

out 4575 code-mixed tweets. Expert annota-194

tors manually annotated the filtered tweets as195

“hate” or “non-hate”. The label distribution is196

reported in Table 1.197

Additionally, for native language samples,198

we considered publicly available Hindi (2022)199

and English 2 hate datasets in our experiments.200

We chose them as they are (i) relatively bal-201

anced, (ii) versatile, and (iii) widely used in202

past works. Their samples are manually an-203

notated as “hate”/ “non-hate”. The observed204

label distributions for both are reported in Ta-205

ble 1. The supplementary report presents some206

samples from all three considered datasets.207

Dataset Hate Non-Hate

English-Hindi CM(2018a) 1661 2914
English2 2261 3591
Hindi(2022) 3338 1416

Table 1: Distribution of labels present in the considered
code-mixed and monolingual hate corpora.

3 Experiments:208

3.1 Experimental set-up:209

We considered three generic architectures for210

our experiments. Note that our aim was not211

to propose any novel architecture; rather, we212

evaluated the behaviour of widely used sta-213

tistical and MLM-based models when native214

2HASOC-2019: https://hasocfire.github.io/hasoc/
2019/dataset.html

samples were kept in the training sets. The 215

three architectures we considered are, 216

1. Statistical classifiers SVM, Random For- 217

est and Naive Bayes on top of word n- 218

gram features. We considered word-level 219

unigram, bigram and trigram features, as 220

past work (2018a) reported them to per- 221

form best. 222

2. As a second approach, we fine-tuned 223

MLMs mBERT (2019), XLM-R (2019) 224

and XLM (2019). We stacked a linear layer 225

on top of the [CLS] token embedding and 226

fine-tuned their last two layers. 227

3. Lastly, we stacked four transformer lay- 228

ers followed by a linear layer on top of 229

the considered MLMs (represented by 230

mBERTtrans, XLM-Rtrans and XLMtrans 231

respectively). During fine-tuning, we froze 232

all but the last two layers of the language 233

model. 234

We collected the pre-trained weights for the 235

MLMs from the Huggingface3 transformer li- 236

brary. We used AdamW optimizer (2017), with 237

a learning rate of 2 × 10−5, and a scheduler 238

with a learning rate decay of 0.9(gamma value) 239

for training. We experimented with various (i) 240

batch sizes, (ii) random seeds and (iii) early 241

stopping strategies. Models were trained for a 242

maximum of 25 epochs with an epoch patience 243

of four. 244

3.2 Exp. 1- Impact of added native 245

samples: 246

In the first experiment, we measured the im- 247

pact of adding native samples on code-mixed 248

hate detection. We created training(70%), vali- 249

dation(15%) and test(15%) splits of the code- 250

mixed hate dataset (2018a) using stratified 251

sampling. Additionally, we formulated two new 252

training sets by including samples from the 253

English and Hindi hate corpora. In the first 254

set (Train-1), we added an equal amount of 255

“hate” or “non-hate” samples from each mono- 256

lingual dataset. In the second (Train-2), we 257

kept label distribution the same as we observed 258

in the training split of the code-mixed dataset. 259

The label distribution present in the formu- 260

lated training sets, in the initial code-mixed 261

3https://huggingface.co/
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training set, and in the validation and test sets262

are reported in table 2.263

Partition Dataset Hate Non Hate

Train-1
CM 1149 2062

Hindi 1416 1416
English 1416 1416
Total 3981 4894

Train-2
CM 1149 2062

Hindi 810 1416
English 2000 3500
Total 3959 6978

Validation CM 249 438
Test CM 249 437

Table 2: The distribution of labels present in the formu-
lated training sets Train-1 (equal ratio) and Train-2
(code-mixed ratio). The initial code-mixed training set
distribution is presented next to CM in Train-1 and
Train-2. The numbers next to Validation and Test
represent the distribution of labels in code-mixed vali-
dation and test splits, respectively.

3.3 Exp. 2- Impact of native samples264

added in different amounts:265

Our second experiment quantified the impact266

of English and Hindi samples when they were267

added in different amounts to the code-mixed268

training set. For this purpose, we created two269

bags of training sets. In the first bag, train-270

ing sets were created by incrementally adding271

two batches of native samples with the code-272

mixed training set. One of the batches had273

English samples, while the other had Hindi274

samples. Each of them had 200 randomly se-275

lected unique samples with an equal ratio of276

“hate” and “non-hate” samples taken from the277

respective monolingual hate corpora (similar278

to Train-1 in the first experiment). In the279

second bag, we created similar training sets,280

except here, the label ratio in each batch was281

the same as in the original code-mixed training282

set (similar to Train-2 in the first experiment).283

3.4 Exp. 3- Relying only on native284

samples:285

Our last experiment evaluated the performance286

of MLMs after they were trained with only na-287

tive samples. The intuition behind this exper-288

iment was to check if the knowledge learned289

from the training of native samples was enough290

to detect hate in the code-mixed scenario. We291

considered three types of training sets: (i) with 292

only Hindi samples, (ii) with only English sam- 293

ples, and (iii) with both English and Hindi 294

samples. All of the training sets had an equal 295

amount of “hate” and “non-hate” samples. We 296

fine-tuned the hyper-parameters on the code- 297

mixed validation set created as a part of the 298

first experiment. 299

4 Results and discussion 300

4.1 Exp.-1 observations: 301

Here, we reported the results of our experiment 302

measuring the impact of native hate samples 303

on code-mixed hate detection. We compared 304

the performance of different models in terms of 305

accuracy (Acc), precision (Pre), recall (Rec) 306

and F1-score (F1), and reported them in Ta- 307

ble 3. The best scores for individual training 308

scenarios were marked in bold. Since the label 309

distributions in all training sets are unbalanced, 310

we believe the F1 score best compares the per- 311

formance. Following were our takeaways, 312

• On combining the native language sam- 313

ples, statistical models got confused and 314

performed worse. On the contrary, MLMs 315

significantly improved (an increase of 0.07 316

and 0.09 in best-reported F1 scores for 317

Train-1 and Train-2, respectively). The 318

MLMs for which the improvements were 319

statistically significant (t-test, p < 0.05) 320

are marked with an asterisk (∗) next to 321

their F1 scores. 322

• We observed minimal or no F1-score im- 323

provement when transformer layers were 324

added to the MLMs. This indicates that 325

fine-tuning the last layers of MLMs can 326

serve the purpose to a large extent. 327

• We observed no clear performance differ- 328

ence in MLMs when native language sam- 329

ples were mixed in different label ratios 330

(Train-1 vs Train-2). It indicates that 331

they are relatively robust towards label 332

unbalancing. 333

• We investigated the attention scores given 334

by MLMs after they were trained with 335

or without the native samples. We ob- 336

served that after native sample mixing, 337

the MLMs gave high scores to the hate- 338

emitting words when they appeared in 339
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Models Codemix Train-1 Train-2
Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1

SVM 0.67 0.58 0.37 0.45 (±0.03) 0.65 0.51 0.39 0.44 (±0.01) 0.69 0.60 0.40 0.48 (±0.01)
RF 0.67 0.77 0.13 0.23 (±0.01) 0.67 0.71 0.16 0.26 (±0.00) 0.66 0.79 0.10 0.18 (±0.02)

Naive Bayes 0.63 0.49 0.53 0.51 (±0.02) 0.66 0.65 0.16 0.26 (±0.02) 0.67 0.62 0.25 0.36 (±0.01)
XLM 0.68 0.52 0.56 0.52 (±0.01) 0.69 0.58 0.47 0.52 (±0.01) 0.67 0.53 0.63 0.58∗ (±0.01)

mBERT 0.61 0.44 0.55 0.49 (±0.01) 0.71 0.62 0.51 0.56∗ (±0.02) 0.68 0.57 0.55 0.56 (±0.00)
XLM-R 0.67 0.51 0.43 0.47 (±0.02) 0.67 0.54 0.61 0.58∗ (±0.01) 0.69 0.60 0.46 0.52 (±0.01)

XLMtrans 0.65 0.48 0.52 0.50 (±0.02) 0.69 0.56 0.63 0.59∗ (±0.01) 0.67 0.53 0.65 0.58∗ (±0.01)
mBERTtrans 0.72 0.62 0.39 0.48 (±0.01) 0.67 0.54 0.65 0.59∗ (±0.02) 0.67 0.54 0.60 0.57∗ (±0.01)
XLM-Rtrans 0.74 0.69 0.42 0.52 (±0.01) 0.69 0.58 0.55 0.56 (±0.00) 0.72 0.62 0.60 0.61∗ (±0.02)

Table 3: The results of our experiment measuring the impact of native hate samples on code-mixed hate detection.
The evaluating parameters are accuracy(Acc), precision(Pre), recall(Rec) and F1-score(F1). The scores under
columns Code-mixed, Train-1, and Train-2 reported the performance when training was done with the original
code-mixed training set, and additionally formulated training sets explained in section 3.2. The variations in F1
scores for different random seeds were mentioned in brackets.

code-mixed contexts. Figure 1 reported340

some of such cases. MLMs gave more at-341

tention scores to words like ‘murder’ and342

‘rape’ when they were trained with addi-343

tional native samples.344

<s> women ke s ath rape ka b ru ke ga , ab to baba v. </s>
Tokens

Va
lu

es 0.013 0.059 0.026 0.028 0.029 0.047 0.046 0.027 0.039 0.029 0.046 0.21 0.058 0.058 0.032 0.062 0.19

<s> women ke s ath rape ka b ru ke ga , ab to baba v. </s>
Tokens

Va
lu

es 0.038 0.063 0.095 0.11 0.058 0.12 0.045 0.042 0.061 0.052 0.046 0.05 0.051 0.061 0.057 0.029 0.021

0.05 0.10 0.15 0.20
Attention Values

(a) XLMtrans

[CLS] tu ##j ##he murder ka ##r dung ##i main ! [SEP]
Tokens

Va
lu

es 0.025 0.24 0.12 0.19 0.11 0.081 0.069 0.051 0.062 0.033 0.027

[CLS] tu ##j ##he murder ka ##r dung ##i main ! [SEP]
Tokens

Va
lu

es 0.035 0.11 0.11 0.2 0.18 0.083 0.073 0.069 0.084 0.036 0.026

0.1 0.2
Attention Values

(b) mBERTtrans

Figure 1: Visualisation of attention scores: The upper
row in each sub-figure reported the attention scores
when training was done only on code-mixed samples,
whereas the lower row reported the attention scores
when training was done with Train-1. We also observed
similar patterns for models trained on Train-2.

4.2 Exp.-2 observations:345

Here, we presented the results of our experi-346

ments quantifying the impact of native samples347

when they were added in different amounts.348

As mentioned in section 3.3, we created many349

training sets by incrementally adding native350

sample batches in the original code-mixed train-351

ing set. The F1 scores obtained for different352

training sets with different label ratios were 353

presented in Figure 2. The absolute values of 354

all measured parameters were reported in the 355

supplementary material. Some of the interest- 356

ing observations we got are, 357

• There was no major change in the F1- 358

scores when we added native samples in 359

different amounts. This observation holds 360

irrespective of when samples were added 361

with label ratios similar to Train-1 or 362

Train-2. 363

• While the F1 score stayed between 0.52 364

and 0.6 for equal label ratio set-up, a rel- 365

atively high fluctuation, i.e. between 0.47 366

and 0.6 was observed when label ratio 367

was kept in proportional to the original 368

code-mixed training set. 369

4.3 Exp.-3 observations: 370

In this section, we reported the results of our ex- 371

periment evaluating the performance of MLMs 372

when they were trained with only native sam- 373

ples. As described in section 3.4, we trained the 374

MLMs using (i) Hindi samples, (ii) English sam- 375

ples, and (iii) both English and Hindi samples 376

together. We kept the equal label ratios in all of 377

the training sets. This is because we didn’t ob- 378

serve any significant F1-score variations in the 379

previous experiments by not keeping the same. 380

The F1-scores of MLMs for different training 381

sets were reported in Table 4. We observed the 382

following, 383

• The highest F1-score we got when models 384

were trained using only English samples 385
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(a) Native samples were added with equal label ratios
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(b) Native samples were added in a ratio as observed
in the original code-mixed training set

Figure 2: Results of Experiments quantifying the im-
pact of native samples when they were added in different
amounts. The x − axis represents the native sample
batch size, and the y − axis represents the F1 scores.

was 0.54, while the same with Hindi sam-386

ples raised to 0.60. We found this interest-387

ing, particularly because all Hindi samples388

were in the Devanagari script, while most389

code-mixed test samples were in the Ro-390

man script. The possible reason behind391

this could be that both Hindi and code-392

mixed samples came from the same cul-393

tural context. Both datasets were labelled394

by annotators who know Hindi; hence,395

the models possibly captured the common396

cultural context. Some of the past works397

(2021; 2022) also reported similar phenom-398

ena, arguing that cross-lingual learning399

results by MLMs were good only when400

training samples and test samples came401

from similar languages and their cultural402

context were similar.403

• The variants of the XLM-R language404

model gave the highest F1 scores across405

all native training scenarios; this means406

the projections of XLM-R generalise better407

Models Training sets
English Hindi English + Hindi

XLM 0.47 (±0.03) 0.34 (±0.04) 0.36 (±0.02)
mBERT 0.50 (±0.04) 0.41 (±0.03) 0.51 (±0.01)
XLM-R 0.53 (±0.01) 0.60 (±0.03) 0.60 (±0.01)

XLMtrans 0.36 (±0.04) 0.21 (±0.05) 0.45 (±0.04)
mBERTtrans 0.48 (±0.02) 0.31 (±0.04) 0.51 (±0.02)
XLM-Rtrans 0.54 (±0.00) 0.55 (±0.02) 0.57 (±0.03)

Table 4: F1-scores of MLMs when they were trained
with only native samples. The variations in F1 scores
for different random seeds were reported in brackets.

from the native context to the code-mixed 408

context. 409

• There were no significant improvements in 410

the best F1 scores when Hindi and English 411

samples were trained together, compared 412

to when training was done with only Hindi 413

samples. Also, the highest F1 score we got 414

by training on Train-1 or Train-2 sets 415

was 0.61, which is a minimal improvement 416

over when training was done with native 417

samples (0.60). This empirically points 418

out that MLMs trained on native samples 419

can predict code-mixed hate to a large 420

extent. 421

5 Error Analysis: 422

In this section, we reported the cases in which 423

combining the native samples improved or de- 424

graded the performance of considered MLMs. 425

Table 5 reported some of such samples. Note 426

that we reported the predictions only for MLMs 427

with additional transformer layers. We see sim- 428

ilar performance without transformer layers as 429

well. We observed the following: 430

• The addition of the native samples helped 431

the MLMs to identify hate, expressed in a 432

code-mixed phrase, without using any ex- 433

plicit hate words. Examples reported in Sl. 434

No. 1 and 2 demonstrate this. Even though 435

there is no explicit hate word mentioned 436

in ‘tum logo ne hi karwaya tha blast..’ 437

(Gloss: You guys have done blast..), most 438

MLMs trained with added native samples 439

could detect the hate. Similarly, in SL. No. 440

2, MLMs trained without native samples 441

failed to understand that the Hindi hate 442

word ‘nafrat’ is used to convey a non-hate 443

message. 444
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Sl
No Sample Translated English Label

Codemixed Combined

XLMtrans mBERTtrans XLM-Rtrans
XLMtrans mBERTtrans XLM-Rtrans

T1 T2 T1 T2 T1 T2
1 Tum logon ne hi karwaya tha

blasts in PAKISTAN iss liye
aise posts daal rahe ho

You guys were the ones who
orchestrated the blasts in
Pakistan, that’s why you’re
posting such things.

Hate

2 Kabhi nafrat to kabhi dilo ka
mail hai,

Sometimes it’s hatred, some-
times it’s the connection of
hearts.

Non-Hate

3 Tabhi Loktantra ka Murder
BJP karti hai Supreme court
bhi kai bar Phatkaar laga
Chuka hai

That’s why BJP commits the
murder of democracy; the
Supreme Court has also rep-
rimanded them many times.

Hate

4 Bhai...Indian bhulakkar hote
he ...San bhul hate he...note-
bandhhi...kya hua?

Brother... Indians are forget-
ful... They forget everything...
Demonetization... what hap-
pened?

Hate

5 Abhi bhe time he sab sudar
jao.

There’s still time. Everyone,
mend your ways.

Non-Hate

Table 5: Selected examples for various cases reported under error analysis. Here, the check-mark, and the
cross-mark denote correct and incorrect classification by the corresponding model, respectively. Notation: T1 for
Train-1 and T2 for Train-2. The columns under Codemixed reported the results when the models were trained
with only code-mixed samples.

• For the cases where hate is expressed in445

a sarcastic tone, we observed that MLMs446

generally struggle to identify it. For exam-447

ple, in Sl. No. 3, only the XLM-R model448

trained T1 could identify it.449

• Finally, in many cases, like Sl. No. 5 and450

6, we saw performance degradation after451

adding the native samples. After a care-452

ful inspection by the expert linguists, we453

found that they are some of the hard cases454

to identify, even for them. This is because455

the hate expressed here is subjective. For456

instance, if we see the translation of Sl.457

No. 5 i.e. “Brother... Indians are forget-458

ful... they forget everything... demonetiza-459

tion... what happened?”, the label assigned460

to it was ‘Hate’; however, many linguists461

preferred to categorise it as a ‘criticism’462

without having a solid hate component463

(E.g. if the writer is an Indian). Similarly,464

the sample in row 6 translates to ‘there is465

still time, improve yourself’ can be consid-466

ered a case of implicit hate (patronizing467

and condescending language) depending468

on the context.469

6 Conclusions and Future Works:470

Conclusion: In this paper, we presented sev-471

eral experiments to evaluate the impact of na-472

tive language samples on code-mixed hate de-473

tection. Some of the important observations we474

got were,475

• On combining the native hate samples in 476

the code-mixed training set, we found that 477

MLMs performed relatively better. For 478

many of them, the improvements were sta- 479

tistically significant. The attention scores 480

produced by MLMs also validated this 481

fact. 482

• We found no major difference when native 483

samples were mixed with an equal label 484

ratio or the ratio as observed in the code- 485

mixed training set. 486

• We didn’t observe any significant F1-score 487

variations when native samples were added 488

incrementally. The F1-score fluctuated be- 489

tween 0.47 and 0.6 for all the cases. 490

• One interesting observation was that 491

MLMs trained with only native samples 492

could identify hate in the code-mixed con- 493

text to a large extent. It implies that we 494

can deploy models trained on native sam- 495

ples if an appropriate code-mixed corpus is 496

unavailable. Further, we also observed that 497

the native language datasets that share 498

maximum cultural overlap with the code- 499

mixed hate corpus played a more promi- 500

nent role in capturing code-mixed hate. 501

• Finally, in error analysis, we saw that for 502

the cases where code-mixed hate was sar- 503

castic and where hate was subjective, it’s 504

still hard to identify them by simply in- 505

cluding native hate samples. 506
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Future directions: Our work opened many507

future directions, such as,508

• In this paper, we experimented with only509

the Hindi-English code-mixed scenario. In510

future, one can check if similar results repli-511

cate for other code-mixed language pairs.512

• It could be interesting to see if including513

native samples from other sentiment tasks,514

such as humour detection and sarcasm515

detection in a multi-task framework, could516

improve code-mixed hate detection.517

7 Related works518

7.1 Monolingual hate:519

In the monolingual set-up, detecting and mit-520

igating hate and similar components were ex-521

tensively studied in the literature (2023; 2023;522

2023). Still, as mentioned earlier, the language523

coverage is yet to rise significantly. From a task524

formulation point of view, we saw several vari-525

ations, such as binary, multi-class, and multi-526

label classification. The details of datasets un-527

der various task-formulations were reported in528

Appendix B. From an architecture point of529

view, over the years, we observed a general530

shift from traditional rule-based and keyword-531

based systems to machine-learning methods532

(SVM, Random forest, etc.) to deep-neural533

methods(linear layers, RNNs, LSTMs, CNNs,534

Transformers)(2023; 2023; 2023). With the rise535

of transformer-based language models, fine-536

tuning their last layers or using neural layers on537

top of them got approved as a standard go-to538

approach. Meanwhile, in parallel, researchers539

also experimented with strategies like ensemble540

methods, multi-tasking and transfer learning541

(2023; 2023; 2023) frameworks. These meth-542

ods produced state-of-the-art results in their543

respective timelines. For model explainability,544

people focused on projecting attention scores545

on input segments to check the model focus on546

hate words and hate targets (2021).547

7.2 Code-mixed Hate:548

Very few studies focused on hate detection in549

code-mixed environments (2018; 2018; 2018b).550

Most of them focused on the Hindi-English551

code-mixed scenario. Note that we did not552

consider studies like (2020) as code-mixed be-553

cause the samples were only transliterated to554

another language (Urdhu samples in the Ro- 555

man script in this case). From a task formula- 556

tion point of view, we also saw several varia- 557

tions. A detailed report of datasets under var- 558

ious task-formulations reported in Appendix 559

B. Approach-wise, we see people have relied 560

upon (i) feature-based methods (n-grams, lexi- 561

cons, negations etc.) with traditional machine 562

learning algorithms like SVM, Random forest 563

etc. (2018b), and (ii) neural architectures like 564

CNNs, and LSTMs on top of LIWC features 565

and sentiment scores (2018). 566

7.3 Hate detection by cross-lingual 567

learning: 568

In the context of using cross-lingual learning for 569

hate detection, Bigoulaeva et al. (2021) demon- 570

strated that neural architectures like CNNs 571

and LSTMs, without using pre-trained MLMs, 572

could detect hate expressed in German text 573

while training was done with the English hate 574

corpora. However, they additionally used an un- 575

labelled German corpora. Firmino et al. (2023), 576

on the other hand, showed that training MLMs 577

like mBERT and XLM with English and Italian 578

hate corpora can detect the hate in Portuguese 579

samples. However, as mentioned earlier, previ- 580

ous work reported that cross-lingual learning 581

fails when hate (i) expresses language-specific 582

taboos and (ii) is specific to a community or 583

culture. 584

7.4 Research gap: 585

We couldn’t find any critical study evaluat- 586

ing cross-lingual learning and MLMs on code- 587

mixed hate detection. We argue that limita- 588

tions of cross-lingual learning(2021) for hate de- 589

tection, like failing to identify language-specific 590

taboos and culture-specific hate, may not ap- 591

pear in the code-mixed setup. This is because 592

the native corpora are expected to be captur- 593

ing both. As an initial attempt to see how 594

cross-lingual learning helps in code-mixed hate 595

detection, we considered a simple binary hate 596

classification framework, i.e. ‘hate’ or not, in 597

this work. 598
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A Dataset examples843

Classes English-Hindi code-mixed

Hate Aise logo se sakht nafrat karta hu Jo caste
ko naam ke sath jod ke chaude hote h but
real me vo piddu hote h
Translation: I strongly hate those people
who associate caste with their names and act
tough, but in reality, they are weak.

Non-Hate Sir phansi nahi. .. sirf looted money
wapas chaiya
Translation: Sir, not execution, we just want
the looted money back.

Classes English

Hate I don’t know how much more I can take! 45 is
a compulsive liar! #Trump30Hours #Trump-
IsATraitor

Non-Hate Stand by the doctors , with the doctors. They
need support and world needs to interfere.

Classes Hindi

Hate दलित बिलकुल नीच होते हैं

Translation: Dalits are downright mean.

Non-Hate हमें महिलाओं का प्रोत्साहन करना चाहिए

Translation: We should encourage women.

Table 6: Samples from all three considered datasets.
The Hindi parts (Romanized or Devanagri) are un-
derlined for identification. We have provided English
translation for code-mixed and Hindi samples for read-
ability.

B Details of related works:844

B.1 Monolingual setup:845

There were several datasets proposed that846

did binary categorization of samples such847

as: ‘hate’ or not, (2017; 2019; 2018), ‘harass-848

ment’ or not (2017), ‘personal attack’ or not849

(2017), ‘sexism’ or not (2017), ‘offensive’ or not 850

(2018), ‘anti-refugee hate’ or not (2016; 2018) 851

and ‘islamophobic’ or not (2019). Similarly, 852

from a multi-class and multi-label perspective, 853

researchers combined previously mentioned 854

labels; datasets were annotated with: ‘sex- 855

ist’/‘racist’/‘none’ (2016), ‘obscene’/‘offensive 856

but not obscene’/‘clean’ (2017), hate against 857

‘gender’/‘sexual orientation’/‘religion/‘disabil- 858

ity’/‘none’ (2020; 2018; 2019) etc. 859

B.2 Code-mixed setup: 860

In binary classification framework, Bohra et al. 861

(2018b) presented a dataset of 4̃.8k tweets, each 862

annotated with ‘hate’/‘non-hate’. In multi-class 863

and multi-label set-ups Kumar et al. (2018) 864

published a dataset of 21k Facebook posts, each 865

annotated with one of three labels (‘covert ag- 866

gression’/ ‘overt aggression’/ ‘none’) and their 867

associated category (‘physical threat’, ‘sexual 868

threat’, ‘identity threat’, ‘non-threatening ag- 869

gression’). Similarly, Mathur et al. (2018) pro- 870

duced a dataset focusing only on sexism tweets, 871

each annotated with ‘not-offensive’/ ‘abusive’/ 872

‘hate’. 873

C Performance report for Exp 2 and 874

3: 875

The absolute values of performance measur- 876

ing parameters for different set-ups considered 877

under Experiments 2 are shown in Table 7 . 878
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Models Ratio Scores
Samples size

200 400 600 800 1000 1200 1400

mBERT

Equal ratio

ACC 0.68 0.70 0.71 0.71 0.69 0.66 0.65
F1 0.60 0.60 0.59 0.56 0.54 0.54 0.56

PRE 0.56 0.58 0.62 0.62 0.59 0.53 0.51
REC 0.64 0.63 0.56 0.50 0.49 0.55 0.53

CM ratio

ACC 0.69 0.67 0.68 0.73 0.72 0.72 0.68
F1 0.58 0.59 0.56 0.53 0.56 0.60 0.56

PRE 0.56 0.54 0.56 0.71 0.66 0.61 0.57
REC 0.60 0.64 0.55 0.42 0.49 0.60 0.56

XLM-R

Equal ratio

ACC 0.71 0.70 0.68 0.70 0.70 0.69 0.68
F1 0.57 0.53 0.57 0.54 0.53 0.54 0.55

PRE 0.61 0.60 0.56 0.62 0.62 0.58 0.56
REC 0.54 0.48 0.58 0.49 0.46 0.50 0.53

CM ratio

ACC 0.68 0.71 0.70 0.70 0.69 0.66 0.69
F1 0.56 0.55 0.55 0.58 0.54 0.58 0.50

PRE 0.56 0.62 0.60 0.59 0.59 0.52 0.60
REC 0.57 0.50 0.50 0.57 0.49 0.64 0.43

XLM

Equal ratio

ACC 0.66 0.67 0.69 0.70 0.66 0.67 0.67
F1 0.56 0.57 0.54 0.54 0.53 0.56 0.54

PRE 0.53 0.54 0.57 0.60 0.53 0.54 0.54
REC 0.59 0.59 0.52 0.49 0.53 0.58 0.58

CM ratio

ACC 0.69 0.70 0.68 0.68 0.69 0.70 0.68
F1 0.58 0.53 0.56 0.55 0.54 0.55 0.54

PRE 0.57 0.61 0.56 0.56 0.58 0.61 0.56
REC 0.59 0.46 0.57 0.55 0.50 0.51 0.53

mBERTtrans

Equal ratio

ACC 0.69 0.70 0.66 0.69 0.66 0.68 0.69
F1 0.58 0.59 0.56 0.59 0.57 0.54 0.60

PRE 0.56 0.59 0.52 0.57 0.52 0.57 0.56
REC 0.61 0.59 0.59 0.61 0.63 0.51 0.64

CM ratio

ACC 0.71 0.69 0.69 0.71 0.69 0.65 0.70
F1 0.47 0.58 0.55 0.54 0.57 0.56 0.52

PRE 0.68 0.56 0.58 0.65 0.58 0.52 0.63
REC 0.36 0.60 0.51 0.47 0.55 0.61 0.45

XLM-Rtrans

Equal ratio

ACC 0.68 0.70 0.69 0.70 0.70 0.70 0.69
F1 0.57 0.53 0.58 0.54 0.56 0.55 0.55

PRE 0.55 0.61 0.56 0.61 0.60 0.60 0.58
REC 0.59 0.47 0.61 0.48 0.52 0.51 0.52

CM ratio

ACC 0.69 0.69 0.70 0.70 0.67 0.70 0.69
F1 0.56 0.58 0.52 0.55 0.54 0.50 0.57

PRE 0.58 0.57 0.63 0.61 0.54 0.65 0.57
REC 0.54 0.60 0.44 0.51 0.54 0.40 0.57

XLMtrans

Equal ratio

ACC 0.68 0.71 0.68 0.69 0.71 0.68 0.67
F1 0.54 0.57 0.58 0.53 0.53 0.59 0.56

PRE 0.56 0.61 0.55 0.60 0.63 0.55 0.56
REC 0.53 0.53 0.62 0.47 0.46 0.63 0.52

CM ratio

ACC 0.70 0.70 0.69 0.68 0.69 0.70 0.65
F1 0.56 0.56 0.55 0.54 0.58 0.56 0.49

PRE 0.60 0.61 0.58 0.56 0.57 0.59 0.52
REC 0.53 0.51 0.52 0.52 0.59 0.53 0.46

Table 7: Results of experiment-2
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