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Abstract

In this paper, we put forth a multi-modal cascade model with feature transfer with
the aim of adjusting the characteristics of polymer property prediction. Polymers
are characterised by a composite of data in several different formats, including
molecular descriptors and additive information as well as chemical structures. Our
model enables more accurate prediction of physical properties for polymers by
combining features extracted from the chemical structure by GCN with features
such as molecular descriptors and additive information. The predictive performance
of the proposed method is empirically evaluated using several polymer datasets.
We report that the proposed method shows high predictive performance compared
to the baseline conventional approach using a single feature.

1 Introduction

Polymers are attractive material targets with a wide range of applications. Databases for polymers are
being developed mainly in the scientific community [[Otsuka et al.,[2011] |[Kim et al., 2018, [Hayashi
et al.| [2022], and some predictive model developments for polymers have been reported [Martin and
Audus| 2023|, [Kuenneth et al.l [2022] [Wu et al.l [2019] [Tao et al.l [2021]]. Such models can be used,
for example, to consider the application of adaptive experimental design, an effective data-driven
approach. Adaptive experimental design is a method of repeated data collection and model updating
using machine learning models trained on the data, which allows target characteristics to be reached
quickly.

However, the use of machine learning models in the polymer domain faces the following two
challenges: (1) The cost of data collection in chemical fields is quite expensive and very often
sufficient data is not accumulated, especially in the field of advanced materials. In such cases, it is
difficult to pre-train high-performing machine learning models (the so-called cold start problem).
(2) As polymers contain not only molecular structure but also other information (molecular weight,
additional information, etc.), a multimodal model is needed that can adequately represent molecular
structure and simultaneously process non-structural features such as numbers and vectors.

This paper proposes a multimodal cascade model with feature transfer as a method for developing
predictive models for polymers. Our approach combines different features in a cascaded neural
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Figure 1: Conventional way (benchmark) and Our model

network structure to achieve a more effective and flexible predictive model. Furthermore, if pre-
trained models can be used in the feature extractor of the cascade model, it is possible to improve the
accuracy of the model in small data domains. This is expected to enable the use of big data from the
public and private sectors, including past experiments, for effective modelling of private small-scale
data in clandestine projects.

2  Methods

2.1 Data format and conventional approach

The chemical structures treated in this study were assumed to consist of node index: atom number,
atom mass, ring and aromatic/edge attribution: bond type (single, double, triple, aromatic), ring and
aromatic/adjacent matrix, and was assumed to be described in SMILES format. In addition to the
chemical structure, a feature vector encoding the molecular descriptors by RDKit and information of
additives encoded in an one-hot vector were used. While previous approaches have involved building
a separate prediction model for each data format (left-hand side of Figure[T), this study proposes a
framework in which data from all formats are processed in a unified manner using a single model.

2.2 Proposed Methods

Our model is constructed in the form of a combination of two models. The first model is a
feature extractor for chemical structures and in this study a graph convolutional neural network
(GCN) [Schlichtkrull et al., 2018] is employed. The second model predicts physical properties
for polymers by using features from GCNs together with features from molecular descriptors and
additives. We represent these two models as a single model by combining them by means of a cascade
structure (right-hand side of Figure[T).

Furthermore, we consider options regarding which layer of the GCN the predictive model should
be coupled with. Specifically, two methods, which were attempted in this study, were formulated
following Eq. (1)) and Eq. (2). Method 1 combines the final layer of the GCN (L-th layer) with the
predictive model, whereas Method 2 combines the layer before the final layer (L — 1-th layer) with
the predictive model:

Method 1: A = [z, f], 20 =Wrzp_1+byp, (1)
Method 2: h® = [ur_1, f], wr—1=Wr_ 1212 +br_1, (2)

where, for Method 1, z;, are feature vectors from GCN of L-th layer, f are feature vectors such as
molecular descriptors by RDKit and other vectors (e.g. molecular weights, compounding info and
etc.). Furthermore, W, and by, are the parameters of L-th layer of GCN and [a, b] is the symbol for



Method 1: Method 2:
Using GCN output as transferring Using units in the L-1 layer of the GCN

features as transferring features
Pretrained GCN: L-layers Pretrained GCN: L-layers
L
L1 s ~ L1
Output: 1 Output:
1 Property values Property values
- el
Graph L4 Graph ML
Structure R Structure Fv
SMILES SMILES
Feature vector
Input: Input: Feature vector
chemical structure, chemical structure,
other info(e.g.molecular weight, additive info etc:-+) other info(e.g.molecular weight, additive info etc:-+)

FV: Features Vectors; Molecular descriptors by RDKit and other vectors (e.g.
molecular weights, compounding info and etc:++)

ML: machine learning model (e.g. Random Forest, Gradient Boosting)

Figure 2: Our model of Method 1 and Method 2

the concatenation of vectors a and b. The basic symbol definition is the same in Method 2, but wy,_;
represents the units of L — 1-th layer of the GCN (an affine transformation of the output from the
L — 2 layer using the parameters of the L — 1 layer). Considering such different feature transfer
scenarios is an option to the empirical reports that predictive accuracy can vary for each downstream
task, depending on which layer of the pre-trained model are used as transfered features [Huang et al.
2022]. Finally, we use the new feature vector h(") i = 1,2 as the input of our prediction model. The
two methods were illustrated in Figure 2}

2.3 Data Preparation and Cleansing

In this study, as a proof of concept of polymer case, we prepared datasets by following steps.

Polymer datasets were prepared by filtering in PoLyInfo [Otsuka et al.l 2011]] regarding neat resin
and compound datasets of simple structure, which had Tg property. Then we operated data cleansing
compounding datasets because additives information was not tidy. For example, several information
were contaminated in the one cells, such as additives name, values, unit. Sometimes these ways
of term separation were not uniformed. Additionally, several additives made more complicated.
Under these complicated situation, rule-based cleansing didn’t work well. Thus, we tried using LLM
(Claude 3.5 Sonnet [Anthropic]]) in order to curate these datasets interactively. It resulted in that 7503
neat resin datasets(NR datasets) and 453 compounding datasets(Comp datasets) were obtained.

NR datasets were split into train of source data(80%: 6003 datasets), val of source data(10%: 750
datasets) and target data(10%: 750 datasets). These train of source data and val of source data of NR
datasets were used as building pretrained model, and target data of NR datasets and Comp datasets
were split into train and val to verify our model.

2.4 Evaluation

We evaluated our model by using two target datasets; NR datasets of target and Comp datasets. As a
benchmark, descriptors model using RDKit were built up. For prediction model, Gradient Boosting
and Random Forest were used in both Method 1 and 2. For target data division, we divided each target
datasets into the appropriate ratio of training and verification. The average R2 value of each result
obtained by changing the random seed 100 times was used as an indicator to avoid large variations in
the results due to the division method.
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Figure 3: Results of transferred to target Neat resin datasets

3 Results and Discussion

3.1 pretrained model

The GCN was trained with GPU using approximately 6,000 source data points, with 750 data points
utilized for validation purposes. the validation loss reached a plateau at approximately 500 epochs,
early stopping was employed to terminate the training process.

3.2 transferred to target data of Neat Resin datasets

The results of the target NR data are presented in Fig. 3. This figure depicts the outcomes of the
model validation using the target data of the NR datasets. As illustrated in Fig. 3(a), in the case of
Method 1, the mean of val R2 score surpassed 0.7 for both Random Forest and Gradient Boosting
with a mere 30 training data points. Moreover, the value reached approximately 0.75 with 40 training
data points and approximately 0.8 with 60 training data points. In contrast, the average R2 scores of
benchmark were approximately 0.45 (Gradient Boosting) and 0.52 (Random Forest) with 30 training
data points. These scores exceeded 0.6 with 60 training data points and 110 training data points were
required to exceed 0.7. Even 200 data points were trained, the value remained below 0.8. These
results represented that mere 27% training data points were necessary, comparing our model to the
benchmark based on when the accuracy reaches 0.7. As illustrated in Fig. 3(b), in the case of Method
2, the mean R2 score of val surpassed 0.6 with a mere 10 training data points and reached 0.7 with 20
training data points for both Random Forest and Gradient Boosting. The result for Random Forest
was 0.8 with 50 training data points. As with Method 1, if we consider an accuracy of greater than 0.7
to be the benchmark, it can be stated that the accuracy is superior to that achieved with 110 training
data points and only 20 training data points, representing 18% of the training data points. These
results demonstrate that feature transfer is a more effective approach than Method 1. This is because
Method 2 transfers a greater number of multidimensional vectors, which is believed to be the reason
why a model with good expressive power can be constructed.

3.3 transferred to target data of Compounding datasets

The results of Method 1, both Random Forest and Gradient Boosting demonstrated a negligible
impact of transition learning. Yet, Method 2 could showed the advantage of our model compared to
benchmark. Specifically, the mean R2 score of the validation set in was approximately 0.07 higher
than that of our model for both Random Forest and Gradient Boosting in a small data area comprising
less than 50 training data points. In the case of our model, a comparison of the number of training data
sets in which the average R2 score of val exceeded 0.7 revealed that the benchmark had 110 data sets,
while our model had 60 data sets, representing an equivalent level of accuracy with approximately
55% of the number of data sets. These results were illustrated in Fig.4(Appendix)



4 Conclusion

This paper presents a multi-modal cascade model with feature transfer as a methodology for adaptive
experimental design, with the objective of modifying the characteristics of polymer property predic-
tion. In several trials using experimental polymer datasets as a proof of concept, it was demonstrated
that the proposed methodology exhibited superior accuracy compared to the benchmark. In the
best pattern, even with a mere 20 training data points, representing a mere 18% of the total training
dataset, in comparison to the benchmark, which necessitates a considerably larger number of training
data points, specifically 110. Subsequent research will see the model expanded to encompass the
intricacies of polymer composition and the nuances of their physical properties.
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A Appendix / supplemental material

A.1 results of transferred to target data of Compounding datasets

The results for the target Comp data were illustrated in Fig.4. These related section 3.3.
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Figure 4: Results of transferred to Compounding datasets
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