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Abstract

Recent advancements in hate speech detec-001
tion (HSD) in Vietnamese have made signifi-002
cant progress, primarily attributed to the emer-003
gence of transformer-based pre-trained lan-004
guage models, particularly those built on the005
BERT architecture. However, the necessity006
for specialized fine-tuned models has resulted007
in the complexity and fragmentation of de-008
veloping a multitasking HSD system. More-009
over, most current methodologies focus on010
fine-tuning general pre-trained models, pri-011
marily trained on formal textual datasets like012
Wikipedia, which may not accurately capture013
human behavior on online platforms. In this014
research, we introduce ViHateT5, a T5-based015
model pre-trained on our proposed large-scale016
domain-specific dataset named VOZ-HSD. By017
harnessing the power of a text-to-text archi-018
tecture, ViHateT5 can tackle multiple tasks019
using a unified model and achieve state-of-020
the-art performance across all standard HSD021
benchmarks in Vietnamese. Our experiments022
also underscore the significance of label dis-023
tribution in pre-training data on model effi-024
cacy. We provide our experimental materials025
for research purposes, including the VOZ-HSD026
dataset1, pre-trained checkpoint2, the unified027
HSD-multitask ViHateT5 model3, and related028
source code on GitHub4.029

Warning: This paper contains examples from030
actual content on social media platforms that031
could be considered toxic and offensive.032

1 Introduction033

Hate speech refers to harmful expression target-034

ing individuals or groups based on their inherent035

characteristics, potentially inciting violence or dis-036

crimination (Brown, 2017). Its detrimental im-037

pact on mental well-being includes differnet levels038

1Link provided upon acceptance
2Link provided upon acceptance
3Link provided upon acceptance
4Link provided upon acceptance

of anxiety, depression, or stress among affected 039

individuals (Ghafoori et al., 2019). Due to the 040

rise of social media on the internet, where people 041

can easily leave their toxic content that may nega- 042

tively affect anyone who reads it, the consequences 043

that hate speech brings to use become worse and 044

worse. To address these issues, automatic systems 045

have been explored to detect harmful content online 046

and mitigate its dissemination (Gitari et al., 2015; 047

MacAvaney et al., 2019; Aı̈meur et al., 2023). 048

Different languages have unique forms of harm- 049

ful expressions, necessitating specific text process- 050

ing methodologies for developing HSD systems. In 051

the context of English, one of the most prevalent 052

languages, there exist several effective strategies 053

for addressing HSD-related tasks, such as employ- 054

ing machine learning models (Abro et al., 2020) 055

or deep learning models for identifying harmful 056

content (Badjatiya et al., 2017; Zimmerman et al., 057

2018). Furthermore, transfer learning approaches 058

have garnered considerable research interest, show- 059

casing remarkable performance in hate speech de- 060

tection tasks (Ali et al., 2022; Mozafari et al., 061

2020). In the case of low-resource languages, 062

numerous studies have been conducted, yielding 063

promising results in tackling this issue (Bigoulaeva 064

et al., 2021; Nkemelu et al., 2022; Arango Monnar 065

et al., 2022). 066

Vietnamese, considered a low-resource lan- 067

guage, has seen limited research in natural language 068

processing concerning large-scale datasets and pre- 069

trained models. Recent efforts in hate speech de- 070

tection tasks based on Vietnamese language char- 071

acteristics have yielded significant achievements 072

(Vu et al., 2020; Luu et al., 2021; Hoang et al., 073

2023). However, current state-of-the-art models 074

only fine-tune general transformer-based models, 075

which may have been pre-trained on formal tex- 076

tual data sources (Nguyen et al., 2020). Moreover, 077

even pre-trained on social media text, models like 078

ViSoBERT (Nguyen et al., 2023) still necessitate 079
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ViHateT5

hate-speech-detection: Ăn mặc kiểu l gì trông như cái đb :)))
(What kind of outfit is this, looking like a mess :))))

toxic-speech-detection: Nhìn bà không thể không nhớ
đến các phim phù thủy.

(Looking at her, you can't help but think of witch movies.)

hate-spans-detection: Mày mới nhảm đó, đồ chó đẻ. Ngu vcl!
(You're just babbling nonsense, you idiot. So damn ignorant!)

OFFENSIVE

TOXIC

[HATE]Mày[HATE] mới
nhảm đó, [HATE]đồ chó đẻ[HATE].

[HATE]Ngu vcl[HATE]!

Figure 1: An overview of the proposed ViHateT5 model incorporating various prefix tasks tailored for hate speech
detection in Vietnamese.

separate fine-tuning for specific tasks, resulting in080

system fragmentation.081

In this paper, we present a new approach to ad-082

dress the existing limitations of HSD systems in083

Vietnamese. The contributions of this research are084

outlined as follows:085

• A novel domain-specific model named Vi-086

HateT5 is presented in this study to address087

HSD-related problems in the Vietnamese lan-088

guage. Unlike prior endeavors, which merely089

fine-tune general transformer models, our in-090

novative model was explicitly trained on a spe-091

cific dataset derived from social media texts092

called VOZ-HSD with 10M+ comments with093

labels.d094

• A unified T5-based model by fine-tuning the095

pre-trained ViHateT5 model advances the096

state-of-the-art performance on all available097

HSD benchmark datasets in Vietnamese.098

• We illustrate our empirical strategy and data099

preparation to establish a comprehensive100

model for tackling HSD problems. More-101

over, we highlight the significance of data pre-102

training on our pre-trained model, showing its103

substantial impact on model performance.104

This paper is organized into distinct sections.105

Section 2 examines relevant prior research on hate106

speech detection tasks in Vietnamese. Subse-107

quently, Section 3 introduces ViHateT5, our text-108

to-text model, covering its automatically generated109

pre-training dataset, pre-training methodologies,110

and fine-tuning for downstream tasks. Section 4111

presents experimental results obtained by compar-112

ing various baseline methods with our proposed113

ViHateT5 model across a range of hate speech114

detection-related tasks and address discussions.115

Section 5 concludes the paper with a summary of116

our findings. Section 6 addresses the current lim- 117

itations of our proposed method, while Section 7 118

provides ethical statements related to our research. 119

2 Related Work 120

Since the emergence of the transformer architec- 121

ture (Devlin et al., 2019), numerous challenges 122

in NLP have been successfully addressed, includ- 123

ing tasks related to hate speech detection. Addi- 124

tionally, domain-specific models like HateBERT 125

(Caselli et al., 2021), fBERT (Sarkar et al., 2021), 126

or ToxicBERT5 have been introduced. However, 127

there remains a deficiency in hate-speech-focused 128

pre-trained models for low-resource languages like 129

Vietnamese, hindering the effective resolution of 130

HSD tasks. 131

Besides, there exist diverse endeavors pertaining 132

to HSD tasks, which involve the contribution of 133

large-scale, high-quality datasets, thus facilitating 134

precise research in this domain (Luu et al., 2021; 135

Nguyen et al., 2021; Hoang et al., 2023). Further- 136

more, competitions such as the VLSP-2019 shared- 137

task (Vu et al., 2020), dubbed Hate Speech Detec- 138

tion on Social Networks, are geared towards the 139

development of automated systems aimed at iden- 140

tifying harmful content on internet-based social 141

media, yielding remarkable outcomes. Addition- 142

ally, transformer-based models have demonstrated 143

remarkable efficacy across various NLP tasks. The 144

advent of monolingual pre-trained models in Viet- 145

namese, which have been observed to surpass their 146

multilingual counterparts (Nguyen et al., 2022; To 147

et al., 2021), has paved the way for the creation of 148

precise systems for hate speech detection. 149

On the other hand, despite the remarkable per- 150

formance achieved by current BERT-based ap- 151

proaches, the necessity persists to develop separate 152

5https://huggingface.co/unitary/toxic-bert
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systems tailored to individual tasks. Addressing153

this issue of fragmentation, a unified text-to-text-154

based model such as FT5 for English or mFT5155

(Ranasinghe and Zampieri, 2023) has demonstrated156

its effectiveness in amalgamating multiple tasks157

ranging from syllable-level to sentence-level-based158

HSD challenges. Hence, in this study, we introduce159

ViHateT5, a pre-trained text-to-text model specifi-160

cally designed for the hate speech domain, aiming161

to streamline complex separate systems while en-162

suring optimal performance in addressing HSD163

issues in Vietnamese.164

3 ViHateT5165

This section reveals the methodologies for the cre-166

ation of pre-training data, the pre-training tech-167

niques utilized, and the fine-tuning procedures un-168

dertaken to assemble the unified ViHateT5 model.169

3.1 Automated Pre-training Data Creation170

That Vietnamese is a low-resource language re-171

sults in a shortage of extensive datasets for training172

targeted language models, particularly in specific173

NLP tasks. In this research, we present a signifi-174

cant Vietnamese hate speech classification dataset175

alongside an automated data annotation system.176

The entire process, which includes several mod-177

ules, is illustrated in Figure 2.178

VOZ-HSD

Data Labeling

HSD
Classifier RAW

TEXTS

Data Pre-processingUsers' comments Data Crawling

Figure 2: The process of creating VOZ-HSD by the
automated data labeling approach.

Data Crawling: Initially, data was crawled from179

VOZ Forums6, recognized as one of the most pop-180

ular forums among young Vietnamese individuals.181

In comparison to other mostly used social media182

platforms like Facebook or TikTok, which have183

been utilized as pre-training data sources for other184

transfer learning models (Nguyen et al., 2023), data185

6https://voz.vn/

sourced from VOZ presents a potentially richer 186

resource due to its characteristic of unrestricted 187

freedom of speech. Consequently, it represents a 188

valuable asset for research into hate speech. 189

The primary source of data collection was the 190

main chat parent-thread7, where users typically 191

share their personal thoughts, often incorporat- 192

ing toxic content and emotional expressions. The 193

crawling process involved the utilization of the 194

BeautifulSoup48 tool. 195

Data Pre-processing: Given that the raw 196

data comprises social media content, it includes 197

noise and undesirable elements like user identities, 198

URLs, or references to other comments. Therefore, 199

the pre-processing of texts is exceedingly crucial 200

before inputting them into models. In our research, 201

we adopt the data pre-processing approach out- 202

lined by Nguyen et al. (2023), which involves tasks 203

such as eliminating mentioned links, @username, 204

retaining emojis and emoticons, and further exclud- 205

ing quotes, considered a distinctive element in a 206

forum-based social media platform. The process 207

results in approximately 1.7GB of uncompressed 208

textual data. 209

AI Data Annotator: The advancements ob- 210

served in AI data labeling systems (Desmond et al., 211

2021) have motivated our research to explore auto- 212

mated data annotation, with the objective of gener- 213

ating extensive datasets for hate speech classifica- 214

tion. Since we experiment with pre-trained models 215

using different data ratios that require raw texts to 216

be labeled (as discussed in Section 4.6), we ini- 217

tially convert the ViHSD dataset (Luu et al., 2021), 218

a recognized benchmark for hate speech detection 219

in Vietnamese, into two labels: CLEAN⇒ NONE, 220

and (OFFENSIVE, HATE) ⇒ HATE, and employ 221

it as a training dataset for training our classifier. 222

Following this, we fine-tune several pre-trained 223

models designed for Vietnamese to identify the 224

best-performing one. Results, shown in Table 6 in 225

Appendix A, reveal that the ViSoBERT-based fine- 226

tuned model achieves the highest Macro F1-score. 227

Thus, we select this model as the HSD Classifier. 228

Automated Data Labeling: Utilizing the se- 229

lected HSD Classifier, we proceed to label all tex- 230

tual data within the raw dataset automatically. The 231

resultant dataset comprises approximately 10 mil- 232

lion user comments annotated with hate speech 233

labels. According to the statistics, there are over 234

7https://voz.vn/#khu-vui-choi-giai-tri.16
8https://pypi.org/project/beautifulsoup4/
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Figure 3: The word cloud of VOZ-HSD dataset.

500K+ comments labeled as containing harmful235

content, constituting a significant portion of the236

total dataset. Notably, the dataset still maintains237

a substantial number of comments labeled as hate238

speech, particularly when compared to label distri-239

butions observed in the previous study by Luu et al.240

(2021) focusing on the Vietnamese hate speech241

detection task. We designate the final dataset as242

VOZ-HSD, indicating its purpose for hate speech243

detection and its origin from VOZ.244

The word cloud depicted in Figure 3 showcases245

the prevalent terms found in harmful comments246

within VOZ-HSD. It is apparent that the dataset247

predominantly contains offensive language in Viet-248

namese, encompassing profanity, explicit content,249

colloquialisms, and informal expressions. As a re-250

sult, this dataset holds promise for improving the251

ability of language models to identify and address252

hate speech effectively.253

3.2 Model Pre-training254

Inspired by the success of domain-specific pre-255

training and the efficacy of text-to-text models in256

addressing HSD tasks (Ranasinghe and Zampieri,257

2023), we embark on the pre-training of the Vi-258

HateT5 model, leveraging the T5 architecture. The259

constructed VOZ-HSD dataset is employed as the260

pre-training dataset, comprising samples extracted261

from real-life comments.262

3.3 Model Fine-tuning263

To evaluate the efficacy of the trained model, we264

proceed to fine-tune the pre-trained ViHateT5 on265

various hate-speech-based datasets currently avail- 266

able, focusing on three tasks in Vietnamese. 267

Hate Speech Detection (ViHSD): Initially de- 268

vised to identify harmful content in user comments 269

across social media platforms in Vietnam, the Viet- 270

namese Hate Speech Detection (ViHSD) dataset 271

(Luu et al., 2021) has been extensively employed 272

for text classification tasks. It involves categoriz- 273

ing texts into three labels: HATE, OFFENSIVE, 274

and CLEAN. The ViHSD dataset comprises over 275

33K comments collected from comment sections 276

of Facebook pages and YouTube videos. 277

Toxic Speech Detection (ViCTSD): The 278

ViCTSD dataset (Nguyen et al., 2021) was ini- 279

tially formulated to identify constructiveness and 280

toxicity in user comments. However, this study 281

focuses solely on detecting toxicity within the com- 282

ments. Originating from online news websites, 283

where users are typically middle-aged individuals 284

who often express themselves in formal styles, the 285

level of offensiveness may not be as overt as in 286

other datasets. Consequently, conducting toxicity 287

detection on this dataset presents a challenge for 288

language models. 289

Hate Spans Detection (ViHOS): The ViHOS 290

dataset (Hoang et al., 2023) represents the first 291

human-annotated corpus for identifying hateful and 292

offensive spans within Vietnamese texts, providing 293

a syllable-level task for HSD in Vietnamese. With 294

over 11K comments and 26K annotated spans, this 295

dataset diverges from its predecessors by focusing 296

on the syllable level of hate speech, thereby aug- 297

menting the complexity of the task. Current BERT- 298

based fine-tuning approaches typically adopt IOB 299

sequence taggings to pre-process data, treating this 300

task as a token classification task. 301

4 Experiments and Results 302

4.1 Data 303

This section outlines the experiments conducted, 304

including details regarding the training data uti- 305

lized, model configurations, baselines, evaluation 306

metrics, and the ensuing results. We present the 307

performance of our proposed ViHateT5 model 308

across multiple HSD tasks in Vietnamese, pro- 309

viding insights into its efficacy relative to other 310

previous state-of-the-art approaches. Note that no 311

specific data pre-processing is applied to any mod- 312

els to ensure fairness. 313

Pre-training Data: We use raw texts from the 314

VOZ-HSD dataset to pre-train the ViHateT5 mod- 315
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Table 1: Statistics of datasets used in the experiments. Note that all samples in datasets are comments written in
Vietnamese.

Dataset Samples Labels Source(s)
Pre-training Data
VOZ-HSD 10.8M NONE, HATE Voz Forum
Finetuning Data
ViHSD (Binary) 24,048 2,672 6,680 NONE, HATE Facebook, Youtube
ViHSD (Luu et al., 2021) 24,048 2,672 6,680 CLEAN, OFFENSIVE, HATE Facebook, Youtube
ViCTSD (Nguyen et al., 2021) 7,000 2,000 1,000 NONE, TOXIC VnExpress
ViHOS (Hoang et al., 2023) 8,844 1,106 1,106 Hate Speech Spans Facebook, Youtube

els. As labeled by the HSD Classifier, raw texts316

in the VOZ-HSD dataset with generated labels can317

be helpful for data analysis and experiments with318

different proportions of hate-labeled samples.319

Downstream Task Data: Next, we select sev-320

eral benchmark datasets for hate speech detection321

in Vietnamese to assess the performance of our pro-322

posed ViHateT5 model compared to others. These323

datasets encompass both sentence-level tasks, such324

as hate speech detection and toxic speech detec-325

tion, and syllable-level tasks, such as hate spans326

detection, using the ViHSD, ViCTSD, and ViHOS327

datasets, respectively.328

Specific Data Pre-processing for T5-based329

Models: Given the utilization of a text-to-330

text architecture, T5-based models require spe-331

cific data pre-processing prior to fine-tuning332

downstream tasks. Figure 1 illustrates the333

multitasking input-output of our proposed Vi-334

HateT5 model, along with other T5-based mod-335

els. Initially, we append task-specific pre-336

fixes, namely ‘hate-speech-detection’,337

‘toxic-speech-detection’, and ‘hate-338

spans-detection’ for texts sourced from the339

ViHSD, ViCTSD, and ViHOS datasets, respec-340

tively. For the syllable-level task of ViHOS, we in-341

corporate tags [HATE] before and after the spans342

to encompass multiple spans based on the given in-343

dex spans, thereby producing target texts for model344

training. Table 11 in Appendix D provides several345

samples of processed texts for both BERT-based346

and T5-based models employed in this study.347

4.2 Model Setup348

We follow the original pre-training strategy out-349

lined for the T5 model (Raffel et al., 2023) to pre-350

train our ViHateT5. Both training and validation351

are conducted with a batch size of 128. Continual352

pre-training is executed over 20 epochs, employing353

the Adam optimizer with a lower learning rate set354

at 5e-3. Additionally, a weight decay of 0.001 is 355

applied, with the initial 2,000 steps designated for 356

warm-up during training. 357

In the fine-tuning phase, we maintain uniform 358

settings for all BERT-based baseline models across 359

specific tasks. Similarly, the same model settings 360

are applied to T5-based models. For detailed infor- 361

mation regarding the model settings for fine-tuning 362

downstream tasks, please refer to Appendix B.2. 363

It is worth noting that all experiments are carried 364

out with a limited resource setup utilizing a single 365

NVIDIA A6000 GPU. 366

4.3 Baseline 367

We establish various baselines based on BERT- 368

based architecture to compare with the perfor- 369

mance of our proposed ViHateT5 model. The se- 370

lected BERT-based pre-trained language models, 371

encompassing both multilingual and monolingual 372

variants, are readily available and extensively uti- 373

lized for Vietnamese. Details of these pre-trained 374

models, along with our proposed ViHateT5, are 375

provided in Table 2. This information encompasses 376

their architectures, total parameters, maximum se- 377

quence length of the model, pre-training data do- 378

main, vocabulary size, and data size. 379

4.4 Evaluation 380

The downstream tasks in this study are evaluated 381

using metrics consistent with those employed in 382

previous publications (Nguyen et al., 2022, 2023), 383

which include accuracy score (Acc), weighted F1- 384

score (WF1), and macro F1-score (MF1). For each 385

task, MF1 serves as the primary evaluation metric, 386

as per the original research. Besides, we calculate 387

the Average MF1, derived from the MF1 scores 388

across three benchmark datasets, to depict the over- 389

all performance of each model on HSD tasks. 390

Additionally, hate spans detection is a syllable- 391

level task, necessitating the processing of output 392
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Table 2: Details on baseline pre-trained models and our ViHateT5 used in the experiments, including model
architecture, number of total parameters, max sequence length, pre-training data domain, vocab size, and the total of
data size. Note that the data size for pre-training multilingual models reflects the total, not just Vietnamese texts.

Model #archs #params #max_len Data Domain #vocab Size
BERT (multilingual, cased) (Devlin et al., 2019) base 177M 512 BookCorpus+EnWiki 120K 20GB
BERT (multilingual, uncased) (Devlin et al., 2019) base 167M 512 BookCorpus+EnWiki 106K 20GB
DistilBERT (multilingual) (Sanh et al., 2019) base 135M 512 BookCorpus+EnWiki 120K 20GB
XLM-RoBERTa (Conneau and Lample, 2019) base 270M 512 CommonCrawl 250K 2.5TB
PhoBERT (Nguyen et al., 2020) base 135M 256 ViWiki+ViNews 64K 20GB
PhoBERT_v2 (Nguyen et al., 2020) base 135M 256 ViWiki+ViNews+OscarCorpus 64K 140GB
viBERT (Tran et al., 2020) base 115M 256 Vietnamese News 38K 10GB
ViSoBERT (Nguyen et al., 2023) base 98M 256 Vietnamese Social Media 15K 1GB
ViHateT5 (Ours) base 223M 256 VOZ-HSD 32K 1.7GB

from T5-based models before computing evalua-393

tion metrics. To accomplish this, we follow Process394

1 to obtain index spans consistent with the original395

dataset structure.396

Process 1: Index spans retrieval from T5-
based models’ output
Data: [HATE]vcl[HATE] thật. Chịu luôn

[HATE]đm m[HATE]!!!
(Original text T: “vcl thật. Chịu luôn đm
m!!!")
Result: [0, 1, 2, 20, 21, 22, 23]

1 Construct list H containing sub-strings
covered by two [HATE] tokens;

2 From H, find the corresponding index spans
I of each sub-string in the original text T;

3 return I;

Next, we construct the binary form of indices397

by Process 2. Also, note that this second process398

is also applied to the ground truth data in order to399

compute the evaluation metrics consistently.400

4.5 Experimental Results401

Table 3 shows the performance of ViHateT5 com-402

pared to other approaches across various HSD403

tasks. Through experiments conducted under iden-404

tical settings, ViHateT5 consistently outperforms405

other models, establishing itself as SOTA for most406

HSD-related tasks in Vietnamese.407

In the realm of sentence-level tasks, specifically408

hate speech detection on the ViHSD dataset and409

toxic speech detection on the ViCTSD dataset, our410

proposed ViHateT5 model demonstrates outstand-411

ing performance, surpassing previous models with412

MF1 scores of 68.67% and 71.63%, respectively.413

Process 2: Converting index spans for eval-
uation computation
Data: [0, 1, 2, 20, 21, 22, 23] (along with

the original text T)
Result: [1, 1, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0]

1 Calculate the length L of the original text T;

2 Initialize the list F with ‘0’ elements
corresponding to the length L;

3 Replace elements in list F whose indices are
in list index spans I to ‘1’;

4 return F;

Meanwhile, for the remaining baseline models, Vi- 414

SoBERT achieves its highest performance on the 415

hate speech detection task with an MF1 score of 416

67.71%, whereas XLM-RoBERTa attains the high- 417

est MF1 score of 71.53% for toxic speech detection. 418

In the domain of syllable-level tasks, such as hate 419

spans detection, the ViHateT5 model showcases its 420

effective ability to identify harmful segments by 421

leveraging its text-to-text architecture, achieving 422

the highest MF1 score of 86.37%. Additionally, 423

ViSoBERT ranks second on the leaderboard with 424

an MF1 score of 86.04%. Both models, being pre- 425

trained specifically on social media domain data, 426

yield consistent results on social media benchmark 427

datasets, with a relatively small gap between them9. 428

4.6 Discussion 429

In this section, we delve into the comparison be- 430

tween the unified HSD-fine-tuned ViHateT5 model 431

and other T5-based models fine-tuned on HSD- 432

9The performance of ViSoBERT reported by Nguyen et al.
(2023) on similar tasks may slightly differ from our experi-
ments due to variations in model settings during reproduction
owing to resource constraints.
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Table 3: Comparative performance results of diverse models, encompassing fine-tuned models from multilingual
pre-trained language models, monolingual models, and our proposed ViHateT5 model. Evaluation metrics include
Accuracy (Acc), Weighted F1-score (WF1), and Macro F1-score (MF1) across various Hate Speech Detection
(HSD)-related tasks.

Model Average MF1 Hate Speech Detection Toxic Speech Detection Hate Spans Detection
Acc WF1 MF1 Acc WF1 MF1 Acc WF1 MF1

BERT (multilingual, cased) 0.6930 0.8736 0.8680 0.6444 0.8983 0.8855 0.6710 0.8601 0.8464 0.7637
BERT (multilingual, uncased) 0.6827 0.8666 0.8606 0.6292 0.8993 0.8877 0.6796 0.8520 0.8172 0.7393
DistilBERT (multilingual) 0.6933 0.8630 0.8606 0.6334 0.8962 0.8873 0.6850 0.8585 0.8428 0.7615
XLM-RoBERTa 0.7265 0.8729 0.8697 0.6508 0.9015 0.9007 0.7153 0.8834 0.8754 0.8133
PhoBERT 0.6963 0.8675 0.8652 0.6476 0.9078 0.9027 0.7131 0.8465 0.8112 0.7281
PhoBERT_v2 0.7050 0.8742 0.8733 0.6660 0.9023 0.8978 0.7139 0.8492 0.8151 0.7351
viBERT 0.6780 0.8633 0.8579 0.6285 0.8881 0.8817 0.6765 0.8463 0.8128 0.7291
ViSoBERT 0.7507 0.8817 0.8786 0.6771 0.9035 0.9016 0.7145 0.9016 0.9007 0.8604
ViHateT5 (Ours) 0.7556 0.8876 0.8914 0.6867 0.9080 0.9178 0.7163 0.9100 0.9020 0.8637

Table 4: ViHateT5 versus other T5-based models in
terms of Vietnamese HSD-related task performance
with Macro F1-score.

#archs ViHSD ViCTSD ViHOS
mT5 base 0.6676 0.6993 0.8660
ViT5 base 0.6695 0.6482 0.8690
ViHateT5 base 0.6867 0.7163 0.8637

related tasks in Vietnamese. Additionally, we ex-433

plore the performance of our proposed pre-trained434

ViHateT5 model across different pre-training data435

settings. Furthermore, we assess the model’s abil-436

ity to tackle syllable-level tasks.437

The effectiveness of the T5 text-to-text architec-438

ture in addressing HSD tasks in Vietnamese has439

been demonstrated by ViHateT5. This study evalu-440

ates other T5-based models supporting Vietnamese441

for HSD tasks. We experiment with mT5-base,442

mT5-large (Xue et al., 2021) for multilingual mod-443

els, and ViT5-base, ViT5-large (Phan et al., 2022)444

for monolingual models. The fine-tuning phases445

of these models are conducted under the same set-446

tings as ViHateT5, listed in Table 9 in Appendix447

B.2.2. Due to resource limitations, the batch size448

for large versions is reduced. Table 4 compares449

the performance of ViHateT5 with other T5-based450

models across three benchmark HSD datasets in451

Vietnamese.452

The results attained highlight the superior per-453

formance of our proposed ViHateT5 model across454

various HSD-related tasks in comparison to other455

T5-based models supporting Vietnamese. The pri-456

mary reason for this disparity lies in the nature457

of HSD benchmark datasets, which predominantly458

consist of spoken textual data, such as users’ com-459

ments on the internet. These data exemplify social460

media characteristics, comprising informal written461

style texts accompanied by abbreviations, emojis, 462

or teencode. 463

In contrast, while mT5 and ViT5 were pre- 464

trained on formal content sources such as news or 465

wiki pages, ViHateT5 was pre-trained on a domain- 466

specific social media pre-training dataset. This 467

domain-specific pre-training dataset ensures that 468

ViHateT5 is more adept at understanding and pro- 469

cessing informal language used in social media 470

contexts, thereby yielding superior performance on 471

HSD tasks. 472

The effectiveness of pre-training a transformer 473

model on a domain-specific dataset was further 474

validated by the ViSoBERT model, which demon- 475

strated superior performance across various social 476

media benchmark datasets (Nguyen et al., 2023). 477

How Pre-training Data Affects ViHateT5: 478

We also assess how varying the data ratio in pre- 479

training data affects our proposed models. This 480

evaluation involves pre-training under different 481

data conditions: utilizing full-data samples as in 482

this study, employing a balanced-label pre-trained 483

model with equal samples for both labels, and uti- 484

lizing a hate-only pre-trained model where only 485

hate labels are retained for pre-training. 486

Based on the generated labels, we conducted ex- 487

periments to pre-train ViHateT5 under different 488

data ratio conditions. The first condition used the 489

entire dataset, while the second balanced the labels 490

by reducing the number of CLEAN samples. The 491

final condition exclusively pre-trained on HATE la- 492

beled samples. Table 5 presents the performance of 493

these models after fine-tuning them on downstream 494

tasks. It is worth noting that due to the relatively 495

small size of the training samples in the 100% ratio 496

condition, which is not sufficient for pre-training 497

from scratch, we opted to use the continual pre- 498

7



Table 5: The performance of ViHateT5, measured by
Macro F1-score, under various data pre-training condi-
tions. The "Ratio" column indicates the percentage of
hate data in the total dataset.

Ratio Samples Epochs ViHSD ViCTSD ViHOS

100% 584,495
10 0.6548 0.6134 0.8542
20 0.6577 0.6258 0.8601

50% 1,168,990
10 0.6600 0.6022 0.8577
20 0.6620 0.6642 0.8588

5.54% 10,747,733
10 0.6286 0.7358 0.8591
20 0.6800 0.7027 0.8644

training approach for all these experiments, utiliz-499

ing weights from the ViT5-base10.500

The analysis reveals that pre-training with bal-501

anced or hate-labeled datasets does not improve502

model performance and can even lower MF1. How-503

ever, different pre-training conditions affect Vi-504

HateT5 performance across various HSD tasks,505

suggesting additional pre-training on another T5 ar-506

chitecture model could be beneficial despite limited507

data. Also, increasing the number of pre-training508

epochs improves performance. Further research509

could explore resource-intensive setups to enhance510

ViHateT5 performance.511

ViHateT5 in Syllable-level Hate Speech De-512

tection: ViHateT5 has demonstrated its effective-513

ness in tackling syllable-level challenges, partic-514

ularly in detecting hate speech spans within the515

ViHOS dataset. Leveraging an innovative archi-516

tecture and training methodology derived from the517

T5 text-to-text transformer architecture, ViHateT5518

surpasses baseline methods relying on BERT-based519

models, which primarily encounter limitations due520

to their token-level processing approach. Operating521

at the syllable level empowers ViHateT5 to pinpoint522

harmful spans within textual contexts accurately.523

Furthermore, its text-to-text framework presents524

ViHateT5 with opportunities to extend its capabil-525

ities to other tasks, such as hate speech detection526

question-answering or summarization, through ad-527

justments to the prefix for fine-tuning.528

5 Conclusions529

Advancements in hate speech detection tasks in530

Vietnamese have recently gained notable progress531

thanks to the use of transformer models. How-532

ever, these efforts remain fragmented due to the533

reliance on separate fine-tuned models for distinct534

tasks. Hence, our research aims to introduce a uni-535

fied text-to-text transformer model, ViHateT5, with536

10https://huggingface.co/VietAI/vit5-base

the potential to address prevailing issues in hate 537

speech detection in Vietnamese and attain state-of- 538

the-art performance. Moreover, ViHateT5’s pre- 539

training on domain-specific datasets enables it to 540

grasp the nuances of social media content in Viet- 541

namese deeply. The open-source nature of both the 542

dataset and the model facilitates researchers and 543

developers in leveraging our work, fostering fur- 544

ther advancements in Vietnamese NLP and online 545

safety. 546

6 Limitations 547

Training a language model through pre-training 548

demands a substantial volume of data and compu- 549

tational power. In this investigation, we built an 550

initial pre-training dataset, VOZ-HSD, suitable for 551

experimentation with the ViT5-base, based on the 552

base version of T5 architecture. However, it might 553

not be adequate for larger versions. Previous re- 554

search (Phan et al., 2022) outlines the effectiveness 555

of these large-setting models, demonstrating their 556

performance relative to smaller versions like the 557

T5-base, which is employed in this experiment. 558

7 Ethical Statements 559

The proposed ViHateT5 model is specifically de- 560

signed to handle various hate speech detection tasks 561

in the Vietnamese language. Trained on a substan- 562

tial auto-labeled dataset VOZ-HSD, as discussed 563

in Section 3.1, the collected data undergoes metic- 564

ulous preprocessing to eliminate all user identities, 565

safeguarding user privacy. 566

With the rise of social media platforms and the 567

corresponding increase in harmful content, there 568

are unintended repercussions that require content 569

moderation to protect users in online conversa- 570

tions. The proposed ViHateT5 model aims to make 571

a meaningful contribution by delivering accurate 572

performance across various hate speech detection 573

tasks in Vietnamese. This initiative seeks to en- 574

hance content moderation on social media, promot- 575

ing transparency and fostering a healthier online 576

environment. 577
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A Fine-tuning Hate Speech Classifier 761

To develop hate speech classifiers, we fine-tune existing pre-trained language models designed for the 762

Vietnamese language. All experiments utilize a common set of pre-training language models. The 763

training process is conducted over 3 epochs, employing a batch size of 16 for both training and evaluation 764

phases. The maximum sequence length is defined as 128, and the learning rate is set to 1e-5. The 765

remaining parameters adhere to recommendations from prior research. Table 6 provides an overview of 766

the performance of various models in detecting hate speech in Vietnamese, utilizing two labels: HATE 767

and NONE. Note that selecting the best model for our proposed system is based on its classification 768

performance using the Macro F1-score (MF1). The chosen hate speech classifier, ViSoBERT-HSD, is 769

publicly available at HuggingFace11. 770

Table 6: Classification performances of various classifiers fine-tuned from different pre-trained models on the task
of hate speech classification in order to find the best one for automated data annotation.

Accuracy Weighted F1-score Macro F1-score
Multilingual Pre-trained Models
BERT (Multilingual, base, cased) (Devlin et al., 2019) 0.8615 0.8483 0.7089
BERT (Multilingual, base, uncased) (Devlin et al., 2019) 0.8524 0.8335 0.6742
DistilBERT (Multilingual) (Sanh et al., 2019) 0.8344 0.7992 0.5895
XLM-RoBERTa (base) (Conneau and Lample, 2019) 0.8477 0.8070 0.5965
XLM-RoBERTa (large) (Conneau and Lample, 2019) 0.8877 0.8836 0.7861
Monolingual Pre-trained Models
PhoBERT (base) (Nguyen et al., 2020) 0.8603 0.8479 0.7095
PhoBERT (large) (Nguyen et al., 2020) 0.8678 0.8464 0.6936
PhoBERT_v2 (base) (Nguyen et al., 2020) 0.8754 0.8723 0.7676
viBERT (Tran et al., 2020) 0.8612 0.8463 0.7028
ViSoBERT (Nguyen et al., 2023) 0.8477 0.9033 0.8227

B Experimental Settings 771

B.1 Model Pre-training 772

We initially pre-train ViHateT5 from scratch on the VOZ-HSD dataset and its variants with different 773

pre-training data settings with parameters illustrated in Table 7. Note that validation split means the ratio 774

for the validation set taken from the original dataset. 775

Table 7: Model settings for pre-training ViHateT5 variants. Note that all pre-trained models were trained on a
low-resource setting with a single GPU NVIDIA A6000.

Name Initial Weights #archs Pre-training Data Valid Split Epochs l_r batch_size max_seq_len
ViHateT5 From scratch base VOZ-HSD 0.02 20 5e-3 128 256
ViHateT5 ViT5-base base VOZ-HSD 0.02 [10, 20] 5e-3 128 256
ViHateT5 ViT5-base base Balanced-label VOZ-HSD 0.05 [10, 20] 5e-3 128 256
ViHateT5 ViT5-base base Hate-label VOZ-HSD 0.1 [10, 20] 5e-3 128 256

B.2 Model Fine-tuning 776

B.2.1 BERT-based Models 777

To establish BERT-based models as baselines for fine-tuning each dataset, we implement the experimental 778

configurations outlined below, as depicted in Table 8. These settings adhere closely to those recommended 779

in the original publications. 780

11The link will be provided upon acceptance.
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Table 8: Fine-tuning parameters for BERT-based models on each HSD-related task.

Dataset batch_size max_seq_len l_r weight_decay epochs
ViHSD 16 256 2e-5 0.01 4
ViCTSD 16 256 2e-5 0.01 4
ViHOS 16 256 2e-5 0.01 10

B.2.2 T5-based Models781

The model configurations for fine-tuning T5-based models, including our ViHateT5 utilized in this paper,782

are showcased in Table 9. The difference in the value of batch size occurs because of the limitation of783

GPU resources, leading to reduce the batch size for the training phase.784

Table 9: Fine-tuning parameters for T5-based models on the tasks of hate speech detection in Vietnamese. Note that
ViHateT5-based indicates fine-tuned models from any variants of the pre-trained ViHateT5.

#archs batch_size max_seq_len l_r epochs
mT5 base 16 256 3e-4 4
ViT5 base 32 256 3e-4 4
ViHateT5-based base 32 256 3e-4 4

C What is inside the VOZ-HSD dataset?785

Table 10 illustrates the distribution of topic text data within the VOZ-HSD dataset. It is evident that we786

have gathered a wide range of conversation topics, indicating that the dataset is not skewed towards any787

particular domain and closely reflects real-life textual content. Previous studies by Nguyen et al. (2023)788

have further demonstrated that even with a limited dataset size of only 1GB in an uncompressed format789

for pre-training a transformer on social media texts, the model can still exhibit strong performance across790

multiple tasks, achieving state-of-the-art results.791

Table 10: The distribution of comments in terms of conversation topics in the VOZ-HSD datasets.

No. Parent Thread N.o. Threads N.o. Comments Size (Uncompressed)
1 Random conversation 142,387 6,104,792 945MB
2 News 76,107 2,030,315 304MB
3 Sports 10,121 1,154,658 144MB
4 Cars 12,348 552,717 96MB
5 Movies - Music - Books 6,467 329,601 52MB
6 Bikes 5,093 258,728 41MB
7 Fashion 1,845 137,548 19MB
8 Food - Travel 3,492 136,649 19MB
9 Other Hobbies 690 42,737 6MB

Total 258,550 10,747,745 1,66GB

D Actual examples in benchmarks dataset and their pre-processed representations for792

BERT-based baseline models and our proposed ViHateT5793
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