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Abstract

The use of Generative Al (GenAl) in developing large brainwave foundation
models for Brain-Computer Interfaces (BCls) offers enormous potential but also
comes with several key safety and ethical concerns. This work identifies these
challenges and highlights cases of potential misuse of GenAl in BCls, including
synthetic neural activity, behaviour profiling, privacy and equality risks. Finally, it
emphasizes the importance of essential safeguarding techniques to mitigate these
risks, such as innovative technological solutions and proper regulatory and ethical
frameworks.

1 Introduction

Brain-Computer Interface (BCI) technology (Vidal, |1973; Wolpaw et al.,[2002) represents a ground-
breaking advancement in human-computer interaction, enabling direct communication and control
between the human brain and computers. BCI systems typically leverage neuroimaging techniques,
with electroencephalography (EEG) being the most common, to monitor brain activity and employ
advanced signal processing and learning methods for analysing the collected EEG signals (Yadav
et al.,[2020).

The breadth of BCI applications spans several domains, including: neurorehabilitation (Sitaram et al.|
2017); sleep staging (Phan et al., |2021)); mental workload monitoring (Miihl et al.,[2014); control of
effectors, such as computer cursors or prosthetic limbs (Vilela & Hochberg, [2020).This wide range of
applications indicates the capacity of BClIs to revolutionize how we interact with our surroundings
and each other.

Historically, the analysis of EEG signals relied on the extraction of manually designed handcrafted
features (Pfurtscheller & Da Silva, [1999)). This detailed process, executed by neuroengineers with
specialized knowledge in neuroscience and EEG signal processing, was oriented around the “expert
scientist” approach. The advent of deep learning has transformed this landscape (Roy et al.,2019),
enabling data-driven analysis of raw EEG signals. Deep learning techniques have replaced handcrafted
features with automatically learned features (Lawhern et al.l 2018} Song et al., 2023} [Barmpas et al.,
2023a)), leading to the development of deep neural networks with significantly improved performance
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in several benchmarks, especially in terms of cross-subject generalization (Pérez-Velasco et al.| [2022;
Barmpas et al., [2023b; |Wei et al., | 2021)).

The emergence of Generative Artificial Intelligence (GenAl) and particularly Large Foundation
Models has brought significant advancements to various fields, including Natural Language Process-
ing (Devlin et al.,2019) and Computer Vision (Radford et al., 2021). Key features of these models
include: massive scale (hardware requirements, volume of training data, and number of trainable
model parameters) and strong transfer learning capabilities.

Recently, a series of studies combining generative transformers and masked pre-training (Radford
et al., 2018} He et al.;,[2022) have proposed training foundation models on EEG data (Cui et al.| [2024;
Zhang et al.| 2024} [Yuan et al., 2024} Jiang et al., [2024). These Large Brainwave Models (LBMs)
serve as powerful backbones for several downstream tasks, having a profound impact on the field
of BClSs that was previously dominated by uni-task deep learning models for EEG decoding. Apart
from their impressive performance on classification tasks, these models also excel in generative tasks,
possessing the ability to synthesize highly realistic data, which further enhances their efficacy and
broadens their applicability.

However, research on LBMs for BCls, as well as their deployment, pose numerous challenges. The
safety and ethical concerns that arise include the potential for misuse and the need for robust ethical
guidelines.

In this work, we aim to:

1. Highlight the risks associated with LBMs in BCI applications
2. Propose mitigation strategies to address these risks

3. Contribute to the responsible development and application of these advanced powerful large
models

By raising awareness and providing recommendations, we hope to ensure that the societal benefits of
this technology are realized without adverse consequences.

2 Background

Artificial Intelligence (AI) is one of the most advanced technological innovations of the last decades
and has the potential to truly transform our lives and society. Today, Al can be met in several aspects
of our daily activities with its applications ranging from social media to education. As Al becomes
increasingly embedded in our society, its impact will continue to grow, offering opportunities but also
raising safety and ethical challenges. Identifying and dealing with these issues has been an active
field of research in the area of Al, especially in domains where deep learning models are deployed
in healthcare applications (Lee et al., 2023} Kelly et al.l 2019; Zhang & Metaxas| [2023)). Some of
these challenges are more evident and usually common across fields while others are less obvious
and domain-specific.

Over the last couple of years, GenAl and large models have dominated the field, serving as powerful
backbones for downstream tasks and demonstrating superior performance across several benchmarks.
However, GenAl advancements come with significant ethical and safety challenges that must be
addressed to ensure the responsible development and deployment of these large models (Weidinger
et al.| 2023; |Stahl & Eke, [2024), especially when dealing with medical data (Ning et al., 2023)).

In the field of neuroscience, the discussion around the safety and ethical implications of advances
in neurotechnology and BCI technology traces back to the 2000s (Marcus, S. and Charles A. Dana
Foundation, |2002)), long before the modern breakthroughs in Al - let alone GenAl and large foundation
models for brainwave data. Since then, a number of institutions, bodies and countries have produced
reports mapping the landscape of these issues (lenca, [2021; [UNESCO, [2023)) and passed bills for
protecting brain rights (McCay, [2024)).

Nowadays, the advent of deep learning has enabled significant advancements to several BCI
paradigms, paving the way for wide-spread adoption of brainwave recording devices. As BCI
systems transition from controlled lab environments to everyday use (Niforatos et al.| [2024; [Banville
et al.| 2024)), there is an increasing demand for deep learning models that can handle arbitrary EEG



devices (from research-grade to consumer-grade headsets of various sensor configurations) and man-
age noisy, corrupted or missing EEG data (Banville et al.| [2022)). This demand for robust and versatile
BCI models can be fulfilled by Large Brainwave Models (LBMs). These models are capable of
identifying complex patterns and relationships in EEG data, thanks to their extensive self-supervised
pre-training on a wide array of unlabeled datasets. Thus, LBMs are not only equipped with strong
adaptability to novel downstream tasks, but are also able to generate synthetic data of high-quality,
offering promising solutions for predicting brain activity and reconstructing corrupted brain signals.

The deployment of LBMs in many BCI paradigms raises concerns about the potential misuse of
synthetic brain data, user profiling, privacy and equality. As these models become more and more
advanced, the risks associated with them grow and their mitigation becomes of imperative importance.
In this work, we discuss the safety and ethical challenges that arise at the intersection of LBMs
(GenAl) and BClIs. Furthermore, we highlight safeguarding techniques that all stakeholders, ranging
from BCI researchers to policymakers, should follow to ensure an alignment between the benefits of
LBMs and the necessary protections.

3 Challenges

The development of LBMs comes with numerous safety challenges that demand serious consideration.
These challenges are not only technical but also ethical, as they have significant consequences for
privacy, security and societal harmony. As large models of this type evolve further, their potential to
influence or compromise individual and collective interests grows, making it crucial to address these
issues effectively.
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Figure 1: Identified challenges when using Large Brainwave Foundation Models. Blue denotes the
identified safety challenges and denotes the identified ethical challenges.

3.1 Safety Challenges

Synthetic Brainwaves GenAl has the potential to create data with highly convincing but entirely
fictional content, for example a fake image or video (Nguyen et al.|[2022). This capability presents
an alarming risk when applied to brainwave signals. LBMs, trained on massive diverse EEG datasets,
could potentially generate synthetic realistic brainwave signals and accurately recreate neural activity
patterns, leading to realistic generated representations of the states, actions or intentions of a person.



The exploitation of such technology includes the generation of synthetic neural activity and the
creation of deceptive content that could be used to manipulate systems and/or individuals. The ability
to create synthetic brainwave signals also raises concerns about the authenticity of brainwaves and the
potential for misuse in sensitive contexts, such as settings where brainwaves are used as a biometric
security feature (Zhang et al., 2021).

Model Biases LBMs are trained on large volumes of EEG data which may reflect certain biases,
resulting in unfair model outputs. If data selection and cleaning are not performed with bias prevention
in mind (Verma et al.l 2021)), these large models might amplify these biases, when utilised in real-life
applications outside the controlled lab environment. For example, if a BCI system is used to decode
neural signals for decision-making purposes (Bhattacharyya et al., 2021 [Poli et al.|[2014)), biases in
the underlying model could lead to unfair or discriminatory outcomes, affecting certain groups and
reinforcing existing inequalities.

Behavioral Profiling LBMs have the potential to provide unprecedented insights into certain
mental states, preferences and behavioral patterns of an individual. While this capability can be
used in various applications offering significant benefits, such as improved interaction for those with
disabilities (Padfield et al.| 2024} |Lopez-Hernandez et al., [ 2019; Millan et al., 2010), it also poses
significant risks related to unauthorized behavioral profiling. For example, insights about personal
preferences (Costa-Feito et al.,[2023) can be exploited for targeted advertising or manipulation.

3.2 Ethical Challenges

Consent As in every deep learning pipeline that uses data for training as well as inference purposes,
informed consent and data sovereignty are critical ethical concerns. Questions about who owns this
data and how it is used are often raised by the users. These questions are particularly important
when sensitive data is involved, such as brainwave signals. Proper and informed consent becomes
particularly important when dealing with LBMs that have the potential to access and interpret these
sensitive brainwave data. Individuals must fully understand the implications of data collection and
use of their brainwave signals (Bannier et al.} [2021} |[Eke et al., [2022)): how this data will be used
and the potential risks involved - for example unauthorized access to neural signals could enable
the profiling of the emotional states or cognitive processes of a user, potentially leading to privacy
violations and exploitation. Ensuring that users have control over their data and that it is handled
according to their preferences and legal standards is essential for maintaining ethical integrity.

Transparency Transparency is a critical element when deploying these LBMs, especially in
cases where BCI systems are part of decision-making processes (Tveit et al.,|[2023)). When these
large models make decisions that impact their users, or provide information that support human
decision-making, understanding the mechanisms behind them is critical for accountability (Cheong,
2024). However, many LBMs are perceived as “black boxes”, making the decision-making process
ambiguous and incomprehensible while undermining the trustworthiness of BCI systems as well as
their potential benefits.

Equality LBMs have the potential to transform the way we connect, communicate and interact with
one another. They hold the promise to augment our abilities by enabling users to process information,
express ideas, and understand each other in ways that were previously unimaginable. However, their
high cost combined with the expensive EEG devices and headsets required for their use, make them
accessible only to those who can afford them, raising concerns about inequality. This could lead
to a society where only a few privileged benefit from GenAl-powered BClIs, deepening social and
economic disparities.

4 Safeguarding Techniques

Addressing these safety and ethical challenges requires a multidisciplinary approach that includes
innovative technological solutions, proper regulatory frameworks and critical ethical considerations.
As LBMs continue to advance, significant efforts to mitigate these risks will be essential in ensuring
their responsible and beneficial deployment to real-life applications. The balance between technologi-



cal advancement and responsible deployment is vital in ensuring that LBMs benefit society while
avoiding harmful consequences.

Robust Models Deploying these LBMs in real-world applications requires ensuring not only the
effectiveness and reliability of their decoding performance, but also its robustness and security against
potential sophisticated attacks (Meng et al., [2023)). Using adversarial training methods (Chen et al.,
2024), these models can become more robust and capable of handling malicious inputs in the real-
world. Adversarial training occurs during the learning phase of the model, where it is exposed not
only to standard input data but also to carefully crafted adversarial examples (Goodfellow et al., 2015).
It can be used in conjunction with other regularization techniques to improve the robustness and
generalization capabilities of a model. Additionally, proactive red teaming (Perez et al.l 2022) plays a
crucial role in identifying potential safety risks in models before they can be exploited. Organizations
developing LBMs should incorporate red teaming practices early in the development lifecycle to
effectively mitigate these risks.

Interpretable and Explainable Models When deployed in real-world applications, LBMs should
possess certain properties, such as interpretability and explainability, which are essential for building
trust and ensuring their safe deployment. Moving away from the “black-box” approach where model
decisions are not comprehensible by its users, GenAl BCI researchers should develop LBMs featuring
interpretable insights to further validate their capabilities based on well-established neuroscience
knowledge. Ensuring that LBMs are explainable and interpretable can help in identifying and
potentially resolving issues like biases or inaccuracies. Finally, these properties can further increase
the trust of users to such BCI systems, thus making them more reliable and easier to comprehend.

Ethical AI Frameworks As Al, and more specifically large models, become an integral part of our
everyday lives, many governments around the globe have started designing legislation and frameworks
to ensure that deep learning models operate within ethical boundaries, prioritizing user safety, privacy
and fairness. BCI researchers should follow comprehensive guidelines, such as those provided in the
Al Act of the EU (European Union| 2024) and the Al regulation framework of the UK (Gov, UK|
2023)), when designing and developing LBMs. Such guidelines can assist in addressing issues like
bias, accountability and the responsible use of these large models. By implementing these guidelines,
BClI researchers ensure that ethical considerations are embedded in the design and operational stages
of LBMs, promoting responsible technological advancement and limiting the associated risks.

Privacy When sensitive personal data is involved, such as brainwave signals, certain mechanisms
need to be put in place during the data collection as well as the deployment phase to ensure the privacy
of the users. Methods such as brainwave data encryption (Liu et al.,|2020) and anonymization should
be employed in both phases to protect sensitive biometric data and prevent unauthorized access, for
example in security settings. These encryption techniques should be implemented in every step of the
BCI pipeline ranging from on-device operations to the cloud provider since LBMs typically require
considerable computational power to operate. Additionally, proper and informed consent should be
obtained from all users prior to their involvement with a BCI system. Especially during the data
collection phase, rigorous consent protocols should be implemented to ensure that the brainwave data
will be used according to user expectations and ethical standards (World Medical Association, [2013)).

5 Conclusion

In this work, we explored Large Brainwave Foundation Models through the lens of safety. While
Generative Al and LBMs introduce unique opportunities in the field of BCls, these models also
come with several safety and ethical concerns. Implementing appropriate training and deployment
techniques, ensuring the interpretability and reliability of models and addressing ethical disparities
are vital to developing these large models so that they are both powerful and responsible. These
efforts will help ensure that such technology benefits society more broadly while minimizing risks
and ethical concerns.
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