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Abstract

Inference with modern Large Language Mod-001
els (LLMs) is both computationally expensive002
and time-consuming. Speculative decoding has003
emerged as a promising solution, but existing004
approaches face key limitations: training-based005
methods require a draft model that is challeng-006
ing to obtain and lacks generalizability, while007
training-free methods offer limited speedup008
gains. In this work, we present SPECTRA, a009
novel framework for accelerating LLM infer-010
ence without the need for additional training011
or modification to the original LLM. SPECTRA012
introduces two new techniques for efficiently013
utilizing internal and external speculation, each014
outperforming corresponding state-of-the-art015
(SOTA) methods independently. When com-016
bined, these techniques achieve up to a 4.08x017
speedup across various benchmarks and LLM018
architectures, significantly surpassing existing019
training-free approaches. The implementation020
of SPECTRA is publicly available.021

1 Introduction022

Generating long sequences with low latency using023

Large Language Models (LLMs) is a critical re-024

quirement. Current LLMs rely on autoregressive025

decoding (Touvron et al., 2023; Bai et al., 2023;026

Jiang et al., 2023; OpenAI et al., 2024), which027

suffers from inefficiency because it generates text028

one token at a time. This results in generation029

time scaling linearly with the sequence length and030

underutilizes the parallel processing capabilities031

of modern GPUs. A widely studied approach to032

mitigate this issue is speculative decoding (Chen033

et al., 2023; Leviathan et al., 2023), which fol-034

lows a guess-and-verify paradigm. In this approach,035

a smaller LLM (draft model) (Chen et al., 2023;036

Leviathan et al., 2023; Miao et al., 2024; Sun et al.,037

2023b; Zhou et al., 2024; Cai et al., 2024) or the038

original LLM trained in a specialized manner (self-039

speculative decoding) (Elhoushi et al., 2024; Liu040

et al., 2024a; Yang et al., 2024; Zhang et al., 2024a; 041

Li et al., 2024b) predicts multiple tokens in ad- 042

vance. The original LLM then verifies these pre- 043

dictions in parallel, improving efficiency. However, 044

these approaches require additional training, which 045

demands substantial computational resources and 046

may degrade the original model’s capabilities. 047

Another line of research focuses on speculat- 048

ing subsequent tokens without requiring additional 049

training. This approach eliminates the need for 050

training new models or modifying the original 051

LLM, making it practical for off-the-shelf deploy- 052

ment. Some methods leverage specialized mecha- 053

nisms to generate speculative tokens directly from 054

the LLM’s predictions (Fu et al., 2024; Ou et al., 055

2024), while others rely on external information 056

sources to derive these tokens (Yang et al., 2023; 057

He et al., 2024; Li et al., 2024a). However, the 058

speedup gain in these approaches remains limited 059

due to the quality of the speculative guesses. 060

We introduce SPECTRA (Figure 1a), a specu- 061

lative decoding method that improves generation 062

speed without requiring any training or modifica- 063

tions to the original LLM. SPECTRA consists of 064

two main components: a core module (SPECTRA- 065

CORE, Figure 1c), which integrates seamlessly into 066

LLMs in a plug-and-play manner, and an optional 067

retrieval module (SPECTRA-RETRIEVAL, Figure 068

1e) that further enhances performance. The core 069

module SPECTRA-CORE improves speculative de- 070

coding by leveraging the token distribution pre- 071

dicted by the LLM to generate high-quality guesses. 072

Specifically, it employs two multi-level N-gram 073

dictionaries that enable bi-directional search for 074

dynamic-length guesses, balancing both quality 075

and quantity. Additionally, SPECTRA optimizes a 076

candidate pool to continuously update the N-gram 077

dictionaries, ensuring broad token coverage. All 078

updates to these resources, along with guess verifi- 079

cation, are performed efficiently in a single forward 080

pass. The retrieval module, SPECTRA-RETRIEVAL, 081
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Figure 1: Overview of Spectra and comparison with other non-training SOTA approaches. (a) Overview of SPECTRA.
(b) Overview of Lookahead Decoding (Fu et al., 2024). (c) Overview of the SPECTRA-CORE module, which utilizes
the knowledge inside LLM for obtaining guesses. (d) Overview of REST (He et al., 2024). (e) Overview of the
SPECTRA-RETRIEVAL module, which is designed to be integrated efficiently with SPECTRA-CORE to boost the
speedup. The results in the bar chart are measured on HumanEval.

can be integrated to further enhance speedup. Ex-082

isting approaches that rely on external sources for083

generating guesses (He et al., 2024) struggle to in-084

tegrate with other speculative decoding methods,085

as the search time outweighs the speedup gains.086

SPECTRA-RETRIEVAL addresses this issue by re-087

ducing the search space, selecting only high-quality088

content from the corpus based on perplexity scores089

computed by the target LLM. This optimization en-090

ables seamless integration with SPECTRA-CORE,091

maximizing efficiency.092

Empirical results on six tasks—including multi-093

turn conversation, code generation, and mathemati-094

cal reasoning—across three LLM families (Llama095

2 (Touvron et al., 2023), Llama 3 (Dubey et al.,096

2024), and CodeLlama (Rozière et al., 2024)) with097

model sizes ranging from 7B to 70B demonstrate098

that SPECTRA outperforms other non-training spec-099

ulative decoding methods, achieving speedups of100

up to 4x. We publicly release the code and data.101

The key contributions of this paper are as follows:102

• We introduce SPECTRA, which improves spec-103

ulative decoding by effectively leveraging the104

LLM’s predicted token distribution. SPEC-105

TRA is a plug-and-play solution that requires106

no modifications to the LLM (Section 3.1).107

• SPECTRA’s retrieval module refines external108

corpora using perplexity scores computed by109

the target LLM, providing a general frame-110

work that enables speculative decoding ap- 111

proaches relying on external information to 112

be seamlessly integrated with other specula- 113

tive decoding techniques (Section 3.2). 114

• Extensive experiments across diverse tasks, 115

LLM architectures, GPU types, and settings 116

demonstrate the efficiency of SPECTRA, out- 117

performing other non-training speculative de- 118

coding approaches (Section 5). SPECTRA 119

also integrates with acceleration tools such as 120

FlashAttention and pipeline parallelism (Sec- 121

tion 5.2). The code and data are available. 122

2 Preliminaries 123

2.1 Autoregressive Decoding in LLMs 124

Given an input sequence x = (x1, x2, . . . , xs) 125

of length s, and a slice of length m as x1:m = 126

(x1, x2, . . . , xm), the output of an LLM represents 127

a probability distribution over the next token. The 128

probability of generating the s-th token, condi- 129

tioned on all preceding tokens, is given by PM (xs | 130

x1:s−1). The next token xs is sampled from this 131

distribution using methods such as greedy, top-k, 132

or top-p sampling (see (Kool et al., 2020; Holtz- 133

man et al., 2020)). For greedy sampling, the next 134

token is selected as xs = argmax PM (xs | x1:s−1). 135

Consequently, the LLM generates an output se- 136

quence (y1, y2, . . . , ym) of length m autoregres- 137

sively, where each token yi is computed as 138
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yi = argmax PM (yi | y1:i−1,x).139

2.2 Speculative Decoding140

Speculative decoding follows a guess-and-verify141

approach, where multiple candidate future to-142

kens are speculated and subsequently verified143

in a single decoding step. With tree attention144

(Miao et al., 2024), multiple drafts can be ver-145

ified simultaneously. Let G denote the number146

of guesses, and define the set of guesses as Ỹ =147

{ỹ(1), ỹ(2), . . . , ỹ(G)}, where each guess sequence148

has length K. The j-th token of the i-th guess is149

denoted as ỹ(i)j .150

In the case of speculative decoding with greedy151

sampling, given the prompt x, a drafting method152

generates the draft sequences Ỹ . Using these drafts,153

the LLM computes the true tokens (y′1, y
′
2, . . . , y

′
K)154

in parallel. These tokens are then verified, and155

h is defined as the highest number of correctly156

guessed tokens across all guesses. Consequently,157

h + 1 tokens are generated in a single forward158

step. Algorithm 2 outlines speculative decoding159

with greedy sampling, and additional details are160

provided in Appendix A.161

3 SPECTRA DECODING162

SPECTRA consists of two modules (SPECTRA-163

CORE and SPECTRA-RETRIEVAL) that can func-164

tion independently or together. The core module165

(SPECTRA-CORE) improves speedup by leveraging166

the LLM’s predicted token distribution to gener-167

ate high-quality guesses and integrates into LLMs168

in a plug-and-play manner. The retrieval module169

(SPECTRA-RETRIEVAL) derives guesses from a re-170

fined external information source and is designed to171

integrate with SPECTRA-CORE to further enhance172

performance.173

3.1 SPECTRA-CORE174

SPECTRA-CORE maintains an N-gram storage,175

which is used to obtain guesses, and a candidate176

pool, which is used to augment new N-grams in177

storage. The candidate pool C contains W se-178

quences, {c(0), c(1), . . . , c(W−1)}, with each se-179

quence consisting of N tokens. Let c(i)j represent180

the j-th token in the i-th sequence. The N-gram181

storage includes two dictionaries: the forward dic-182

tionary Sfwd and the backward dictionary Sbwd. At183

each time step, guesses G are obtained through a184

bidirectional search using Sfwd and Sbwd. A sin-185

gle inference pass to the LLM retrieves all neces-186

Algorithm 1 SPECTRA-CORE Decoding Process
Require: Sequence x = (x1, x2, . . . , xn), model PM , max

N-gram size N , candidate pool size W , max guesses G,
max number of new tokens m. Refine threshold τ

1: Initialize N-gram Forward-dictionary Sfwd ← ∅
2: Initialize N-gram Backward-dictionary Sbwd ← ∅
3: Random c

(i)
j , ∀j ∈ [0, N − 1], ∀i ∈ [0,W − 1]

4: t← n+ 1
5: while t ≤ n+m do
6: {Obtain the guesses}
7: G ← Sfwd[xt−1]
8: u = ∅
9: for j = 0 to N − 1 do

10: for k = N − 1 to 1 do
11: uj ← Sbwd[xt+j−k:t−1 ⊕ u0:j−1]
12: break if found value for uj

13: end for
14: end for
15: G.append(u)
16: G = G ⊕ Gretrieve ▷ Retrieval Integration (Optional)
17: G ← G0:G−1 ▷ Ensure the max guesses is G
18: {Foward in LLM}
19: Obtain necessary distributions of PM in parallel.
20: {Verification}
21: {Greedy verify (Alg. 3) or Sampling verify (Alg. 4)}
22: hits← VerificationFunction(x, PM ,G)
23: x← x⊕ hits
24: t← t+ size(hits)
25: {Predict Candidates}
26: for i = 0 to W − 1 do
27: r ∼ Uniform[0, 1]

28: Pc(c
(i)
N−1)← PM (c

(i)
N−1 | c

(i)
:N−2,x)

29: if r > τ then
30: c

(i)
N−1 ← argmax

c/∈Sfwd

Pc(c
(i)
N−1)

31: else
32: c

(i)
N−1 ← argmax Pc(c

(i)
N−1)

33: end if
34: end for
35: {Update N-gram dictionaries}
36: for i = 0 to W − 1 do
37: for j = 0 to N − 2 do
38: Sfwd[c

(i)
j ].append(c(i)j+1:)

39: Sbwd[c
(i)
0:j ]← c

(i)
j+1

40: end for
41: end for
42: {Update Candidates}
43: c

(i)
j ← c

(i)
j+1, ∀j ∈ [0, N − 2], ∀i

44: end while
45: Output: xn+1:n+m = (y1, y2, . . . , ym)

sary distributions, which are used to generate new 187

candidate tokens for C and verify the guesses G. 188

The dictionaries Sfwd and Sbwd are updated with N- 189

grams from the candidate pool. The details of the 190

SPECTRA-CORE decoding process are described 191

in Algorithm 1. 192

Bi-directional Search for Guesses. At each step, 193

SPECTRA generates G guess sequences G = 194

{ỹ(0), ỹ(1), . . . , ỹ(G)}. Unlike previous work (Fu 195

et al., 2024), which enforces uniform guess lengths, 196

SPECTRA supports variable-length guesses, im- 197
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Figure 2: Details of how SPECTRA handles internal knowledge. The dashed arrow indicates interactions between
the tokens, which are realized by the attention mask in the LLM.

proving both flexibility and efficiency. The for-198

ward dictionary Sfwd maps a token to a list of199

sequences, while the backward dictionary Sbwd200

maps a sequence to a single token. At time step201

t, the set of guesses is obtained through a bidi-202

rectional search (Alg. 1, lines 7–17). This search203

operates in two directions: (1) the forward direc-204

tion, which prioritizes the quantity of guesses, and205

(2) the backward direction, which prioritizes the206

quality of guesses. In the forward direction, the207

last generated token xt−1 is used to search Sfwd208

for guess sequences (Alg. 1, line 7). In the back-209

ward direction, a high-quality guess is constructed210

by iteratively predicting one token at a time using211

Sbwd, repeating the process until a desired sequence212

length N is reached (Alg. 1, lines 8–14).213

Verification. The verification step ensures the214

output distribution is preserved by validating the215

guesses (Alg. 1, lines 22–24). For greedy sampling,216

the process is detailed in Appendix H (Alg. 3). In217

general speculative decoding, verification involves218

sending draft tokens to the LLM to obtain outputs219

and progressively checking if the LLM-generated220

token matches the draft token. Following prior221

work (Fu et al., 2024), we verify multiple guesses in222

parallel, accepting the guess with the largest num-223

ber of correctly predicted tokens. For advanced224

sampling methods, we adopt sampling verification225

from (Miao et al., 2024; Fu et al., 2024), whose226

correctness has been proven. Details on sample ver-227

ification are provided in Appendix H (Algorithm 4),228

and its performance and speedups are verified in229

Appendix F.230

Predict & Verify in One Forward Pass. All dis-231

tributions required for predicting candidates and232

verifying guesses are obtained in a single forward233

pass to the LLM, leveraging parallel processing234

(Figure 2). This is achieved using a specially de- 235

signed attention mask that specifies the allowed 236

interactions between tokens. For instance, the to- 237

ken c
(1)
2 attends only to c

(1)
1 , c(1)0 , and the input. 238

Predict Tokens for Candidate Pool. We predict 239

the next candidate tokens c(i)N−1 for the candidate 240

pool using the distribution obtained from the for- 241

ward pass (Alg. 1, lines 26–34). A straightfor- 242

ward approach is to select tokens with the highest 243

probability in the token distribution. However, we 244

observe that when searching for guesses in the for- 245

ward dictionary Sfwd, it is crucial for the search to- 246

ken to exist in the dictionary; otherwise, no guesses 247

can be retrieved. To address this, we introduce a 248

randomness-based mechanism to increase the cov- 249

erage of Sfwd. Specifically, we probabilistically 250

encourage the selection of unseen tokens in Sfwd 251

using a hyperparameter τ ∈ [0, 1]. Let r be a 252

random draw from [0, 1]. If r > τ , we select to- 253

kens with the highest probability that are not in 254

Sfwd; otherwise, we choose tokens with the high- 255

est probability regardless of their presence in Sfwd. 256

Although c
(i)
N−1 does not immediately affect the 257

coverage of Sfwd, it contributes to coverage expan- 258

sion in subsequent time steps through our candidate 259

updating mechanism. At the end of each time step, 260

all candidate sequences are shifted left by one to- 261

ken: c(i)j ← c
(i)
j+1, leaving c

(i)
N−1 empty and ready 262

for prediction in the next time step (Alg. 1, line 43). 263

Update N-gram Dictionaries. At the end of each 264

time step, candidate tokens from the pool C are 265

used to update the N-gram dictionaries Sfwd and 266

Sbwd. While previous work (Fu et al., 2024) only 267

adds the full N-gram (c
(i)
0 , c

(i)
1 , . . . , c

(i)
N ), we ob- 268

serve that subsequences within N-grams often ap- 269

pear later in the generation process. By including 270
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these subsequences in the N-gram storage, we im-271

prove both the quality of guesses and the coverage272

of the dictionaries. Specifically, we add subse-273

quences to Sfwd using the first token as the key,274

and update Sbwd by mapping the preceding part of275

the sequence to the last token (Alg. 1, lines 35–41).276

3.2 SPECTRA-RETRIEVAL277

SPECTRA-RETRIEVAL leverages an external278

knowledge source to generate guesses. This in-279

volves processing a text corpus and indexing it into280

a structure that supports fast prefix search, such as a281

trie. At each time step, the last generated tokens are282

used as input to this structure to retrieve guesses for283

speculative decoding. However, we observe that us-284

ing random texts from the corpus without selection285

can limit the speedup gain. To address this, we pro-286

pose a method to identify and select high-quality,287

relevant texts from the corpus tailored to the spe-288

cific LLM. This improves the speedup gain and289

enables seamless integration with other speculative290

decoding approaches, including SPECTRA-CORE.291

Corpus Refinement by Perplexity. Given a text292

sequence u = (u0, u1, . . . , ut), perplexity quan-293

tifies the average uncertainty of the model when294

predicting the next token, conditioned on the pre-295

ceding tokens. The perplexity is calculated as296

PPL(u) = exp
{
−1

t

∑t
i=1 logPM (ui | u<i)

}
297

A lower perplexity indicates that the model as-298

signs higher probabilities to the sequence, sug-299

gesting that the sequence is well-aligned with the300

model’s predictions and can produce high-quality301

guesses for speculative decoding. To optimize the302

retrieval process, we select texts with the lowest303

perplexity from the corpus to form a smaller, high-304

quality subset, which is then used to construct the305

Trie structure for generating guesses.306

Integration with SPECTRA-CORE. Our exper-307

iments (Section 5.2, Table 2) demonstrate that308

naively integrating guesses from external sources309

(e.g., REST (He et al., 2024)) into other specula-310

tive methods (e.g., Lookahead (Fu et al., 2024))311

can lead to a noticeable drop in speedup. This oc-312

curs because the forward pass in the LLM can only313

handle a limited number of guesses, and exceeding314

this limit increases memory usage and slows down315

generation. With a limited guess budget, guesses316

from external sources can only account for a frac-317

tion of the total guesses, causing the search time318

in the indexing structure (e.g., a trie) to outweigh319

the speedup gain. To address this, it is crucial320

to limit the size of the external knowledge while 321

maintaining the quality of the guesses. By refining 322

the corpus using perplexity, SPECTRA-RETRIEVAL 323

seamlessly integrates with SPECTRA-CORE, further 324

boosting the speedup gain. Specifically, we inte- 325

grate SPECTRA-RETRIEVAL into SPECTRA-CORE 326

by including its guesses (Gretrieve) in the set of 327

SPECTRA-CORE’s guesses during the guess gener- 328

ation step (Alg. 1, line 16). 329

4 Experiments 330

Models. We evaluate LLaMA-2-Chat 7B, 13B, 331

70B (Touvron et al., 2023), CodeLlama 7B, 13B 332

(Rozière et al., 2024), and LLaMA-3-Instruct 8B, 333

70B (Dubey et al., 2024). 334

Tasks. We conduct comprehensive evaluations 335

on various generation tasks. MT-Bench (Zheng 336

et al., 2023) for multi-turn conversation; GSM8K 337

(Cobbe et al., 2021) for mathematical reasoning; 338

HumanEval (Chen et al., 2021), MBPP (Austin 339

et al., 2021) and ClassEval (Du et al., 2023) for 340

code generation. 341

Metrics. SPECTRA does not modify the original 342

LLM and the acceptance conditions, making it a 343

lossless acceleration method. Therefore, the gener- 344

ation quality remains the same as the original LLM. 345

We only evaluate the acceleration performance us- 346

ing the following metrics. 347

• Speedup Ratio: The speedup ratio relative to 348

autoregressive decoding. 349

• Compression ratio τ : The ratio of the total 350

number of autoregressive steps to the number 351

of Spectra decoding steps needed to produce 352

the same sequence length. 353

Baselines. We use standard autoregressive decod- 354

ing as the baseline (speed-up ratio = 1.00x). We fur- 355

ther compare SPECTRA with leading non-training 356

speculative decoding approaches, namely Adaptive 357

N-gram (Ou et al., 2024), REST (He et al., 2024), 358

and Lookahead (Fu et al., 2024). For details regard- 359

ing implementation settings of both SPECTRA and 360

these baselines, please refer to Appendix B. 361

5 Results 362

5.1 Main Results 363

Overall Performance. The top portion of Ta- 364

ble 1 presents speedup ratios under greedy decod- 365

ing. SPECTRA consistently achieves the highest 366
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acceleration, with speedups up to 4.08× for Llama-367

3-8B on MBPP. For 7B models, SPECTRA often368

exceeds 3× acceleration, highlighting the effective-369

ness of multi-token compression. For 13B models,370

speedups are slightly lower (1.6×–3×). Overall,371

the model architecture and dataset characteristics372

significantly influence the speedup gains of specula-373

tive decoding methods. While some approaches ex-374

cel in specific scenarios—such as tasks with repeti-375

tive patterns or predictable token distributions (e.g.,376

repeated variable names or class definitions), they377

often struggle in diverse or open-ended contexts. In378

contrast, SPECTRA demonstrates robustness across379

a wide range of models and datasets, consistently380

achieving the highest speedup ratios.381

Compression Ratio. Table 1 also reports each382

method’s compression rate, a measure agnostic383

to specific hardware configurations. Across ev-384

ery dataset and LLM tested, SPECTRA delivers the385

highest average compression ratio. Each of SPEC-386

TRA’s draft-and-verify iterations typically yields387

2.1–4.8 tokens, substantially outpacing alternative388

approaches and nearly doubling the acceptance389

length achieved by REST.390

Acceleration in Sampling Decoding. The lower391

section of Table 1 reports the performance of SPEC-392

TRA under sampling-based decoding with a temper-393

ature of 1.0. The results highlight how SPECTRA394

continues to accelerate generation relative to base-395

lines, offering roughly 1.15–2.77× speedups over396

standard autoregressive decoding. These gains are397

more modest than in greedy decoding, reflecting398

the lower acceptance rate under the sampling-based399

verification phase, which is consistent with earlier400

findings (Fu et al., 2024; Leviathan et al., 2023).401

5.2 Analysis402

Ablation Study. We performed a detailed403

component-wise analysis to evaluate the contribu-404

tion of each module to the overall performance405

(Table 2). On LLaMA2-7B-chat, removing com-406

ponents impacts GSM8K speedups differently. Us-407

ing only SPECTRA-CORE, excluding multi-level408

n-grams reduces the speedup from 2.04× to409

1.95×, omitting backward dictionary guesses low-410

ers it to 1.94×, and removing forward dictionary411

guesses drops it further to 1.50×. For SPECTRA-412

RETRIEVAL, skipping perplexity-based filtering de-413

creases the speedup from 1.18× to 1.16×. The full414

SPECTRA framework achieves a 2.14× speedup415

on GSM8K, underscoring the importance of inte-416

grating all components to maximize acceptance 417

rates and performance. A similar trend holds for 418

the MTBench dataset. Additionally, we compared 419

SPECTRA with a naive combination of Lookahead 420

and REST, where guess sequences from REST are 421

appended to Lookahead. This approach performs 422

significantly worse than SPECTRA, underscoring 423

that a straightforward merger of two techniques is 424

inadequate without our carefully optimized integra- 425

tion strategy and components. 426

0 20 40 60 80 100
Total accept tokens (%)

ClassEval

GSM8K

HumanEval

MBPP

MT-Bench

CORE( fwd) CORE( bwd) RETRIEVAL

Figure 3: Acceptance rates of Llama2-7B-chat for dif-
ferent guess sources (from SPECTRA-CORE forward dic-
tionary, backward dictionary, SPECTRA-RETRIEVAL).
The acceptance rate is the fraction of guessed tokens
that pass verification.

Priority for Source of Guesses. Since verifying 427

too many candidate tokens at once can strain GPU 428

resources and reduce speedups (Fu et al., 2024; Li 429

et al., 2024b), SPECTRA limits the total number 430

of guesses processed in each step (Appendix B). 431

In order to assess the individual contributions of 432

our two modules—SPECTRA-CORE and SPECTRA- 433

RETRIEVAL—we temporarily remove the limit on 434

the number of guess sequences in the verification 435

branch and monitor the acceptance rates (Figure 3). 436

We find that guesses generated by the SPECTRA- 437

CORE module (via both forward and backward 438

dictionaries) are accepted at a higher rate than 439

those obtained from the external knowledge source 440

via the SPECTRA-RETRIEVAL module. As a re- 441

sult, SPECTRA gives priority to internal guesses 442

from SPECTRA-CORE over external guesses from 443

SPECTRA-RETRIEVAL, as in Algorithm 1. 444

FlashAttention. Figure 4 shows that enabling 445

FlashAttention consistently boosts the speedup of 446

all methods, albeit to varying degrees. Notably, 447

we observe an additional 0.24× speedup gain for 448

SPECTRA on both GSM8K and MTBench. This 449

is because FlashAttention better exploits the paral- 450
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Classeval GSM8K Humaneval MBPP MTBench AVG
Model Method Speedup τ Speedup τ Speedup τ Speedup τ Speedup τ Speedup

Greedy (temperature=0)

CL-13B

ANPD 1.94 2.52 2.81 3.72 2.08 2.50 2.71 3.58 2.61 3.41 2.43
Lookahead 2.25 3.61 2.80 4.24 2.30 3.16 2.91 4.44 2.59 4.04 2.57
REST 1.28 2.14 0.93 1.54 1.58 2.31 0.85 1.40 0.94 1.53 1.12
SPECTRA (Ours) 2.38 4.06 2.91 4.65 2.63 3.95 3.29 4.46 2.65 4.40 2.77

CL-7B

ANPD 2.30 2.68 3.21 3.75 2.16 2.47 3.16 3.78 3.35 3.83 2.84
Lookahead 2.59 3.66 2.99 3.83 2.50 3.05 2.90 3.67 3.23 4.27 2.84
REST 1.45 2.22 0.91 1.39 1.70 2.34 0.96 1.45 1.02 1.44 1.21
SPECTRA (Ours) 2.70 4.10 3.33 4.59 2.96 3.90 3.56 4.45 3.70 4.52 3.25

L2-13B

ANPD 1.36 1.78 1.47 1.72 1.34 1.61 1.12 1.32 1.17 1.37 1.29
Lookahead 1.81 2.76 1.46 1.87 1.73 2.32 1.38 1.69 1.51 2.04 1.58
REST 1.22 2.01 0.94 1.46 1.25 1.94 0.95 1.44 1.14 1.90 1.10
SPECTRA (Ours) 2.00 3.24 1.83 2.62 1.96 2.91 1.63 2.24 1.75 2.60 1.83

L2-70B
ANPD 1.82 1.90 1.63 1.61 1.86 1.87 1.17 1.20 1.34 1.30 1.56
Lookahead 2.65 2.87 1.86 2.02 2.57 2.67 1.49 1.54 1.94 2.00 2.10
SPECTRA (Ours) 3.10 3.40 2.52 2.69 3.22 3.37 1.86 1.93 2.43 2.51 2.62

L2-7B

ANPD 1.62 1.95 1.52 1.68 1.54 1.67 1.19 1.33 1.30 1.37 1.43
Lookahead 2.19 2.94 1.66 1.93 2.06 2.42 1.46 1.69 1.73 2.05 1.82
REST 1.36 2.12 1.01 1.47 1.41 2.04 1.01 1.46 1.25 1.90 1.21
SPECTRA (Ours) 2.40 3.43 2.11 2.64 2.40 3.05 1.77 2.16 2.02 2.59 2.14

L3-70B
ANPD 1.54 1.67 1.50 1.47 1.83 1.88 1.46 1.41 1.23 1.23 1.51
Lookahead 2.40 2.62 1.54 1.58 2.56 2.70 1.43 1.45 1.76 1.86 1.94
SPECTRA (Ours) 2.67 2.91 2.10 2.14 2.84 3.02 1.94 1.94 2.06 2.13 2.32

L3-8B
ANPD 2.11 2.49 3.86 4.57 1.83 2.09 3.36 3.58 1.14 1.23 2.46
Lookahead 2.59 3.44 3.71 4.61 2.49 2.89 3.79 4.65 1.53 1.85 2.82
SPECTRA (Ours) 2.83 3.49 3.89 4.77 2.57 3.02 4.08 4.76 1.69 2.10 3.01

Sampling (temperature=1.0)

CL-13B

ANPD 1.15 1.46 1.07 1.31 1.05 1.30 1.00 1.24 2.31 2.89 1.31
Lookahead 1.38 2.00 1.08 1.43 1.29 1.75 1.02 1.34 2.33 3.48 1.42
REST 1.14 1.87 0.82 1.35 1.27 1.96 0.84 1.39 0.93 1.50 1.00
SPECTRA (Ours) 1.68 2.22 1.20 1.75 1.65 2.12 1.15 1.70 2.37 3.80 1.61

CL-7B

ANPD 1.29 1.50 1.16 1.30 1.10 1.32 1.12 1.27 2.77 3.05 1.49
Lookahead 1.54 2.03 1.19 1.41 1.43 1.81 1.19 1.43 2.72 3.50 1.61
REST 1.23 1.86 0.88 1.33 1.33 1.98 0.91 1.40 0.97 1.44 1.06
SPECTRA (Ours) 1.81 2.25 1.35 1.73 1.68 2.12 1.33 1.72 2.78 3.94 1.79

L2-13B

ANPD 1.20 1.52 1.24 1.46 1.17 1.40 1.03 1.22 1.17 1.35 1.16
Lookahead 1.52 2.22 1.32 1.69 1.48 2.00 1.18 1.48 1.49 2.01 1.40
REST 1.18 1.96 0.93 1.45 1.19 1.88 0.92 1.44 1.12 1.88 1.07
SPECTRA (Ours) 1.70 2.75 1.55 2.23 1.69 2.59 1.34 1.89 1.74 2.57 1.60

L2-7B

ANPD 1.31 1.51 1.34 1.48 1.28 1.46 1.10 1.22 1.25 1.36 1.26
Lookahead 1.78 2.30 1.51 1.76 1.72 2.09 1.25 1.49 1.68 2.02 1.59
REST 1.26 2.03 0.99 1.46 1.27 1.93 0.96 1.41 1.21 1.88 1.14
SPECTRA (Ours) 1.97 2.83 1.78 2.28 2.04 2.75 1.47 1.84 1.97 2.54 1.85

L3-8B
ANPD 1.25 1.37 1.97 2.18 1.43 1.65 1.89 2.07 1.15 1.21 1.54
Lookahead 1.48 1.78 2.07 2.41 1.79 2.21 1.99 2.40 1.57 1.81 1.78
SPECTRA (Ours) 1.94 2.84 2.27 2.78 1.92 2.51 2.19 2.78 1.70 2.05 2.01

Table 1: Overall performance of speculative decoding methods across multiple tasks. “CL-xB” denotes CodeLlama
with xB parameters, “L2-xB” denotes LLaMA-2-Chat of size xB, and “L3-xB” denotes LLaMA-3-Instruct of size
xB. We report the speedup ratio (vs. autoregressive) and the compression ratio τ .

lel structure of speculative decoding by reducing451

attention overheads, especially when verifying mul-452

tiple guessed tokens in parallel. Although smaller453

gains are also seen for other methods, SPECTRA454

benefits the most, as it presents the longest verifica-455

tion branches and thus stands to profit significantly 456

from more efficient attention implementations. 457

Other Analysis. Detailed throughputs from Ta- 458

ble 1 are provided in Appendix D. Evaluations of 459
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GSM8K MTBench
Method Speedup τ Speedup τ

REST 1.01 1.47 1.25 1.90

Lookahead 1.66 1.93 1.73 2.05

Lookahead + REST 1.08 1.47 1.27 1.90

SPECTRA’s ablation

CORE Module 2.04 2.50 1.92 2.35
- w/o Forward Dict 1.50 1.68 1.20 1.37
- w/o Backward Dict 1.94 2.21 1.74 2.12
- w/o Sub-Ngram 1.95 2.34 1.75 2.18

RETRIEVAL Module 1.18 1.31 1.24 1.50
- w/o PPL refine 1.16 1.29 1.20 1.45

SPECTRA (ours) 2.14 2.64 2.02 2.59

Table 2: Ablation study of SPECTRA’s components
(greedy decoding, LLaMA2-7B-Chat).
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Figure 4: Effect of FlashAttention on speculative de-
coding speed: Measured speedups on GSM8K and
MTBench (LLama2-7B-Chat, greedy decoding). “No
Flash” uses standard attention; “With Flash” uses
FlashAttention for faster parallel verification.

SPECTRA on different GPU types and quantiza-460

tion settings are described in Appendix C, while its461

performance in distributed settings with multiple462

GPUs is discussed in Appendix E.463

6 Related Works464

Large language models (LLMs) are increasingly465

deployed in a range of applications, motivating on-466

going research into more efficient inference (Liu467

et al., 2025). Common strategies include quan-468

tizing model weights into lower-precision formats469

(Liu et al., 2024b; Lin et al., 2024; Zhao et al., 2024;470

Park et al., 2024), pruning redundant parameters471

(Ma et al., 2023; Xia et al., 2023; Sun et al., 2023a;472

Le et al., 2025), and employing knowledge distilla-473

tion (Gu et al., 2024; Friha et al., 2024; Zhang et al.,474

2024b). These techniques help reduce the compu-475

tational load per forward pass, thereby lowering 476

generation latency. However, they often introduce 477

some degradation in model performance, forcing 478

practitioners to balance quality with efficiency. 479

A growing line of work explores speculative de- 480

coding as a strategy for accelerating generation 481

while maintaining the output distribution (Chen 482

et al., 2023; Leviathan et al., 2023). Some spec- 483

ulative decoding approaches train a smaller LLM 484

(draft model) (Chen et al., 2023; Leviathan et al., 485

2023; Miao et al., 2024; Sun et al., 2023b; Zhou 486

et al., 2024; Cai et al., 2024), or train the original 487

LLM itself in a special manner (self-speculative) 488

(Elhoushi et al., 2024; Liu et al., 2024a; Yang et al., 489

2024; Zhang et al., 2024a; Li et al., 2024b) to guess 490

several subsequent tokens and then verify them par- 491

allelly using the original LLM. As these approaches 492

require training, they pose limitations, such as re- 493

quiring heavy computational resources and losing 494

the original model capabilities. 495

To avoid additional training, alternative specula- 496

tive decoding methods leverage external resources 497

or structural properties of language generation. 498

Retrieval-based methods sidestep draft model train- 499

ing by using a datastore indexed with observed 500

prefixes to retrieve guess sequences (Yang et al., 501

2023; He et al., 2024; Li et al., 2024a). Other 502

approaches, such as Jacobi-like parallel decoding 503

(Santilli et al., 2023) and lookahead decoding (Fu 504

et al., 2024), mitigate left-to-right dependencies by 505

generating and validating multiple candidate tokens 506

in parallel. These training-free techniques achieve 507

comparable speedups to learned methods without 508

requiring model optimization, making them ideal 509

for scenarios with computational constraints. 510

7 Conclusions 511

In this work, we have introduced SPECTRA, a new, 512

training-free framework for accelerating large lan- 513

guage model inference by harnessing both internal 514

and external speculation. By integrating our plug- 515

and-play SPECTRA-CORE module—which lever- 516

ages multi-level N-gram storage and bidirectional 517

search—with the refined SPECTRA-RETRIEVAL 518

module that selects high-quality external cues via 519

perplexity-based filtering, our approach achieves 520

substantial speedups (up to 4.08×) across diverse 521

tasks and model architectures while preserving the 522

original model’s output quality. By offering a loss- 523

less speedup, SPECTRA provides a practical, high- 524

impact solution for accelerating inference in LLMs. 525
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8 Limitations526

(1) Cost of Building External Datastores.527

While SPECTRA-CORE—our internal-knowledge528

module—relies solely on sequences observed dur-529

ing generation and thus requires no extra external530

data, SPECTRA-RETRIEVAL depends on construct-531

ing and indexing a sizeable external datastore from532

potentially large corpora. This process can be time-533

consuming and memory-intensive, particularly in534

domains where data updates frequently or storage535

is constrained. Although this additional investment536

can yield substantial speedups by boosting token537

acceptance rates, it may not be universally feasible538

or cost-effective.539

(2) Limited Evaluation Scope. Our experiments540

center primarily on English-language benchmarks541

in conversational and coding tasks using LLaMA-542

based models. Although SPECTRA can, in princi-543

ple, be applied to other models or languages, addi-544

tional factors such as domain-specific tokenization545

or specialized textual structures may affect the ac-546

ceptance rate and overall speedup. Future work is547

needed to assess the generality of SPECTRA across548

diverse linguistic settings (e.g., low-resource lan-549

guages or specialized technical documents) and for550

a wider range of model families (beyond LLaMA-551

based architectures) to confirm and refine its appli-552

cability.553
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one token at a time (Figure 5, Left). Specula- 952

tive decoding (Chen et al., 2023; Leviathan et al., 953

2023) follows a guess-and-verify paradigm (Figure 954

5, Right). In speculative decoding, a smaller LLM 955

(draft model) (Chen et al., 2023; Leviathan et al., 956

2023; Miao et al., 2024; Sun et al., 2023b; Zhou 957

et al., 2024; Cai et al., 2024) or the original LLM 958

trained in a specialized manner (self-speculative 959

decoding) (Elhoushi et al., 2024; Liu et al., 2024a; 960

Yang et al., 2024; Zhang et al., 2024a; Li et al., 961

2024b) predicts multiple tokens in advance. The 962

original LLM then verifies these predictions in par- 963
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Figure 5: Examples of Autoregressive decoding (Left)
and Speculative Decoding (Right). While autoregres-
sive decoding generates one token per forward step,
speculative decoding generates three tokens with one
forward step.
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LLMs process discrete integer sequences as in-965

puts, where each integer represents a token. We de-966

fine the input sequence as x = (x1, x2, . . . , xs) ∈967

Ns of length s, and denote a slice of length m at968

step t as x1:m = (x1, x2, . . . , xm). The output of969

an LLM represents the probability distribution over970

the next token. The probability of generating the971

s-th token, conditioned on all preceding tokens, is972

given by PM (xs | x1:s−1). The next token xs is973

then sampled from this distribution using various974

methods (e.g., greedy, top-k, and top-p sampling;975

see (Kool et al., 2020; Holtzman et al., 2020)). In976

the case of greedy sampling, the next token is se-977

lected as xs = argmaxPM (xs | x1:s−1)978

Let x be the prompt tokens provided by the user.979

The LLM generates an output sequence of length980

m, with each generated token yi computed autore-981

gressively. Assuming greedy sampling, the decod-982

ing process follows:983 
y1 = argmaxPM (y1 | x)
y2 = argmaxPM (y2 | y1,x)
...
ym = argmaxPM (ym | y1:m−1,x).

(1)984

A.1 Speculative Decoding985

Speculative decoding follows a Guess-And-Verify986

approach, where multiple candidate future to-987

kens are speculated and subsequently verified988

in a single decoding step. With tree attention989

(Miao et al., 2024), multiple drafts can be ver-990

ified simultaneously. Let G denote the number991

of guesses, and define the set of guesses as Ỹ =992

{ỹ(1), ỹ(2), . . . , ỹ(G)}, where each guess sequence993

has length K. The j-th token of the i-th guess is994

denoted as ỹ(i)j .995

In the case of speculative decoding with greedy996

sampling, given the prompt x, a drafting method997

is used to generate the draft sequences Ỹ . Using998

these drafts, the LLM then computes the true tokens999

(y′1, y
′
2, . . . , y

′
K) in parallel. For instance, for the1000

guess sequence ỹ(1), the true tokens are determined1001

as:1002 
y′1 = argmaxPM (y1 | x)
y′2 = argmaxPM (y2 | ỹ(1)1 ,x)
...

y′K = argmaxPM (yK | ỹ(1)1:K−1,x).

(2)1003

These generated tokens are then verified. Let h1004

be the highest number of correct guessed tokens1005

across all guesses. Consequently, h+ 1 tokens are 1006

generated in one forward step. Algorithm 2 out- 1007

lines speculative decoding with greedy sampling. 1008

B Implementation Details 1009

B.1 Frameworks and Libraries 1010

We implement SPECTRA in Python using PyTorch 1011

2.1.0 and the Hugging Face transformers library 1012

(version 4.36.2). 1013

B.2 Models and Checkpoints 1014

We run our experiments primarily with: 1015

• LLaMA-2-Chat (Touvron et al., 2023) in 1016

sizes 7B, 13B, 70B. 1017

• CodeLlama (Rozière et al., 2024) in sizes 7B 1018

and 13B. 1019

• LLaMA-3-Instruct (Dubey et al., 2024) in 1020

sizes 8B and 70B. 1021

All checkpoints are sourced from official reposito- 1022

ries or Hugging Face without fine-tuning or modifi- 1023

cation. For the 7B and 13B models, we use 16-bit 1024

(FP16) precision with a pre-allocated key-value 1025

cache. For large-scale models such as LLaMA- 1026

2-70B and LLaMA-3-70B, we quantize them to 1027

8-bit for the primary results presented in Table 1. 1028

Additionally, we evaluate the 70B models in FP16 1029

precision, as reported in Appendix E. We also ver- 1030

ify numerical consistency by comparing the 32-bit 1031

and 16-bit outputs of LLaMA-2-7B, detailed in 1032

Appendix F. 1033

B.3 Hardware 1034

Most experiments are conducted on a single 1035

NVIDIA A100 GPU with 80GB of memory. To 1036

analyze hardware-specific scaling (Appendix C), 1037

we also test on other NVIDIA GPUs, including the 1038

RTX 3090, RTX 8000, A40, and A6000. For the 1039

largest models (70B) that exceed single-GPU mem- 1040

ory constraints under FP16 settings, we distribute 1041

computation across multiple GPUs (2x, 4x, or 8x 1042

H100) using Hugging Face’s pipeline parallelism 1043

(Appendix E). 1044

B.4 Hyperparameters 1045

Lookahead, REST, and ANPD. We replicate 1046

each baseline using their publicly available GitHub 1047

code, keeping to the default settings and hyperpa- 1048

rameters outlined in the original papers. 1049
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Spectra. By default, we use a 5-gram setup for1050

forward/backward dictionaries. A candidate pool1051

of size W = 15 is maintained per key to generate1052

new n-gram records. After each forward pass, can-1053

didate sequences are shifted by one token and then1054

re-populated. We introduce a threshold τ ∈ [0, 1],1055

set to 0.1 by default, to determine when to force the1056

selection of a token not yet present in the forward1057

dictionary. At each speculative decoding step, up to1058

G = 15 guesses are allowed. Internal guesses re-1059

ceive priority, and if the guess limit is not reached,1060

external guesses are added.1061

For external lookups, we implement a Trie struc-1062

ture for rapid prefix queries, following a design1063

similar to REST (He et al., 2024). For conver-1064

sation tasks (e.g., MT-Bench), we gather approxi-1065

mately 100k examples from the UltraChat dataset1066

(Ding et al., 2023), focusing on those with minimal1067

perplexity under the same LLM we aim to accel-1068

erate. For code tasks (e.g., HumanEval, MBPP),1069

we draw from TheStack (Kocetkov et al., 2023)1070

and again refine it to the 100k snippets with the1071

lowest perplexity for memory efficiency. We mea-1072

sure perplexity by running a single forward pass1073

(in streaming mode) over candidate samples and1074

ranking them.1075

All speedup and throughput metrics are com-1076

puted at a batch size of 1. In code generation tasks,1077

the maximum generation length is typically 5121078

tokens, whereas for conversation tasks (MT-Bench,1079

GSM8K), we allow up to 1024 tokens or stop early1080

if the model outputs an end-of-sequence token. All1081

random seeds are set to 0.1082

C Evaluating SPECTRA in Different GPU1083

Types1084

Table 3 reports speedups on GSM8K and MT-1085

Bench across four GPUs with varying memory1086

throughput and compute capabilities. While ab-1087

solute wall-clock times differ across GPUs, the1088

relative accelerations remain consistent. SPECTRA1089

consistently outperforms other baselines, includ-1090

ing Lookahead, achieving higher speedups in all1091

cases. On older GPUs (e.g., RTX 3090 or RTX1092

8000), the gap between Lookahead and SPECTRA1093

narrows slightly due to less efficient parallelism,1094

but SPECTRA maintains its lead. These results1095

demonstrate that SPECTRA is robust to hardware1096

variations and effective across both data-center and1097

consumer-grade GPUs.1098

GPU Method GSM8K MTBench
Speedup τ Speedup τ

A40
Lookahead 1.49 1.93 1.53 2.07
SPECTRA 1.92 2.46 1.84 2.36

A6000
Lookahead 1.48 1.92 1.52 2.06
SPECTRA 1.92 2.46 1.84 2.36

RTX8000
Lookahead 1.33 1.93 1.34 2.08
SPECTRA 1.70 2.46 1.58 2.35

RTX3090
Lookahead 1.32 1.92 1.30 2.06
SPECTRA 1.84 2.46 1.74 2.36

Table 3: Hardware scalability of SPECTRA decoding on
GSM8K and MTBench for various GPU architectures.

D Details Results with Throughputs 1099

We provide a detailed throughput analysis to com- 1100

plement the speedup ratios reported in the main 1101

text. Our goal is to demonstrate how SPECTRA 1102

scales across various model sizes, datasets, and 1103

GPU architectures. We measure throughput using 1104

two key metrics: 1105

• Macro Throughput (Mac-TP). Calculated 1106

as the average of per-generation token- 1107

processing rates—i.e., for each generation 1108

step i, we compute tokeni/timei and then 1109

average over all steps. 1110

• Micro Throughput (Mic-TP). Calculated as 1111

the total number of generated tokens divided 1112

by the total elapsed time 1113

Table 5 focuses on GSM8K and MTBench per- 1114

formance across four different GPU models, while 1115

Table 4 provides more granular results on ad- 1116

ditional datasets and model configurations. In 1117

all cases, SPECTRA consistently achieves higher 1118

throughput than both non-speculative baselines and 1119

other training-free accelerators, as evidenced by im- 1120

provements in both Mic-TP and Mac-TP. Notably, 1121

this performance advantage remains stable even on 1122

older GPUs (e.g., the RTX 3090 and RTX 8000), 1123

demonstrating SPECTRA’s robustness to varying 1124

hardware capabilities. 1125

E Evaluating SPECTRA in Multi-GPU 1126

Environments 1127

A critical consideration for practical deployment is 1128

how SPECTRA scales when models are distributed 1129

across multiple GPUs—a common requirement for 1130

large LLMs exceeding single-device memory ca- 1131

pacity. To evaluate this, we measure SPECTRA’s 1132
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Classeval GSM8K Humaneval MBPP MTBench
Model Method Mac-TP Mic-TP Mac-TP Mic-TP Mac-TP Mic-TP Mac-TP Mic-TP Mac-TP Mic-TP

Greedy (temperature=0)

CL-13B

Autoregressive 30.85 30.85 32.03 32.03 32.35 32.35 32.07 32.07 30.69 30.63
ANPD 59.77 58.03 89.99 89.18 67.43 64.65 86.76 86.41 80.10 76.68
Lookahead 69.28 68.62 89.73 89.00 74.33 73.23 93.38 92.80 79.38 78.67
REST 39.53 37.73 29.93 29.47 51.15 47.49 27.41 27.39 28.92 27.18
SPECTRA (Ours) 73.47 72.98 93.36 93.23 84.91 84.41 105.44 105.39 81.32 80.68

CL-7B

Autoregressive 41.17 41.17 41.17 41.17 41.41 41.41 41.60 41.60 38.91 38.93
ANPD 94.76 93.02 132.26 131.30 89.26 87.13 131.35 130.99 130.41 126.64
Lookahead 106.51 105.95 123.04 121.90 103.45 103.51 120.75 120.23 125.58 124.77
REST 59.49 56.61 37.61 37.21 70.38 65.22 40.11 40.09 39.64 36.70
SPECTRA (Ours) 111.09 110.68 137.24 136.86 122.54 122.41 148.32 148.07 143.98 144.32

L2-13B

Autoregressive 31.85 31.56 32.40 32.43 32.27 32.27 32.19 32.19 31.93 31.78
ANPD 43.30 44.44 47.54 45.22 43.24 42.28 36.20 35.84 37.44 34.84
Lookahead 57.49 58.94 47.44 47.62 55.76 55.58 44.41 44.15 48.11 46.62
REST 38.81 37.74 30.36 30.22 40.47 39.70 30.70 30.67 36.39 37.02
SPECTRA (Ours) 63.64 64.31 59.21 58.63 63.39 63.18 52.43 52.19 56.04 53.75

L2-70B

Autoregressive 2.60 2.60 2.61 2.61 2.61 2.61 2.63 2.63 2.60 2.60
ANPD 4.72 4.80 4.25 4.10 4.85 4.76 3.07 3.07 3.47 3.30
Lookahead 6.90 7.16 4.87 5.12 6.71 6.73 3.92 3.93 5.05 5.02
SPECTRA (Ours) 8.07 8.35 6.58 6.75 8.41 8.41 4.88 4.88 6.32 6.22

L2-7B

Autoregressive 40.33 40.32 41.01 41.03 41.14 41.13 41.00 41.04 40.48 40.50
ANPD 65.54 68.10 62.40 59.38 63.27 59.98 48.94 47.67 52.47 50.06
Lookahead 88.41 91.05 68.00 68.20 84.69 83.87 59.79 60.76 70.04 69.07
REST 54.74 53.93 41.43 41.38 57.99 56.41 41.28 40.74 50.58 51.79
SPECTRA (Ours) 96.88 98.75 86.51 85.50 98.77 98.38 72.39 73.22 81.93 79.20

L3-70B

Autoregressive 2.58 2.57 2.58 2.58 2.59 2.59 2.59 2.59 2.55 2.55
ANPD 3.97 4.19 3.86 3.72 4.72 4.75 3.77 3.59 3.14 3.03
Lookahead 6.17 6.47 3.99 3.96 6.63 6.75 3.70 3.66 4.49 4.53
SPECTRA (Ours) 6.87 7.18 5.43 5.34 7.33 7.50 5.01 4.88 5.25 5.16

L3-8B

Autoregressive 36.59 36.58 36.74 36.74 36.20 36.21 35.24 35.20 36.55 36.69
ANPD 77.21 78.76 141.89 141.36 66.31 65.57 118.47 112.95 41.77 40.20
Lookahead 94.92 97.09 136.32 135.92 89.99 90.47 133.67 133.12 56.09 55.49
SPECTRA (Ours) 103.61 105.88 142.89 142.72 92.86 93.16 143.80 142.72 61.69 60.22

Sampling (temperature=1.0)

CL-13B

Autoregressive 30.90 30.64 31.38 31.37 31.24 31.39 31.46 31.45 30.71 30.67
ANPD 35.48 34.86 33.54 32.34 32.64 34.36 31.57 30.95 70.92 65.68
Lookahead 42.54 40.74 33.79 32.49 40.25 42.17 32.02 31.19 71.50 68.46
REST 35.15 33.22 25.67 25.24 39.58 38.49 26.43 25.89 28.41 26.69
SPECTRA (Ours) 51.86 50.04 37.57 35.67 51.60 52.64 36.29 35.27 72.90 69.98

CL-7B

Autoregressive 39.60 39.58 40.85 40.87 40.05 40.10 40.81 40.81 40.49 40.50
ANPD 50.89 51.76 47.44 46.68 44.14 46.34 45.86 45.81 112.29 103.57
Lookahead 60.87 60.29 48.54 47.64 57.12 61.14 48.64 48.27 110.07 105.00
REST 48.64 46.41 35.98 35.46 53.35 52.26 37.04 36.57 39.36 36.51
SPECTRA (Ours) 71.70 71.78 55.24 52.81 67.27 69.20 54.48 52.91 112.43 108.49

L2-13B

Autoregressive 31.23 31.17 31.44 31.47 31.41 31.42 32.02 32.06 31.67 31.59
ANPD 37.53 37.94 39.11 37.99 36.79 36.75 32.97 32.71 36.91 34.34
Lookahead 47.59 47.35 41.60 41.76 46.33 46.51 37.82 37.82 47.35 45.48
REST 36.78 36.17 29.33 29.25 37.46 36.71 29.38 29.28 35.50 36.21
SPECTRA (Ours) 53.13 52.28 48.60 48.11 52.93 53.11 42.95 43.03 54.98 52.42

L2-7B

Autoregressive 39.89 39.88 40.58 40.59 40.09 40.10 40.59 40.66 40.65 40.70
ANPD 52.14 52.78 54.23 52.90 51.40 50.97 44.73 43.77 50.92 48.24
Lookahead 70.82 71.17 61.15 61.34 68.78 69.01 50.84 51.83 68.27 66.77
REST 50.35 49.99 40.19 40.09 50.86 50.06 38.94 38.18 49.12 50.54
SPECTRA (Ours) 78.46 78.74 72.13 71.68 81.71 81.76 59.77 60.09 80.21 77.00

L3-8B

Autoregressive 35.75 35.76 35.16 35.17 36.01 36.02 36.05 36.07 35.39 35.48
ANPD 44.71 43.72 69.12 66.73 51.48 51.57 68.03 64.54 40.84 39.23
Lookahead 53.05 50.57 72.68 69.11 64.59 63.79 71.88 68.90 55.46 53.74
SPECTRA (Ours) 69.50 68.92 79.88 76.53 69.09 68.62 78.99 76.69 60.33 57.69

Table 4: Micro throughput (Mic-TP) and Macro throughput (Mac-TP) across multiple tasks and models.
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GPU Method GSM8K MTBench
Mac-TP Mic-TP Mac-TP Mic-TP

A40
Autoregressive 32.66 32.66 32.14 31.66
Lookahead 48.59 48.73 49.13 47.96
SPECTRA 62.56 61.52 59.00 56.80

A6000
Autoregressive 39.15 39.17 38.78 38.24
Lookahead 58.13 58.30 58.84 57.40
SPECTRA 75.20 74.16 71.3 69.28

RTX8000
Autoregressive 34.03 34.27 34.21 34.02
Lookahead 45.25 45.42 45.73 44.16
SPECTRA 57.95 57.09 54.16 52.32

RTX3090
Autoregressive 40.67 40.76 41.17 41.22
Lookahead 53.69 53.75 53.51 52.09
SPECTRA 74.87 73.88 71.58 69.79

Table 5: Throughput results for different GPU types on GSM8K and MTBench.

performance under three distributed configurations1133

of LLaMA-2-70B: (1) 2xH100 with full precision,1134

(2) 4xH100 with full precision, and (3) 8xH1001135

with full precision. We also include a baseline1136

of 1xH100 with 8-bit quantization for memory-1137

constrained single-GPU inference. Table 6 reports1138

throughput and speedup metrics.1139

SPECTRA achieves consistent speedups of 2.00—1140

2.03× across all multi-GPU configurations while1141

maintaining a stable compression ratio (τ ) of 2.52.1142

This demonstrates robust scalability—partitioning1143

model weights introduces minimal overhead, and1144

the speculative verification process remains effi-1145

cient despite inter-GPU communication. Notably,1146

even in the quantized single-GPU setting, SPEC-1147

TRA provides a 2.43× speedup, outperforming1148

standard autoregressive decoding. These results1149

validate SPECTRA’s practicality for large-scale de-1150

ployments where memory constraints necessitate1151

distributed inference.1152

F Verifying Generation Quality with1153

SPECTRA Decoding1154

Greedy Decoding Performance. To assess the1155

quality of greedy decoding, we compare the in-1156

ference results of the LLaMA-2-7B Chat model1157

using SPECTRA Decoding against Hugging Face’s1158

standard greedy search. Our baseline consists of1159

single-precision (FP32) inference on 160 conver-1160

sational turns from the MT-Bench dataset. Under1161

FP32, SPECTRA Decoding produces identical out-1162

puts to the baseline.1163

However, when transitioning to half-precision1164

(FP16), even Hugging Face’s native greedy search 1165

generates 25 discrepancies (out of 160) compared 1166

to the FP32 baseline. SPECTRA Decoding exhibits 1167

a similar discrepancy rate (26), confirming that it 1168

maintains the output distribution within the numer- 1169

ical error margins typically observed in standard 1170

half-precision inference libraries. 1171

Sampling Decoding Performance. We also as- 1172

sess generation quality under a stochastic sam- 1173

pling setting (temperature = 1.0). As detailed in 1174

Table 7, SPECTRA Decoding produces ROUGE- 1175

1, ROUGE-2, and ROUGE-L scores on both the 1176

CNN/DailyMail (Nallapati et al., 2016) and XSum 1177

(Narayan et al., 2018) summarization datasets 1178

that are nearly identical to those of standard 1179

autoregressive sampling. At the same time, 1180

SPECTRA achieves notable speedups (1.60× on 1181

CNN/DailyMail and 1.69× on XSum) with com- 1182

pression ratios of 2.05 and 2.08, respectively. 1183

These results confirm that SPECTRA Decoding 1184

accelerates inference while preserving generation 1185

quality across diverse tasks. 1186

These findings reaffirm that SPECTRA Decoding, 1187

does not degrade generation quality compared to 1188

conventional greedy or sampling-based methods. 1189

G Token Acceptance Rate Analysis 1190

Figure 6 plots the cumulative number of accepted 1191

tokens versus decoding steps for each dataset 1192

(MT-Bench, HumanEval, MBPP, and GSM8K) us- 1193

ing LLama2-7B-chat with greedy decoding. The 1194

steeper ascent of the SPECTRA curve indicates that 1195

our method requires substantially fewer decoding 1196
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GPU & Model Setting Method MTBench
Mac-TP Mic-TP Speedup τ

1xH100 - Quantized Int8
Autoregressive 2.60 2.60 1.00 1.00
SPECTRA 6.32 6.22 2.43 2.51

2xH100 - FP16
Autoregressive 14.81 14.70 1.00 1.00
SPECTRA 29.62 28.91 2.00 2.52

4xH100 - FP16
Autoregressive 14.60 14.48 1.00 1.00
SPECTRA 29.67 28.89 2.03 2.52

8xH100 - FP16
Autoregressive 14.39 14.28 1.00 1.00
SPECTRA 29.27 28.55 2.03 2.52

Table 6: Results in multi-GPU Enviroments on GSM8K and MTBench using LLama-2-chat-70B.

Dataset Method ROUGE-1 ROUGE-2 ROUGE-L Speedup τ

CNN
Autoregressive 9.77 0.39 7.20 1.00 1.00
SPECTRA 9.74 0.41 7.18 1.60 2.05

XSUM
Autoregressive 18.12 4.36 12.43 1.00 1.00
SPECTRA 18.13 4.40 12.49 1.69 2.08

Table 7: Evaluation of SPECTRA Decoding on CNN/DailyMail and XSum using a temperature of 1.0. ROUGE
scores, speedups over autoregressive decoding, and compression ratio (τ ) are reported for LLaMA-2-7B-Chat.

steps compared to alternatives, for example, almost1197

two times shorter than ANPD. This improvement is1198

attributed to a higher token acceptance rate, which1199

in turn reduces the overall number of decoding iter-1200

ations and enhances the efficiency of the generation1201

process.1202
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Algorithm 2 Speculative Decoding (Multiple guesses and Greedy Sampling)

Given guess size K, number of guesses G, and target length T .
Given initial prompt sequence x.
while n < T do

Obtain multiple drafts Ỹ = {ỹ(1), ỹ(2), . . . , ỹ(G)}.
In parallel, compute K + 1 verification tokens y′:
for i = 1 : K do

y
′(g)
i = argmaxPM (yi | ỹ(g)i−1,x), ∀g ∈ {1, . . . , G}

end for
Identify the sequence ỹ(g

∗) with the highest token matches and the corresponding y′(g).
for t = 1 : K do

if y′(g)t = ỹ
(g∗)
t then

Set yn+t ← ỹ
(g∗)
t and n← n+ 1.

else
yn+t ← y

′(g)
t and exit for loop.

end if
end for

end while
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Algorithm 3 Greedy Verification with SPECTRA DECODING

Require: sequence x, model PM , guesses G = {gi} with i ∈ [0, G− 1]
Ensure: o {accepted tokens of length 1 to N}

1: function GREEDYVERIFICATION(x, PM ,G)
2: D ← ∅ ▷ Store the distributions
3: V ← G ▷ Store the current guesses
4: for i = 0 to G− 1 do
5: D.append(PM (g′(i), xnext|g(i), x)) ▷ Last token of x and g(i) outputs – total N distributions
6: end for
7: for i = 1 to N − 1 do
8: j ← 1
9: is_accept← 0

10: P ← D[1]i
11: while j ≤ size(V ) do
12: sj ← V [j]i
13: if sj = argmaxP then ▷ accepted, update all potential speculations and probabilities
14: o.append(sj)
15: is_accept← 1
16: Vnew, Dnew ← ∅, ∅
17: for k = j to size(V ) do
18: if sj = V [k]i then
19: Vnew.append(V [k])
20: Dnew.append(D[k])
21: end if
22: end for
23: V,D ← Vnew, Dnew
24: break
25: else ▷ rejected, go to next speculation
26: j ← j + 1
27: end if
28: end while
29: if is_accept then
30: continue
31: else ▷ guarantee one step movement
32: o.append(argmaxP)
33: break
34: end if
35: end for
36: if is_accept then
37: o.append(argmaxD[1]N )
38: end if
39: return o
40: end function
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Algorithm 4 Sample Verification with SPECTRA DECODING

Require: sequence x, model PM , guesses gi with i ∈ [0, G− 1]
Ensure: o {accepted tokens of length 1 to N}

1: function SAMPLEVERIFICATION(x, PM , g)
2: D ← ∅ ▷ Store the distributions
3: V ← G ▷ Store the current guesses
4: for i = 0 to G− 1 do
5: D.append(PM (g′(i), xnext|g(i), x)) ▷ Last token of x and g(i) outputs – total N distributions
6: end for
7: for i = 1 to N − 1 do
8: j ← 1
9: is_accept← 0

10: Pj ← D[j]i
11: while j ≤ size(V ) do
12: sj ← V [j]i
13: sample r ∼ U(0, 1)
14: if r ≤ Pj(sj) then ▷ accepted, update all potential speculations and probabilities
15: o.append(sj)
16: is_accept← 1
17: Vnew, Dnew ← ∅, ∅
18: for k = j to size(V ) do
19: if sj = V [k]i then
20: Vnew.append(V [k])
21: Dnew.append(D[k])
22: end if
23: end for
24: V,D ← Vnew, Dnew
25: break
26: else ▷ rejected, go to next speculation
27: Pj(sj)← 0
28: Pj+1 = norm(Pj)
29: j ← j + 1
30: end if
31: end while
32: if is_accept then
33: continue
34: else ▷ guarantee one step movement
35: sample xnext ∼ Pj
36: o.append(xnext)
37: break
38: end if
39: end for
40: if is_accept then
41: o.append(sample xnext ∼ D[1]N )
42: end if
43: return o
44: end function
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