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Figure 1. Overview of FreeFix. We present FreeFix, a method designed to improve the rendering results of extrapolated views in
3D Gaussian Splatting, without requiring fine-tuning of diffusion models. Experiments on multiple datasets show that FreeFix provides
performance that is comparable to, or even superior to, most advanced methods that require fine-tuning.

Abstract

Neural Radiance Fields and 3D Gaussian Splatting have
advanced novel view synthesis, yet still rely on dense in-
puts and often degrade at extrapolated views. Recent ap-
proaches leverage generative models, such as diffusion
models, to provide additional supervision, but face a trade-
off between generalization and fidelity: fine-tuning diffusion
models for artifact removal improves fidelity but risks over-
fitting, while fine-tuning-free methods preserve generaliza-
tion but often yield lower fidelity. We introduce FreeFix,
a fine-tuning-free approach that pushes the boundary of
this trade-off by enhancing extrapolated rendering with pre-
trained image diffusion models. We present an interleaved
2D-3D refinement strategy, showing that image diffusion
models can be leveraged for consistent refinement without
relying on costly video diffusion models. Furthermore, we
take a closer look at the guidance signal for 2D refine-
ment and propose a per-pixel confidence mask to identify
uncertain regions for targeted improvement. Experiments
across multiple datasets show that FreeFix improves multi-
frame consistency and achieves performance comparable
to or surpassing fine-tuning-based methods, while retain-
ing strong generalization ability. Our project page is at
https://xdimlab.github.io/freefix.

1. Introduction

Novel view synthesis (NVS) is a fundamental problem in
3D computer vision, playing an important role in advanc-

ing mixed reality and embodied artificial intelligence. Neu-
ral Radiance Fields (NeRF) [19] and 3D Gaussian Splat-
ting (3DGS) [9] have achieved high-fidelity rendering, with
3DGS in particular becoming the mainstream choice for its
real-time rendering capability. However, both methods re-
quire densely captured training images, which are often dif-
ficult to obtain, and they tend to produce artifacts at extrap-
olated viewpoints, namely those outside the interpolation
range of the training views. These limitations hinder their
use in downstream applications such as autonomous driving
simulation and free-viewpoint user experiences.

Recent work has explored addressing artifacts in ex-
trapolated view rendering with 3DGS. Existing approaches
fall into two categories: adding regularization terms during
training or augmenting supervision views using generative
models. The regularization terms are often derived from
3D priors [10, 33, 48, 50, 52], or additional sensors [21],
but they are typically hand-crafted and limited to specific
scene types. Moreover, their lack of hallucination capabil-
ity further restricts their applicability. In leveraging diffu-
sion models (DMs), some approaches fine-tune them with
paired data, e.g., by using sparse LiDAR inputs or extrap-
olated renderings with artifacts to generate refined images.
Many of these methods train on domain-specific datasets,
such as those for autonomous driving [20, 35, 36, 41],
which inevitably compromises the generalization ability of
DMs. More recently, Difix3D+ [37] fine-tunes SD Turbo
[25] on a wider range of 3D datasets, improving generaliza-
tion. However, the substantial effort required to curate 3D
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data and the high fine-tuning cost make this approach time-
consuming and expensive to extend to other DMs. An al-
ternative line of work seeks to improve extrapolated render-
ing without fine-tuning, typically by providing extrapolated
renderings as guidance during the denoising step. This pre-
serves the generalization capacity of DMs trained on large-
scale data, but such methods still lag behind fine-tuned ap-
proaches that are specifically adapted to the task.

Given the generalization—fidelity trade-off, we ask: can
extrapolated view rendering be improved with DMs with-
out sacrificing generalization? To address this challenge,
we focus on fine-tuning-free methods and enhance their ef-
fectiveness for NVS extrapolation. This is achieved with
our proposed 2D-3D interleaved refinement strategy com-
bined with per-pixel confidence guidance for fine-tuning-
free image refinement. Specifically, given a trained 3DGS,
we sample an extrapolated viewpoint, render the 2D im-
age, refine it with a 2D image diffusion model (IDMs), and
integrate the refined image back into the 3D scene by up-
dating the 3DGS before proceeding to the next viewpoint.
This interleaved 2D-3D refinement ensures that previously
enhanced views inform subsequent 2D refinements and im-
prove multi-view consistency. Importantly, we introduce a
confidence-guided 2D refinement, where a per-pixel con-
fidence map rendered from the 3DGS highlights regions
requiring further improvement by the 2D DM. This con-
trasts with previous training-free methods that rely solely
on rendering opacity, leaving the DM to identify artifact
regions on its own. While our confidence guidance could
in principle be applied to video diffusion models (VDMs),
advanced video backbones are typically more computation-
ally expensive and use temporal down-sampling, which pre-
vents the direct use of per-pixel guidance. We show that our
2D-3D interleaved optimization strategy achieves consis-
tent refined images without relying on VDMs.

Our contribution can be summarized as follows: 1) We
propose a simple yet effective approach for enhancing ex-
trapolated 3DGS rendering without the need for fine-tuning
DMs, featuring a 2D-3D interleaved refinement strategy
and per-pixel confidence guidance. 2) Our method is
compatible with various DMs and preserves generaliza-
tion across diverse scene contents. 3) Experimental results
demonstrate that our approach significantly outperforms ex-
isting fine-tuning-free methods and achieves comparable or
even superior performance to training-based methods.

2. Related Work

Numerous works have made efforts on improving quality of
NVS. In this section, we will discuss related works in NVS
and 3D reconstruction. Furthermore, we will explore efforts
that improve NVS quality by incorporating priors from ge-
ometry, physics or generative models.

Novel View Synthesis: NVS aims to generate photorealis-
tic images of a scene from novel viewpoints. Early methods
primarily relied on traditional image-based rendering tech-
niques, such as Light Field Rendering [14], Image-Based
Rendering [28], and Multi-Plane Image [30, 55]. These ap-
proaches typically interpolate between existing views and
are often limited by dense input imagery and struggle with
complex occlusions. The advent of deep learning revolu-
tionized NVS, led by two major paradigms: NeRF [19] and
3DGS [9]. NeRF implicitly represents a scene and achieves
high-quality results, but its training and rendering speeds
are slow. In contrast, 3DGS offers rapid training and real-
time rendering. However, a significant limitation of 3DGS
is the occurrence of visual artifacts in extrapolated views,
which are viewpoints far from the training data. These arti-
facts compromise the realism and geometric fidelity of the
synthesized images. Mitigating these artifacts is the focus
of this paper.

NVS with Geometry Priors: To enhance the robustness
of NVS models and reduce reconstruction ambiguity, many
works have introduced geometry priors. These priors pro-
vide key information about the scene’s 3D structure, which
can be explicitly provided by external sensors like LIDAR
or depth cameras [8, 17, 21, 23, 36, 40, 41]. Other meth-
ods utilize strong structural priors often found in real-world
scenes, such as the assumption that the ground is a flat plane
[5, 10, 52], the sky can be modeled as a dome [4, 43], or
that walls and tables in indoor scenes are predominantly or-
thogonal [48]. These structural assumptions help regular-
ize the reconstruction process. While these geometry priors
can mitigate some reconstruction challenges, they often fall
short of completely solving the artifact problem in extrap-
olated views, especially when the initial geometric prior is
itself inaccurate.

NVS with Generative Priors: Generative priors lever-
age pre-trained generative models to assist NVS tasks, par-
ticularly when dealing with data scarcity or missing in-
formation. Early works explored using Generative Ad-
versarial Networks (GANs) to improve rendering quality
[24, 26, 39], where the GAN’s discriminator ensured the
local realism of synthesized images. More recently, DMs
[11-13,22,31, 32, 34, 42] have gained prominence for their
powerful generative capabilities. Their application in NVS
falls into two main categories. The first involves fine-tuning
a pre-trained DM, which has learned powerful priors from
datasets [35, 37, 38, 41, 47, 49, 54]. This process adapts the
model’s knowledge to scene-specific appearances but can
be computationally expensive and time-consuming. The
second category, which aligns with our proposed method,
leverages a pre-trained DM as a zero-shot prior without
fine-tuning. The key challenge here is determining what
part of the rendered image should be used as guidance for
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Figure 2. Method. FreeFix improves the rendering quality of extrapolated views in 3DGS without fine-tuning DMs, as illustrated in the
bottom left of the pipeline. We propose an interleaved strategy that combines 2D and 3D refinement to utilize image diffusion models for
generating multi-frame consistent results, as shown at the top of the pipeline. In the 2D refinement stage, we also introduce confidence
guidance and overall guidance to enhance the quality and consistency of the denoising results.

the DM, and how to maintain multi-view consistency. Us-
ing the opacity channel of the rendered image as guidance
is a common but often crude solution [16, 45, 46], as areas
with high opacity can still be artifacts. Additionally, ensur-
ing consistency across different novel views using IDMs is
a critical problem. While VDMs [11, 31, 32, 42] can inher-
ently handle this, they are often computationally heavy and
not suitable for all applications.

3. Method

The FreeFix pipeline is illustrated in Fig. 2. In this section,
we will first define our task and the relevant notations in
Sec. 3.1. Next, we will introduce the interleaved refinement
strategy for 2D and 3D refinement in Sec. 3.3. Finally, we
will discuss the guidance utilized in diffusion denoising in
Sec. 3.4.

3.1. Preliminaries

Task Definition: In the paper, we focus on the task of
refining existing 3DGS. Specifically, given a 3DGS model
Ginir reconstructed from sparse view or partial observations
Sirain = {(VE, ), (VE T, ..., (VE, IE)}, artifacts tend to
appear on the rendering results 7(V¢; i), which are ren-
dered from a continuous trajectory consisting of m extrap-
olated views Ty = {V§, V5, ..., V5 }. Our objective is to
fix these artifacts in the extrapolated views and refine the
initial 3DGS into Gefinea. The extrapolated view rendering
results from the refined 3DGS, 7(V¢; Grefinea), are expected
to show improvements over the initial 3DGS results.

3D Gaussian Splatting: 3D Gaussian Splatting defines 3D
Gaussians as volumetric particles, which are parameterized
by their positions i, rotations q, scales s, opacities 7, and

color c. The covariance ¥ of 3D Gaussians is defined as
3 = RSSTRY, where R € SO(3) and S € R3*3 rep-
resent the matrix formats of q and s. Novel views can be
rendered from 3DGS as follows:

1 _
a; = i exp[—5 (P — 1) T2 (P — )
N i—1

m(V;G) = Z aie; [ [(1 =)

J
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Note that c; can be replaced as other attributions to ren-
der additional modalities. For example, 7(V;(G,d;)) =
Zil\il a;d; H;_l (1 — ;) denotes the rendering of a depth
map, where d; represents the depth of each Gaussian rela-
tive to viewpoint V.

Diffusion Models: DMs generate a prediction Zg ~ Dyusa
that aligns with real-world distribution through iterative
denoising. Specifically, the input of DMs is pure noise
e ~ N(0,1) or real world data with added noise x; =
(1 — 0)xo + oe. DMs utilize a learnable denoising model
Fy to minimize the denoising score matching objective:
Zi‘g = Tt — O'th(l't,t)

2
The next step denoising input x;_1 is derived as follows:

3)

The denoising step iterates until the prediction zy is ob-
tained.

3.2. Method Overview

DMs are powerful tools for improving 3D reconstruction
results due to their ability to hallucinate contents. VDMs

Exoe.tlllzo — #5[3]

i1 = x¢ + (0p—1 — 0¢)Fo(ay, t)
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Figure 3. Masks Comparison. We aim to generate masks for
guidance during denoising to fix artifacts in rendered RGBs. (a)
Rendered opacity maps do not account for the presence of arti-
facts. (b) Uncertainty Masks are aware of artifacts; however, due
to their numerical instability, the volume rendering processing can
be overwhelmed by low-opacity Gaussians with large uncertain-
ties. (¢) The certainty mask we propose is numerically stable and
robust against various types of artifacts.

are widely used for improving 3DGS [9] because of the in-
herent capability to apply attention across frames, ensuring
multi-frame consistency. However, the temporal attention
mechanism also introduces a computational burden, which
also limits the output length of VDMs, as the computation
complexity is quadratic in relation to the sequence length.
Furthermore, recent advanced VDMs [11, 31, 42] utilize 3D
VAE as their encoder and decoder, which performs tempo-
ral down-sampling, making it challenging to apply per-pixel
confidence guidance.

Due to the above reasons, we select IDMs as the back-
bone in FreeFix. However, most existing IDMs are not de-
signed for the novel view synthesis task and do not take
reference views as input. [P-Adapter [44] accepts image
prompts as input, but it is intended for style prompts rather
than novel view synthesis. Directly applying IDMs can lead
to inconsistency across frames and finally result in blurri-
ness in refined 3DGS. To tackle the problem, we propose an
interleaved refining strategy, multi-level confidence guid-
ance, and overall guidance.

3.3. Interleaved Refinement Strategy

2D Refinement: As mentioned in Sec. 3.1, the trajectory
of extrapolated views 7., = {V§, V5§, ..., V5 } in our task
definition is intended to be continuous. This continuous tra-
jectory setting ensures that adjacent views Vy and V¢, | un-
dergo only small transformations. A naive approach to keep
consistency would be warping pixels from V¢ to V¢, | and

using DMs for inpainting. However, both rendered depth
and predicted depth are not reliable for warping. Instead, we
propose an interleaved refining strategy to enhance multi-
view consistency.

Specifically, the refining process is interleaved and in-
cremental along the trajectory 7. Given the current
view V¢, the current 3DGS G;_; and rendered image
ff = w(V¢Gi—1), we utilize denoising with guid-
ance, as discussed in Sec. 3.4, to obtain the fixed im-
age ff /. We also maintain a fixed image set F;_1 =
{Ve,201), ve, 709, ..., (Ve |, Z59)}. We refine the
current 3DGS G;_1 to G; by using the training set S¢qin,
the previous refined view set F;_; and the current refined
image 75/

3D Refinement: The supervision during 3D Refinement
for G; comes from current refined view (Vf,i'f f ), Fic1
and Sirqin. The detailed sampling strategy for training is
illustrated in the supplements.

The generated results do not guarantee 3D consistency
with training views, so we employ a smaller training loss
for the generated views to prevent inaccurately generated
areas from distorting 3D scenes. Additionally, the gener-
ated results exhibit slightly color bias compared to training
views, which are often difficult for humans to distinguish.
However, when applying the interleaved refining strategy,
these slight color biases will accumulate, which may lead
to a blurry and over-gray effect. We implement a simple yet
efficient technique similar to [53] to tackle the problem. For
each generated view, we define two optimizable affine ma-
trices Ay € R3*3 and A, € R3*!. The rendering results
used for computing the training loss are applied to these
affine matrices to avoid learning color bias:

jel Z.Af Xfe+Ab
L= (1= =T ||y + \SSIM(Z , Z%7)  (4)

3.4. Denoising with Guidance

Given the rendered results of an extrapolated view, even
though the image contains artifacts, most areas can still be
regarded as photo-realistic rendering results. These regions
with relatively high fidelity can provide essential informa-
tion for generating an image free of artifacts, while main-
taining almost the same content.

Experiments in Difix3D+ [37] have demonstrated that
adding noise to images with artifacts and directly apply-
ing denoising using DMs can effectively remove these arti-
facts; however, the strength of the added noise is quite sen-
sitive. For regions with significant artifacts, a larger scale
of noise is needed to repaint those areas, while a smaller
scale of noise is sufficient for areas with minimal artifacts.
Although it may seem intuitive to apply different levels of
noise to different regions, this approach does not align the
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Figure 4. Multi-Level Certainty Masks. FreeFix employs mul-
tiple v. to obtain multi-level certainty masks as guidance. Each
level of mask guides a different stage of denoising. A small ~.
with high overall certainty is used for the early stages of denoising,
while a large +. which offers greater accuracy, is applied during
the later stages of denoising.

data distribution of DMs. Instead, employing guidance dur-
ing the diffusion denoising step is more practical and has
been widely adopted in [16, 45].

Confidence Map: Utilizing appropriate guidance is an
effective method for generating high-fidelity images while
preserving accurate rendering results. However, current
approaches that use warp masks or rendering opacities as
guidance weights do not account for the presence of arti-
facts. For example, as illustrated in Fig. 3 (a), even when
severe artifacts are present, the rendering opacities remain
high, indicating that these artifacts continue to act as strong
guidance during the denoising process. To tackle this issue,
we propose utilizing confidence masks as guidance weights,
as shown in Fig. 3 (c). The confidence scores are derived
from Fisher information, which is also referenced in [0, 7].
Specifically, Fisher information measures the amount of in-
formation that the observation (z,y) carries about the un-
known parameters w that model p(y|z; w). In the context
of novel view synthesis, Fisher information can be defined
as:

pr(r(V;:G)V;G) S

where V and G represent viewpoint and 3DGS respectively,
while 7(V; G) denotes the volume rendering results at the
specific view V.

The negative log likelihood of Fisher information in
eq. (5), which serves as the uncertainty év;g of G at view
V), can be approximately derived as a Hessian matrix, the
detailed derivation can be found in the supplementary ma-

terials:

Cv.g = —logps(7|V; G)
=H [r|V; (]
= Vgr(V;G)"Vgn(V;G) (6)

[6, 7] renders the attribute Cy.g in volume rendering to
obtain the uncertainty map. However, uncertainty is not
a numerically stable representation, as its value can range
from [0, +00). As illustrated in Fig. 3 (b), the numeric in-
stability of uncertainty may render an inaccurate uncertainty
map. This often occurs when there are Gaussians with low
opacity and high uncertainty, which can overwhelm the vol-
ume rendering. Instead, we use the complementary value as
guidance, certainty Cy,g, also referred to as confidence in
this paper, which has a stable numeric range of [0, 1]. The
certainty C; is defined as:

Cig = exp[—7Cyg] @)

where . is a hyperparameter. When 7. = 1, we actually
use the original Fisher information as the confidence. When
render Cy,g with hyperparameter as an attribute in 3DGS,
and multiply with rendered opacity M, we obtain the con-
fidence map M

M*=7(V; (G, a))
Mg =m(V5(G,Cyig)) © M® ®)
Multi-Level Confidence Maps: As shown in Fig. 4, v, is
a hyperparameter that controls sensitivity to artifacts when
rendering confidence maps. The larger the value of ~,,
the more sensitive the rendered confidence map becomes
to artifacts. Selecting a single appropriate 7. is not trivial.
Therefore, we apply multi-level confidence maps as guid-
ance. Since DMs generate a coarse structure of image rather
than detailed appearance in the early denoising stages [27],
we provide M v.g With a small 7. to offer more compre-
hensive guldance In the later denoising stages, DMs tend
to generate detailed appearances, so we provide /\/l Vg With
a large 7. to ensure that the guidance is sufﬁc1ently accu-
rate.

Confidence Guidance: Given the rendered image jv;g
and the corresponding confidence map ;’;;g, we can pro-
vide denoising guidance to DMs. We denote the rendered
image after VAE encoding as ), and the resized confidence
map that aligns with the shape of the latent space as M*®. As
illustrated in eq. (2), the predicted xf, at ¢ timestep is given
by x; — 0¢Fg (x4, t). We guide the model prediction as xf)’g
by blending the rendered image using confidence mask:

25 = MC @ af + (1 — M) © ©)
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Figure 5. Qualitative Comparisons on LLFF [18] and Mip-NeRF 360 [1]. FreeFix demonstrates state-of-the-art performance on these

two datasets.

However, the input for the next denoising step cannot be
directly obtained using eq. (3) since the model prediction
x} has been changed. Instead, we derive the new z;_; by
solving the following equations:

w1 = 20 + 0y—1Fg (4, 1)
2t + (0p—1 — 01)Fo(x, t) (10)

Tt—1

. . t .
The representation of x;_; derived from xo’g and x; is:

Ot—1 Ot—1 — 0t g4
Ty = Ty — Tg (11)
Ot Ot

Overall Guidance:  Although the interleaved refining
strategy provides higher fidelity rendering results and en-
sures that the rendering is more consistent with the gener-
ated content, using IDMs may still encounter issues of in-
consistency in areas with low confidence. Particularly in
regions with weak textures like ground and sky, the confi-
dence map tends to be low, and allowing denoising to pro-
ceed freely in these areas can result in high inconsistency
and blurriness in 3DGS. To address this issue, we propose
an overall guidance approach, which combines confidence
guidance in the very early stages of denoising to provide
structural hints for the images. The combination of certainty

and overall guidance is defined as follows:

:c(t)’g =M O ap+
(1— M) @ (BM x4+ (1 — BM™)zl)  (12)

where (3 is a hyperparameter that controls the strength of the
overall guidance.

4. Experiments

Datasets: We conduct a series of experiments to evaluate
the performance of FreeFix across multiple datasets with
varying settings. We select LLFF [18] as the evaluation
dataset for forward-facing scenes, Mip-NeRF 360 [1] for
object-centric scenes, and Waymo [29] for driving scenes.
For the LLFF and MipNeRF datasets, which contain rela-
tively dense captured images, we select sparse or partially
observed views as the training set and choose an extrap-
olated view trajectory that is distant from the views in the
training set. The Waymo dataset only provides captured im-
ages from a single pass down the street, making it relatively
sparse. We only utilize the front cameras as the training set
and then translate or rotate the training cameras to create the
test views. Details on the design of the training and testing
views are provided in the supplementary materials.




LLFF [18] Mip-NeRF 360 [1]  Waymo [29]

PSNR1 SSIM{ LPIPS| PSNRT SSIM{ LPIPS, KD DM Type w/o Finetune Only RGBs 3D Render

3DGS [9] 18.10 0.633 0.265 21.83 0.643 0.239 0.155 N/A N/A v v
FreeFix + SDXL 19.93 0.695 0.237 22.68 0.685 0.213 0.150 Image v v v
FreeFix + Flux 20.12 0.700 0.221 23.02 0.689 0.208 0.147 Image (4 v (4
ViewExtrapolator [16] 18.27 0.614 0.338 20.84 0.591 0.332 0.180 Video (4 v v
NVS-Solver [45] 11.99 0.351 0.560 1245 0.266 0.631 0.289 Video (4 v X
Difix3D+ [37] 18.86 0.658 0.239 2243 0.661 0.210 0.143 Image X v v
StreetCrafter [41] N/A N/A N/A N/A N/A N/A 0.157 Video X X v

Table 1. Quantitative Comparison with Baselines. FreeFix demonstrates superior performance among baselines without fine-tuning.
Compared to models that require fine-tuning, FreeFix providing better results on LLFF and Mip-NeRF 360, while achieving comparable

performance on Waymo. First , second , and third performances in each column are indicated by their respective colors.

FreeFix + SVD

FreeFix + Flux

VE [16] + SVD

Figure 6. Qualitative Ablation on Diffusion Models Selection.
FreeFix + Flux yields results with higher fidelity than FreeFix +
SVD. Additionally, the improved results of FreeFix + SVD com-
pared to ViewExtrapolator + SVD highlight the effectiveness of
confidence guidance.

Model Settings and Baselines: FreeFix utilizes two pow-
erful IDMs as its backbone: SDXL [22] and Flux [12], to
showecase the capabilities of our method. For baseline selec-
tion, we consider various methods with different settings.
For fine-tuning-free methods, we select ViewExtrapolator
[16], and NVS-Solver [45] as the baseline. While ViewEx-
trapolator refines 3DGS with generated views like ours,
NVS-Solver employs VDMs as the final renderer, without
using 3D renderers, which consumes more computational
resources during rendering. For methods that require fine-
tuning of DMs, we choose Difix3D+ [37] and StreetCrafter
[41] as baselines. StreetCrafter focuses on urban scenes and
requires both LiDAR and RGB observations as input, while
Difix3D+ is more generalizable and only requires RGB im-
ages. For all methods with a 3D renderer, we apply nearly
the same 3D refining steps, ensuring that there are sufficient
refining steps for the models to converge.

Evaluation Metrics: For the experiments on LLFF and
MipNeRF, we adopt the most common settings for quanti-
tative assessments, which include the evaluation of PSNR,
SSIM, and LPIPS [51]. In the case of the Waymo dataset,
where no ground truth is available for the test images, we
utilize KID [2] for quantitative assessments.

4.1. Comparison with Baselines

We evaluate FreeFix using SDXL [22] and Flux [12] as
the diffusion backbone on the LLFF, Mip-NeRF 360, and
Waymo datasets. This includes a quantitative comparison
in Tab. | and qualitative comparisons in Fig. 5 and Fig. 7
against baseline methods. Although FreeFix utilizes only
IDMs as the backbone and does not require fine-tuning of
the DM, it still demonstrates performance that is compa-
rable to, or even surpasses, methods that use VDMs or re-
quire fine-tuning, both in quantitative and qualitative assess-
ments.

Specifically, ViewExtrapolator [16], which uses opacity
masks as guidance, shows slight improvements in LLFF, al-
though the improvement is less significant compared to our
confidence-guided solution. Moreover, it fails to provide
improvements in Mip-NeRF 360 and Waymo. This is due
to the fact that ViewExtrapolator uses the nearest view from
a set of training views as the reference view to generate the
test views in a video diffusion model. While using the near-
est training view as the reference view in SVD performs
well in the forward-facing scenes in LLFF, where the test
views are closer to the training views, this is usually not the
case for Mip-NeRF 360 and Waymo, hence ViewExtrapo-
lator yields degraded performance.

Difix3D+ demonstrates the most generalizability and
powerful performance across our baselines. FreeFix sur-
passes Difix3D+ [37] in LLFF and Mip-NeRF 360, while
providing comparable performance in Waymo. We attribute
this to the generalizability of DMs. Although Difix3D+ is
finetuned on DLV3D [15] and may have encountered simi-
lar scenes to those in LLFF and Mip-NeRF 360, the domain
gap between datasets still weakens the generalizability of
Difix3D+. In contrast, our method maintains the original
generalizability of DMs learned from web-scale datasets.
Regarding the Waymo dataset, Difix3D+ is fine-tuned on a
large-scale in-house driving dataset, where driving scenes
are highly structured and exhibit relatively small inter-class
differences, making them easier for models to learn.
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Figure 7. Qualitative Comparisons on Waymo [29]. FreeFix provide superior performance compared to ViewExtrapolator and
StreetCrafter, and is comparable to Difix3D+ in the Waymo dataset. In some cases, FreeFix refines the scene even better than Difix3D+.

StreetCrafter [41] is tailored for urban scenes and re-
quires LiDAR as input; for this reason, we only conduct
experiments with this model on the Waymo dataset. In con-
trast to the original setting in StreetCrafter, our setup only
provides the front camera to color the LiDAR points, which
highlights the limitations of StreetCrafter in this context.
NVS-Solver produces less satisfying results compared to
other methods, which may be attributed to inaccurate depth
estimation and warping results. We provide NVS-Solver re-
sults in supplementary materials.

Please note that we compute the average score across
scenes for each dataset. We provide a quantitative compar-
ison for each scene, along with additional qualitative com-
parisons in the supplementary materials.

4.2. Ablation Study

Image Diffusion Models vs Video Diffusion Models:
FreeFix can also be applied to VDMs without temporal
down-sampling, such as SVD [3]. Although SVD offers in-
herent consistency across frames, it suffers from blurriness
compared to more advanced IDMs. We conduct an abla-
tion study on the scene from MipNeRF-360/Garden to pro-
vide quantitative and qualitative comparisons in Tab. 2 and
Fig. 6. Additionally, we include the results from ViewEx-
trapolator [16] on the same scene. While ViewExtrapolator
also uses SVD as its backbone, it employs an opacity mask
as guidance, which disentangles the effects of the differ-
ences in diffusion model backbones and helps demonstrate
the effectiveness of our confidence guidance.

Effectiveness of Interleaved 2D-3D Refinement: The in-
terleaved refining strategy, confidence guidance, and overall
guidance are crucial for ensuring that the generation aligns
with the original scenes and enhances consistency across
frames. We conduct an ablation study of these modules on
the scene from MipNeRF-360/Garden, as shown in Tab. 3.
We perform experiments starting from a raw Flux model,
which we slightly modify to function as an image-to-image

StreetCrafter [41]

Difix3D+ [37] FreeFix

PSNRt SSIM{T LPIPS] Guidance
3DGS 18.38 0.415 0.357 N/A
VE [16] + SVD 17.86 0.409 0.505 Opacity
FreeFix + SVD 19.03 0.453 0.331 Certainty
FreeFix + SDXL 19.41 0.517 0.294 Certainty
FreeFix + Flux 19.72 0.520 0.287  Certainty

Table 2. Quantitative Ablation on Diffusion Models Selection.

PSNRT SSIM{ LPIPS]

Raw Flux [12] 19.23 0.390 0.389
+ Confidence Guidance 19.32 0.435 0.349
+ Interleave Strategy 19.65 0.517 0.293
+ Overall Guidance 19.72 0.520 0.287

Table 3. Ablation Study on Modules of FreeFix. We incorporate
each module from the raw Flux model to illustrate its necessity.

model. We progressively add components from FreeFix to
demonstrate the necessity of these techniques.

5. Conclusion

In this paper, we present FreeFix, a method for fixing ar-
tifacts and improving the quality of 3DGS without fine-
tuning DMs. FreeFix demonstrates state-of-the-art perfor-
mance across various datasets and possesses strong capa-
bilities for deployment with future, more advanced DMs.
However, FreeFix still has certain limitations. It may en-
counter failure cases when extrapolated views lead to exces-
sive artifacts with minimal credible guidance. Additionally,
the updating process for 3DGS is relatively slow and chal-
lenging to converge over dozens of refining steps. These
challenges suggest opportunities for future work on design-
ing more robust and efficient methods for integrating 3D
reconstruction with 2D generative models.
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