
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

ATTENTION AS A COMPASS: EFFICIENT EXPLORATION
FOR PROCESS-SUPERVISED RL IN REASONING MOD-
ELS

Anonymous authors
Paper under double-blind review

ABSTRACT

Reinforcement Learning (RL) has shown remarkable success in enhancing the
reasoning capabilities of Large Language Models (LLMs). Process-Supervised RL
(PSRL) has emerged as a more effective paradigm compared to outcome-based
RL. However, existing PSRL approaches suffer from limited exploration efficiency,
both in terms of branching positions and sampling. In this paper, we introduce a
novel PSRL framework (AttnRL), which enables efficient exploration for reasoning
models. Motivated by preliminary observations that steps exhibiting high attention
scores correlate with reasoning behaviors, we propose to branch from positions with
high values. Furthermore, we develop an adaptive sampling strategy that accounts
for problem difficulty and historical batch size, ensuring that the whole training
batch maintains non-zero advantage values. To further improve sampling efficiency,
we design a one-step off-policy training pipeline for PSRL. Extensive experiments
on multiple challenging mathematical reasoning benchmarks demonstrate that our
method consistently outperforms prior approaches in terms of performance and
sampling and training efficiency.

1 INTRODUCTION

Large Language Models (LLMs) have achieved remarkable progress in recent years (OpenAI,
2023; Hurst et al., 2024; Anthropic, 2023), particularly in their reasoning capabilities (OpenAI,
2024; DeepSeek-AI et al., 2025). With the success of DeepSeek-R1 (DeepSeek-AI et al., 2025),
Reinforcement Learning with Verifiable Rewards (RLVR) has emerged as an effective post-training
paradigm for further strengthening the reasoning abilities of LLMs (Shao et al., 2024; Zeng et al.,
2025; Luo et al., 2025; Yu et al., 2025; Liu et al., 2025d; Hu et al., 2025; He et al., 2025a; An et al.,
2025; Zhang et al., 2025a; Wang et al., 2025; Zheng et al., 2025a).

Common RLVR approaches, such as Group Relative Policy Optimization (GRPO) (Shao et al., 2024)
and its variants (Yu et al., 2025; Liu et al., 2025d; Yue et al., 2025), assign uniform training signals to
all tokens within the same response, thereby overlooking fine-grained reasoning quality. In contrast,
Process-Supervised RL (PSRL) methods refine credit assignment with Monte Carlo (MC) sampling
to estimate step-level advantages (Hou et al., 2025; Guo et al., 2025; Yang et al., 2025b; Zheng et al.,
2025b; Li et al., 2025). However, existing PSRL methods suffer from several limitations: (1) they
segment responses by fixed token length or entropy, ignoring the semantic meaning of model outputs;
(2) they adopt uniform sampling across prompts and responses, leading to inefficient exploration; (3)
they typically rely on two-step sampling per update, which significantly increases computational cost.

To overcome these limitations, we introduce AttnRL, a novel PSRL framework that improves both
exploration and training efficiency. Our approach is motivated by the observation that attention scores
serve as a meaningful metrics for identifying important reasoning behaviors in the model output.
We therefore introduce an attention-based branching strategy for Monte Carlo sampling. To further
enhance efficiency, we design an adaptive sampling mechanism that prioritizes difficult problems
while filtering easier ones, and an adaptive batch sampling strategy that guarantees non-zero advantage
values across batches. The experimental results on mathematical reasoning tasks demonstrate that
AttnRL outperforms strong outcome-based and process-based baselines with great efficiency.

The contributions of this work can be summarized as follows:

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

• We analyze the relationship between attention scores and reasoning behaviors, and propose
attention-based branching method for PSRL.

• We develop an adaptive sampling mechanism that balances exploration across problems of
varying difficulty and ensure valid training batches without zero advantage values.

• Empirical results on six mathematical benchmarks demonstrate the superiority of our method
beyond the baselines in both performance and efficiency.

2 PRELIMINARIES

2.1 LLM REASONING AS A STEP-LEVEL MARKOV DECISION PROCESS

Following Sutton & Barto (2018); Zhang et al. (2025b), we formulate LLM reasoning as a Markov
Decision Process (MDP) defined by the tuple (S,A,P,R, γ), where S is the state space, A is the
action space, P : S × A 7→ S is the transition dynamics, R : S × A 7→ R is the reward function,
and γ ∈ [0, 1] is the discount factor. In the LLM setting with a prompt dataset D, the initial state is
s1 = q ∼ D. The state transition is deterministic, since the next state is formed by concatenating the
current state with the generated action: sk+1 = [sk, ak], where [·, ·] denotes string concatenation. For
process-level supervision of LLMs (Zhang et al., 2025b; Liu et al., 2025b), actions are defined at the
step level, where each action at corresponds to a semantically coherent segment such as a sentence or
a paragraph, rather than a single token. In this paper, we adopt this step-level MDP formulation.

2.2 OUTCOME-SUPERVISED AND PROCESS-SUPERVISED RL

Outcome-Supervised RL. Group Relative Policy Optimization (GRPO) (Shao et al., 2024) is an
Outcome-Supervised RL (OSRL) method that eliminates the need for an explicit critic model by
estimating the advantage using the rewards {R1, · · · , RG} of G sampled rollouts {o1, · · · , oG}. The
normalized advantage is computed as Âi,t =

Ri−mean({Ri}G
i=1)

std({Ri}G
i=1)

. The GRPO objective is then given
by:

JGRPO(θ) = Eq∼D,{oi}G
i=1∼πθold (·|q) 1

G

G∑
i=1

1

|oi|

|oi|∑
t=1

(
min

(
ri,t(θ)Âi,t, clip

(
ri,t(θ), 1− ε, 1 + ε

)
Âi,t

)
− βDKL(πθ∥πref)

) ,

(1)
where ri,t =

πθ(oi,t|q,oi,<t)
πθold (oi,t|q,oi,<t)

is the importance sampling ratio, and β controls the strength of the KL
divergence penalty that regularizes the policy towards the reference policy πref.

Process-Supervised RL. For PSRL, the sampling process usually includes two stages: (1) Initial
Sampling: Sample multiple responses to the problem; (2) Monte Carlo Sampling: Select several
tokens as division points and rollout twice starting from these branching positions (Hou et al., 2025;
Guo et al., 2025; Yang et al., 2025b). In this paper, we follow the setting of TreeRL (Hou et al., 2025),
which proposes a tree-based advantage estimation method. For each node, the value is computed as
the average accuracy of its all children:

V (sk) =
1

|L(sk)|
∑

l∈L(sk)

1(l is correct), (2)

where L(sk) denotes the children of node sk. The final advantage is the summation of global
advantage (V (sk)− V (s1)) and local advantage (V (sk)− V (p(sk)):

Âi,k =
1√

|L(sk)|

(
V (sk)− V (s1)︸ ︷︷ ︸

global advantage

+V (sk)− V (p(sk))︸ ︷︷ ︸
local advantage

)
, (3)

where
√
|L(sk)| is used to reduce the optimization strength of the non-leaf steps to prevent overfit-

ting (Hou et al., 2025) and p(sk) is the parent node of sk. Then the policy is optimized using the loss
function in equation 1, which is the same as that of OSRL but differs at the advantage granularity.
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2.3 ATTENTION MECHANISM

Modern LLMs are typically decoder-only Transformer-based architectures (Vaswani et al., 2017;
Yang et al., 2024; 2025a), and the core operation inside each Transformer block is the (masked)
self-attention mechanism. For a given layer l and head h, the model first computes query Ql,h, key
Kl,h and value matrices. Then the attention score α is computed as:

αl,h = softmax

(
Ql,hKl,h⊤

√
dk

+ mask
)
, (4)

where dk is the per-head dimensionality. In vanilla causal attention, attention mask blocks access to
all future tokens by assigning them −∞, while past and current tokens remain unmasked with 0.

3 METHOD

In this section, we present AttnRL, an exploration-efficient method for process-supervised RL. We
begin by examining the role of massive attention values and how they can be leveraged to identify
branching points via attention scores to explore at important branches (Section 3.1). To enable
more efficient exploration, we propose an adaptive sampling strategy that avoids oversampling
easy problems and ensures each training batch contains only samples with non-zero advantage
(Section 3.2). Finally, we introduce our efficient training pipeline based on one-step off-policy
learning (Section 3.3).

3.1 BRANCHING AT MASSIVE ATTENTION VALUES

Prior work has demonstrated that massive attention values in self-attention mechanisms play a critical
role in contextual knowledge understanding (Jin et al., 2025), as they highlight tokens most relevant
for answering questions. Motivated by this insight, we investigate two key questions: (1) Do massive
attention values consistently appear in complex reasoning tasks? (2) What impact do these massive
attention values have, and how can they be effectively utilized in RL training?

3.1.1 MASSIVE ATTENTION VALUES IN LLMS

Step 1: Segmenting and computing step-level attention scores. Following prior work on process
supervision (Wang et al., 2024a; Liu et al., 2025b), we first segment the entire response into multiple
steps using two consecutive line breaks (“\n\n”), yielding Tk steps: o = (o1, o2, . . . , oTk

). Next,
we extract token-to-token attention scores via a single forward pass. By aggregating these scores
at the step level, we obtain step-to-step attention matrices αl,h ∈ RTk×Tk , where αl,h

j,k denotes the
attention weight of step j attending to step k at layer l and head h.

Step 2: Computing the Forward Context Influence (FCI) score. To quantify the influence of a
given step on subsequent tokens, we define the Forward Context Influence (FCI) score at layer l and
head h by summing the attention scores over the subsequent steps:

yl,hk =

Tk∑
j=k+∆

αl,h
j,k, (5)

where ∆ is a hyperparameter that restricts the scope to sufficiently distant parts of the response, set to
4 following Bogdan et al. (2025). We then aggregate across layers and heads by taking the maximum
value:

yk = max
l,h

{yl,hk }. (6)

The resulting FCI score yk captures the degree to which step k influences the downstream context at
the attention level. An illustrative visualization of steps with large FCI values is provided in Figure 1.
From this figure, we can see that most steps with high FCI scores or peak FCI values are related to
reasoning behaviors, such as planning and self-verification (Bogdan et al., 2025). The full response
are listed in Table 5 in Appendix C.
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Figure 1: The visualization of steps with high FCI scores. The words in red denote reasoning
behaviors.

3.1.2 THE EFFECTS OF STEPS WITH HIGH FCI SCORES

After identifying and qualitatively analyzing steps with high FCI scores, we conduct quantitative
experiments to examine the impact of disrupting attention values on performance. Specifically, we
select a step either (1) randomly from the top 20% of steps ranked by FCI scores (denoted as “Top
20%”) or (2) randomly from the remaining steps (denoted as “20%–100%”). For the chosen step,
we set its corresponding attention values to zero. We hypothesize that disrupting attention at key
steps (with high FCI scores) will cause greater performance degradation compared to disrupting other
steps. We test this hypothesis on AIME24 (MAA, 2024) using DS-R1-Distill-Qwen-1.5B, with each
problem sampled four times. The results shown in Figure 2(a) confirm that disrupting top 20% steps
leads to a significant drop in accuracy. Furthermore, we investigate the effect of disruption position.
We divide the disruption positions relative to the original response length into five uniform bins. As
shown in Figure 2(b), accuracy exhibits an increasing trend as the disruption position moves later in
the sequence, indicating that disruptions at earlier positions have a larger negative impact on final
performance.
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(a) Accuracy of different disruption types
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(b) Accuracy of different disruption positions

Figure 2: Disruption results on AIME24.

3.1.3 ATTENTION-BASED TREE BRANCHING

Based on the analysis in Section 3.1.1 and 3.1.2, we have identified that steps with high FCI scores
are related to reasoning behaviors and have strong influences on the the reasoning performance. Now
we propose Attention-based Tree Branching (ATB), which builds the branches of the tree at steps
with high FCI scores.
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Specifically, we compute the FCI score for each step using equation 6 after initial sampling to
enable effective exploration. We then select the top 20% of the steps with the highest FCI scores for
branching:

C = {k | k ≥ Quantile(y1, . . . , yTk
, ρ)}, (7)

where ρ = 0.2 is the quantile level. However, randomly selecting steps with high FCI scores as
branching points can be suboptimal, as misleading initial steps may lead the reasoning process in
incorrect directions and we have found that earlier steps have more influence on the final result.
Similar phenomenons have also been found in Wen et al. (2025), which identifies these as “Tunnel
Vision”. To mitigate this, we select the top N (N = 2 following Hou et al. (2025)) earliest steps from
C as branching points, ensuring that diverse reasoning paths are explored through attention-based
branching.

3.2 ADAPTIVE SAMPLING

3.2.1 DIFFICULTY-AWARE EXPLORATION

Attention-based Filtering. Previous PSRL approaches explore all problems uniformly (Hou et al.,
2025), which is highly inefficient. In particular, problems that are easy (i.e., achieving an accuracy of
100% at initial sampling) have a high probability (about 70% - 80%, shown in Figure 5(a)) of being
correct at both sampling stages, leading to limited learning opportunities.
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Figure 3: Average FCI scores of all
problems during the training process of
TreeRL on DeepScaleR dataset. “In-
valid” means that the advantage is zero
for all responses of that problem.

To address this, we propose an attention-based filtering
method to identify problems that are too easy to sample
an incorrect response. We compute the average massive
attention values for all problems in the DeepScaleR (Luo
et al., 2025) dataset. As shown in Figure 3, we empiri-
cally find that, for problems whose initial samples are all
correct, if they have lower attention values, they will tend
to have zero advantage values, indicating that all samples
are correct. Therefore, we filter out problems with low
attention values and only retain those with attention values
above the average attention values:

DMC = {q | 1

G

G∑
i=1

1

Ti,k

Ti,k∑
k=1

yi,k ≥ mean value}, (8)

where yi,k is the attention score for the k-th step in prob-
lem i.

Difficulty-aware Expansion. After attention-based fil-
tering, we expand different number of trees according to problem difficulty since it is more difficult
to rollout correct responses for hard problems. Let the difficulty score be zn = 1

G

∑
i 1(oi is correct).

Then the number of trees expanded for each problem M is determined by the difficulty score:

M = Round(exp(−zn)×M ′), (9)

where Round(·) denotes rounding to the nearest integer and M ′ denotes original tree numbers and is
set to 6 following Hou et al. (2025).

3.2.2 ADAPTIVE BATCH SAMPLING

After initial sampling and MC sampling, a large proportion of responses contribute nothing to training
because their advantages are zero (detailed in Figure 5(b)). To ensure that each training batch remains
effective, we introduce an adaptive batch size mechanism.

Let the target training batch size be B′, valid training batch size at step m be B′′
m, and the sampled

prompt batch size at step m be Bm. The sampling batch size at step m is updated as:

Bm+1 = Round(λBm + (1− λ)
B′

B′′
m

Bm), (10)
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where λ is the weight balancing historical and current batch sizes. After MC sampling, responses with
zero advantages are discarded, ensuring that all samples in the final batch have non-zero advantages,
which improves training efficiency.

Our adaptive batch sampling differs from the dynamic sampling used in DAPO (Yu et al., 2025) in
two key ways: (1) It requires only a single round of prompt sampling and generation per training
step. (2) It avoids inefficiency from discarding valid responses when their number exceeds B′. As a
result, the actual batch size naturally fluctuates around the target B′ while maintaining high training
efficiency.

3.3 EFFICIENT TRAINING WITH ONE-STEP OFF-POLICY

Prior process-supervised RL methods typically require two sampling procedures per training iter-
ation (Hou et al., 2025; Yang et al., 2025b; Guo et al., 2025; Zheng et al., 2025b). This is highly
inefficient, as sampling often dominates the overall training time. To address this, we propose
a one-step off-policy learning framework for PSRL, inspired by recent advances in efficient RL
training (Noukhovitch et al., 2025; Fu et al., 2025; meituan search, 2025).

In our approach, only a single sampling operation is performed at each training step. Concretely, at
training step m, we conduct initial sampling for the (m+1)-th problem batch while simultaneously
performing MC sampling for the m-th problem batch. This design ensures that the initial sampling for
a batch occurs at step m−1, followed by its MC sampling at step m, thereby eliminating redundant
sampling. As a result, the overall sampling cost is substantially reduced, leading to improved training
efficiency. The full training pipeline of AttnRL is illustrated in Figure 7.

4 EXPERIMENTS

4.1 SETUP

Models and Baselines. Following Hou et al. (2025), we adopt two supervised fine-tuned models,
which are also reasoning models, as base models: DS-R1-Distill-Qwen-1.5B and DS-R1-Distill-
Qwen-7B (DeepSeek-AI et al., 2025). We compare against the following baselines: (1) GRPO (Shao
et al., 2024): A representative OSRL method without critic model training. (2) TreeRL (Hou et al.,
2025): The method is based on GRPO but differs that TreeRL samples with tree-based branching and
estimates advantage values at segment-level. (3) DeepScaleR-Preview-1.5B (Luo et al., 2025): A
strong RL-trained model with iterative context expansion at 1.5B scale.

Evaluation and Metrics. We evaluate all methods on six widely used mathematical reasoning
benchmarks: AIME24 (MAA, 2024), AIME25 (MAA, 2025), AMC23 (MAA, 2023), MATH-
500 (Lightman et al., 2024), Minerva Math (Lewkowycz et al., 2022), and OlympiadBench (He et al.,
2024). We report both Pass@1 and Pass@K, where K = 32 for AIME24, AIME25, and AMC23,
and K = 4 for the remaining benchmarks. Evaluation is performed with a maximum response length
of 32,768 tokens. For verification, we use a hybrid of DeepScaleR’s verifier and Math-Verify1 to
ensure correctness (He et al., 2025a).

Implementation Details. We train all methods using DeepScaleR-Preview-Dataset following Luo
et al. (2025); Liu et al. (2025c), which contains 40.3k mathematical reasoning problems. We set the
training batch size to 64, the PPO minibatch size to 32, and the learning rate to 1 × 10−6. For all
methods, we adopt token-level policy loss and apply Clip-Higher with εhigh = 0.28, following Yu
et al. (2025). We use KL loss with weight 0.001 following Liu et al. (2025a); Wang et al. (2025).
AttnRL is implemented based on TreeRL (Hou et al., 2025) and GRPO is used for policy optimization.
We set λ = 0.9 (a standard EMA value (Kingma, 2014)) and ρ = 0.2.

The training is conducted using verl (Sheng et al., 2025), and rollouts are generated using
vLLM (Kwon et al., 2023) with a maximum response length of 8,192 tokens, top-p of 1.0, and
temperature of 1.0 for both DS-R1-Distill-Qwen-1.5B and DS-R1-Distill-Qwen-7B. Experiments
for DS-R1-Distill-Qwen-1.5B are conducted on a single node with 8× NVIDIA H100 GPUs, and
experiments for DS-R1-Distill-Qwen-7B are run on three nodes, each with 8× NVIDIA H800 GPUs.

1https://github.com/huggingface/Math-Verify
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4.2 MAIN RESULTS

Table 1: Evaluation results on mathematical benchmarks. The results of AttnRL are shaded and the
highest values are bolded.

Method AIME24 AIME25 AMC23 MATH-500 Minerva Olympiad Avg.
DS-R1-Distill-Qwen-1.5B 28.3 23.0 71.8 84.8 35.6 54.9 49.7

GRPO 36.9 27.2 77.7 88.4 39.5 60.4 55.0
DeepScaleR-Preview-1.5B 40.5 28.3 81.0 89.5 38.1 61.8 56.5
TreeRL 36.7 27.1 78.9 88.5 38.7 60.9 55.1
AttnRL 39.7 28.5 83.2 90.0 40.3 61.4 57.2

DS-R1-Distill-Qwen-7B 54.0 40.0 89.8 94.1 48.1 70.0 66.0
GRPO 54.9 39.6 90.8 94.3 48.6 69.7 66.3
TreeRL 55.4 40.0 92.2 94.3 49.0 70.7 66.9
AttnRL 59.3 42.5 92.5 95.4 49.3 73.3 68.7

AttnRL outperforms the base model. As shown in Table 1, AttnRL outperforms the base model
across all six benchmarks, achieving an average improvement of 7.5% for DS-R1-Distill-Qwen-1.5B.
AttnRL surpasses the base model significantly on AIME24 benchmark, achieving an improvement of
11.4% and 5.3% for 1.5B and 7B models, respectively2.

AttnRL outperforms PSRL and strong RLVR baselines. As reported in Table 1, AttnRL sur-
passes GRPO and TreeRL by an average of 1.9% and 1.8% across all benchmarks at 1.5B scale,
confirming its effectiveness. Moreover, AttnRL outperforms DeepScaleR-Preview-1.5B, which is
trained with a three-stage context extension (8K → 16K → 24K) over 1750 steps. In contrast,
AttnRL achieves superior results with only 500 steps at an 8K response length, highlighting both its
effectiveness and efficiency.

4.3 ABLATION STUDY

To evaluate the contribution of each component, we conduct an ablation study on the six mathematical
benchmarks using DS-R1-Distill-Qwen-1.5B. As shown in Table 2, incorporating ATB alone improves
performance over TreeRL by an average of 1.2%, while combining ATB with adaptive sampling
allows AttnRL to achieve the highest performance. Importantly, filtering out problems whose
responses are all correct after initial sampling results in a slight performance drop, as even “easy”
problems can produce incorrect responses under Monte Carlo sampling, providing valuable training
signals that enhance overall model performance.

Table 2: Results of ablation study on mathematical benchmarks. The results of AttnRL are shaded
and the highest values are bolded.

Method AIME24 AIME25 AMC23 MATH-500 Minerva Olympiad Avg.
TreeRL 36.7 27.1 78.9 88.5 38.7 60.9 55.1

w/first 2 step branching 35.6 28.9 79.5 89.4 38.7 60.5 55.4
w/ATB 39.1 27.2 81.4 89.2 40.1 61.0 56.3
w/ATB + ADS (w/o attention-based filtering) 38.4 29.1 81.0 89.8 38.7 61.2 56.4
w/ATB + ADS (w/o difficulty-aware expansion) 39.6 28.2 82.0 90.3 39.6 61.0 56.8
AttnRL 39.7 28.5 83.2 90.0 40.3 61.4 57.2

5 ANALYSIS

5.1 SAMPLING

How does ATB outperform entropy-based tree branching? The results in Table 2 show that
TreeRL w/ATB outperforms TreeRL, which branches at tokens with highest entropy values. To further

2The performance gain of 7B model is smaller than that of 1.5B model, which may because DeepScaleR-
Preview-Dataset is originally used to fine-tune DS-R1-Distill-Qwen-1.5B and is relatively easy for DS-R1-
Distill-Qwen-7B, which is stronger and has less room for improvement.
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understand the effects of ATB, we plot four sampling curves during training process in Figure 4. For
Figure 4(a) and (b), we visualize the solve all ratio (i.e., the ratio of problems whose outputs are all
correct) and solve none ratio (i.e., the ratio of problems whose outputs are all wrong) of MC sampling,
respectively. These two subfigures demonstrate that ATB enables more effective sampling at both
easy and hard problems. Figure 4(c) and (d) show the valid ratio (i.e., the ratio of problems whose
outputs are either not all correct nor all wrong) of MC sampling and both sampling, respectively. The
results also demonstrate the effectiveness of ATB.
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Figure 4: The sampling statistics of ATB and entropy-based branching. The curves are smoothed
using EMA for better visualization.

Adaptive Sampling. To better understand the effects of our proposed adaptive sampling method,
we visualize the training curves related to the sampling process. The results in Figure 5(a) show
that our method significantly reduces the ratio of both samples of two sampling steps are correct
given the initial sampling results are correct, by filtering out prompts with low FCI scores (shown in
Figure 5(c)). Additionally, AttnRL benefits from maintaining a valid training batch by dynamically
adjust the prompt batch size (shown in Figure 5(d)), resulting in a training batch with all tokens
having non-zero advantage values (shown in Figure 5(b)).
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Figure 5: Curves related to sampling information statistics of all methods. The curves are smoothed
using EMA for better visualization.

5.2 TRAINING DYNAMICS AND EFFICIENCY

Training Dynamics. The training dynamics of GRPO, TreeRL, and AttnRL are visualized in
Figure 6. Figure 6(a) shows that the entropy curve of GRPO decreases along the training process,
while PSRL methods first decreases then increases. Compared with TreeRL, AttnRL shows higher
entropy, enabling more diverse exploration during training. Figure 6(b)-(c) show AttnRL learns faster
with less training steps and Figure 6(d) shows the response length of AttnRL is shorter than that of
TreeRL, demonstrating that AttnRL outperforms TreeRL at both final performance and reasoning
conciseness.

Training Efficiency. As shown in Table 3, the training efficiency of the introduced one-step off-
policy reduces the training time by 8% compared with original TreeRL implementation. AttnRL
outperforms TreeRL with less wall-clock training time, more valid tokens for training (i.e., to-
ken with non-zero advantage values), and better overall performance significantly under the same
computational resources. These strong efficiency improvements are achieved through especially at
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Figure 6: The training dynamics curves of all methods. The curves are smoothed using EMA for
better visualization.

our adaptive sampling mechanism, which samples a dynamic batch of problems, filters out some
low-value easy problems, and keeping a relatively stable size of batch with all samples useful for
training.

Table 3: Comparison of training efficiency among AttnRL and baselines. The results of AttnRL are
shaded and the best values are bolded.

Method Wall-clock Time # Valid Training Tokens Performance
GRPO 54.0 656.0M 55.0
TreeRL 67.7 274.6M 55.1
TreeRL w/one-step off-policy 62.2 269.1M 55.3
AttnRL 62.6 930.4M 56.9

6 RELATED WORK

6.1 REINFORCEMENT LEARNING FOR LLM

Reinforcement Learning has shown great success for enhancing the reasoning abilities of LLMs (Ope-
nAI, 2024; DeepSeek-AI et al., 2025). With the success of OpenAI o1 (OpenAI, 2024) and DeepSeek-
R1 (DeepSeek-AI et al., 2025), RLVR has become an efficient method for improving reasoning
abilities of LLMs (Yu et al., 2025; Liu et al., 2025d; Chu et al., 2025; Yue et al., 2025; He et al.,
2025a; Luo et al., 2025; Chen et al., 2025b; Liu et al., 2025a; Chen et al., 2025a; An et al., 2025;
Wang et al., 2025; Zheng et al., 2025a). These works focus on outcome-based rewards that are
inefficient for RL training, while our method focus on RL with process rewards.

6.2 PROCESS SUPERVISION FOR LLM

Process supervision has demonstrated superiority than outcome-based feedback in mathematical
reasoning, especially Process Reward Models (PRMs) (Uesato et al., 2022; Lightman et al., 2024;
Wang et al., 2024b). A line of works focus on token-level process rewards (Yuan et al., 2025; Cui
et al., 2025; Fei et al., 2025), using DPO-like rewards (Rafailov et al., 2023; 2024) for policy learning.
For PRM-based methods, a line of works (Wang et al., 2024b; Setlur et al., 2025; Cheng et al., 2025;
Zha et al., 2025; Ye et al., 2025) use discriminative PRMs for RL training, while another line of
works use generative PRMs (Zhao et al., 2025) to provide process rewards for RL training (Zou et al.,
2025; He et al., 2025b; Xie et al., 2025). To mitigate reward hacking and avoid training an online
PRM, some works use online Monte Carlo sampling to estimate process rewards (Kazemnejad et al.,
2025; Hou et al., 2025; Guo et al., 2025; Yang et al., 2025b; Zheng et al., 2025b; Li et al., 2025; Dong
et al., 2025). Our method belong to the category which leveraging MC sampling to estimate process
rewards. However, previous methods mainly focus on non-reasoning models and is inefficient from
the perspective of both branching points, sampling mechanism, and two-step generation, while our
work proposes effective and efficient methods of process supervision for reasoning models.
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7 CONCLUSION

In this paper, we propose AttnRL for PSRL in reasoning models, which leverages attention in-
formation to find reasoning-related steps and branches at these positions for efficient exploration.
Additionally, we introduce adaptive sampling based on problem difficulty and maintaining valid
training batch size. Experimental results on mathematical reasoning benchmarks demonstrate the
effectiveness and efficiency of our method.

REPRODUCIBILITY STATEMENT

The implementation details of our method are discussed in Section 4 and Appendix A. The code of
our method will be shared in the officially suggested way that we will send a comment which includes
an anonymous link to the reviewers and ACs. The code will be fully open-sourced upon acceptance.
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A EXPERIMENTAL DETAILS

Training Pipeline. The one-step off-policy sampling and training pipeline is shown in Figure 7.
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Figure 7: Training pipeline of AttnRL. Our method (left) only needs one-time generation per training
iteration, while previous methods (right) require to sample twice and are inefficient.

Evaluation. For evaluation, we use the prompt listed in Table 4, following Luo et al. (2025).

Table 4: Prompt Template.

{problem} Let’s think step by step and output the final answer within \boxed{}.

B ADDITIONAL EXPERIMENTAL RESULTS

B.1 FULL TEST CURVES

The test curves of six mathematical benchmarks are shown in Figure 8.
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Figure 8: Test curves of GRPO, TreeRL, and our method on six benchmarks.
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C CASES

The full response of Figure 1 is listed in Table 5 and steps with high FCI scores are shown in red.

Table 5: Full response.

Okay, so I need to figure out how many positive three-digit integers are divisible by both 11
and 5. Hmm, let’s see. I remember that if a number is divisible by both 11 and 5, it must be
divisible by their least common multiple, right? But wait, I should double-check that because
sometimes numbers share common factors, so maybe I need the least common multiple
correctly.
First, let me recall that 11 is a prime number, and 5 is also a prime number. Since they are both
prime and different, the least common multiple (LCM) of them should just be their product. So,
LCM(11, 5) = 11 * 5 = 55. That means we’re looking for three-digit numbers divisible by 55.
Alright, so the next step is to find out how many three-digit numbers are divisible by 55. Let’s
figure out the smallest and largest three-digit numbers that are divisible by 55. The smallest
three-digit number is 100, and the largest is 999.
I need to find the smallest three-digit number that’s divisible by 55. So, let me divide 100 by 55
to see if it’s a whole number. 55 * 1 = 55, 55 * 2 = 110. So, 55 * 2 = 110 is the first number
above 100 that is divisible by 55. Is that right? Let me divide 100 by 55 to find how many
times 55 goes into 100. 100 / 55 is approximately 1.818. So, yes, the first multiple is 55 * 2 =
110. But 110 is the first three-digit number?
Wait, hold on. What’s 55 * 1? That would be 55, which is not a three-digit number. So, we
have to start at 55 * 2. So, the first multiple is 110, which is 55 * 2. But do we need to check if
55 * 1 is two-digit, which it is, so yes, we have to skip that.
Now, for the upper limit, the largest three-digit number is 999. So, let’s divide 999 by 55 to get
how many times 55 goes into 999. So, 999 / 55 is equal to approximately 18.16. So, 55 * 18 =
990, and 55 * 19 = 1045. Wait, 1045 is a four-digit number, which is too big. So, the largest
multiple within three digits is 990, which is 55 * 18.
Wait, no—actually, 55 times 18 is 990, which is still less than 999. So, 18 is okay. Wait, but 55
* 19 is 1045, which is more than 999, so 990 is indeed the largest three-digit multiple.
So, our sequence of three-digit numbers divisible by 55 goes from 110 up to 990, with a
common difference of 55 each time. So, to find the number of terms in this sequence, we can
use the formula for the number of terms in an arithmetic sequence:
Number of terms = (Last term - First term) / Common difference + 1
So plugging in the numbers:
First term, a1 = 110
Last term, an = 990
Common difference, d = 55
So, (990 - 110) / 55 + 1.
Let me compute that.
First, calculate the difference: 990 - 110 = 880.
Then, divide by 55: 880 / 55 = 16.
Then, add 1: 16 + 1 = 17.
Therefore, there are 17 three-digit numbers divisible by both 11 and 5.
Wait, let me verify that. Maybe list a few and count.
Starting from 110,
110 (1st term) 165 (2nd term) 220 (3rd term) 275 (4th term) 330 (5th term) 385 (6th term) 440
(7th term) 495 (8th term) 550 (9th term) 605 (10th term) 660 (11th term) 715 (12th term) 770
(13th term) 825 (14th term) 880 (15th term) 935 (16th term) 990 (17th term)
Hmm, so that’s 17 terms. Looks correct. So, the number is 17.
Alternatively, maybe using the formula with the general term:
The n-th term of the sequence is given by a_n = a1 + (n - 1)d.
So, since the last term is 990, let’s set 990 = 110 + (n - 1)*55.
Subtract 110: 880 = (n -1)*55.
Divide by 55: 880 /55 = 16.
So, n -1 =16. Therefore, n=17.
Yes, same result. Seems solid.
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Therefore, the number of positive three-digit integers divisible by both 11 and 5 is 17.
**Final Answer**
The number of positive three-digit integers divisible by both 11 and 5 is 17 . </think>
To determine how many positive three-digit integers are divisible by both 11 and 5, we first
find the least common multiple (LCM) of 11 and 5. Since 11 and 5 are both prime, their LCM
is 11× 5 = 55. Therefore, we need to find the three-digit integers divisible by 55.
The smallest three-digit number divisible by 55 is found by dividing 100 by 55, which gives
approximately 1.818. The next whole number is 2, so the smallest term is 55× 2 = 110.
The largest three-digit number is 999. Dividing this by 55 gives approximately 18.16. The
largest whole number is 18, so the largest term is 55× 18 = 990.
To find the number of terms in this sequence, we use the formula for the number of terms in an
arithmetic sequence:

Number of terms =
(

Last term − First term
Common difference

)
+ 1

Substituting the values, we get:

Number of terms =
(
990− 110

55

)
+ 1 =

(
880

55

)
+ 1 = 16 + 1 = 17

Thus, the number of positive three-digit integers divisible by both 11 and 5 is 17 .

D THE USE OF LARGE LANGUAGE MODELS

In this paper, LLMs are only used to polish the draft of some paragraphs, improving the clarity of
the sentences. The key ideas, figures, and experiments are all from the human authors’ contributions
without the help of LLMs.

E ADDITIONAL DETAILS ON PROCESS-SUPERVISED RL
In this section, we provide additional preliminaries about process-supervised RL, especially
TreeRL (Hou et al., 2025).

Tree Constuction in TreeRL. TreeRL contains two-step sampling processes, including initial
sampling and Monte Carlo sampling. For initial sampling, TreeRL samples 6 responses for each
prompt. Starting from the prompt, we now have a tree with depth 1 and 6 leaf nodes. Then, TreeRL
branches at the 2 tokens with the highest entropy for each response and sample 2 times at each
branching point. After the branching, the tree has a depth of 3 and 30 leaf nodes (6 responses + 6
responses × 2 branching points × 2 samples). The responses at these leaf nodes are used for process
reward estimation and policy training.
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