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ABSTRACT

Data visualizations are vital components of many scientific articles and news stories.
Current vision-language models (VLMs) still struggle on basic data visualization
understanding tasks, but the causes of failure remain unclear. Are VLM failures
attributable to limitations in how visual information in the data visualization is
encoded, how information is transferred between the vision and language modules,
or how information is processed within the language module? We developed FUGU,
a suite of data visualization understanding tasks, to precisely characterize potential
sources of difficulty (e.g., extracting the position of data points, distances between
them, and other summary statistics). We used FUGU to investigate three widely
used VLMs (LLaMA-3.2, LLaVA-OneVision, and InternVL3). To diagnose the
sources of errors produced by these models, we used activation patching and linear
probes to trace information flow through models across a variety of prompting
strategies. We found that some models fail to generate the coordinates of individual
data points correctly, and these initial errors often lead to erroneous final responses.
When these models are provided with the correct coordinates, performance im-
proves substantially, suggesting that the downstream mathematical reasoning steps
performed in the language module are sound. Moreover, even when the model
generates an incorrect response, the correct coordinates can be successfully read
out from the latent representations in the vision encoder, suggesting that the source
of these errors lies in the vision-language handoff. We further found that while
providing correct coordinates helps with tasks involving one or a small number of
data points, it generally worsens performance for tasks that require extracting statis-
tical relationships across many data points (e.g., correlations, clusters). Finetuning
models on FUGU also fails to yield ceiling performance. These findings point to
fundamental architectural constraints in current VLMs that might pose significant
challenges for reliable data visualization understanding.

1 INTRODUCTION

Data visualizations — also known as graphs, charts, and plots — encode quantitative information
using a combination of graphical elements, numerals, and words. They are powerful ways of
helping people to rapidly grasp quantitative patterns and trends across many fields, including science,
journalism, and business (Franconeri et al., 2021). To build AI systems that can operate effectively
in all of these contexts will require them to be able to parse a knowledge base that blends graphics
and text. However, current vision-language models (VLMs) have not yet reached human-level
performance on even basic data visualization understanding tasks (Verma et al., 2024; Pandey &
Ottley, 2025). This performance gap raises the question motivating the current work: when and why
do VLMs fail to parse data visualizations?

Many current VLMs consist of multiple modules that each operate over text and image inputs
separately, though different VLMs embody different architectural commitments as to how to combine
latent information from visual and linguistic inputs (Grattafiori et al., 2024; Deitke et al., 2024; Team,
2024; Chen et al., 2024; Laurençon et al., 2024; Lu et al., 2024). For any given VLM, the failures
might thus stem from multiple potential sources: the visual component (e.g., failure to encode the
graph), the language component (e.g., failure to reason over the visual information), or the transfer of
information between the vision and language components (e.g., failure to align visual and linguistic
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Figure 1: A) The Fundamentals of Graph Understanding (FUGU) task suite and dataset. The top
row (task suite) displays example prompts for each of our five tasks. The bottom row (sample size)
shows example scatter plots from our dataset for each number of data points (n). FUGU pairs the five
tasks with all applicable scatter plots, resulting in 3,968 unique <task, image> pairs. B) Visualization
of the causal intervention method. We perform causal interventions on a counterfactual pair
of scatter plots by passing each separately through the model with the same prompt, extracting
embeddings from the vision encoder, and swapping the visual embeddings corresponding to a
meaningful subset of image tokens (like a data point) from the source to the target run. If this
successfully replaces model output behavior on target with the source prediction, then we have
located a causally important part of the representation for that task.

latent spaces). However, distinguishing between these different failure modes is not trivial given the
complexity of many multimodal reasoning tasks and many prevalent model architectures.

To more precisely identify these potential points of failure in data visualization understanding, we
developed FUGU (Fundamentals of Graph Understanding). FUGU is a novel benchmark consisting
of 3,968 questions paired with scatter plots designed to probe the foundational spatial reasoning
and mathematical skills that are needed to parse any data visualization, including the ability to
report the values of data points, estimate distances between them, and estimate summary statistics,
including the minimum, maximum, and mean. FUGU consists of entirely novel, synthetically generated
visualizations that enable more targeted investigation of these foundational skills, allowing us to
diagnose where a model’s understanding breaks down.

Towards this end, we leveraged multiple mechanistic interpretability techniques to locate the informa-
tion bottlenecks that hinder model performance. We use activation patching (also known as causal
interventions; Vig et al. 2020; Finlayson et al. 2021; Geiger et al. 2021; 2024; Meng et al. 2022; Wang
et al. 2023) to test whether a specific component of a model encodes behaviorally relevant information.
In addition, we use linear probes — lightweight classifiers on internal model representations — to
evaluate the presence of task-relevant information (e.g., the location of a data point).

While this approach could be applied to any VLM architecture, in this work we conducted a thorough
investigation of three models: LLaMA-3.2B 11B (Grattafiori et al., 2024), LLaVA-OneVision 7B
(Li et al., 2024), and InternVL3 14B (Zhu et al., 2025). These VLMs are widely used, performant,
and vary along key design choices: architecture type (cross-attention based vs. decoder-only), vision
encoder, LLM backbone, and pretraining data. Our findings serve to identify the limitations of
existing VLMs and provide insight towards building better VLMs.

2 RELATED WORK

A growing body of work at the intersection of computer vision and visualization aims to develop AI
systems that understand data visualizations as well as humans can. Our paper builds most directly on
prior work benchmarking data visualization understanding in AI systems, as well as recent advances
in mechanistic interpretability methods applied to large language models and vision-language models.

Machine data visualization understanding Several visual question answering benchmarks currently
exist to assess progress towards this goal, including FigureQA (Kahou et al., 2017), DVQA (Kafle
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et al., 2018), PlotQA (Methani et al., 2020), ChartQA (Masry et al., 2022), and ChartQA-Pro
(Masry et al., 2025). While early efforts like FigureQA found initial success on synthetic data
visualization understanding tasks, evaluations were conducted exclusively with models only capable
of drawing from a small, fixed vocabulary (i.e., true/false or color names). Subsequently developed
benchmarks, such as DVQA and PlotQA, introduced a wider variety of more complex plots and
questions that required reasoning over real-valued quantities and generating responses from an
unbounded vocabulary. Many items in ChartQA require arithmetic operations to be performed over
the plotted values, such as addition or subtraction, which have posed persistent challenges for many
otherwise performant VLMs (Golovanevsky et al., 2024). More recent work has found that these
limitations extend to benchmarks initially developed to assess human data visualization understanding,
suggesting they are not specific to ChartQA (Verma et al., 2024).

Interpretability of vision-language models The current paper applies recently developed methods
to localize the mechanisms that are responsible for VLM behavior (Allen et al., 2025; Liu et al., 2025;
Ho et al., 2025). In particular, this work makes use of a combination of activation patching (Vig et al.,
2020; Finlayson et al., 2021; Geiger et al., 2021; 2024; Meng et al., 2022; Wang et al., 2023) and
linear probing methods (Golovanevsky et al., 2024; Dahlgren Lindström et al., 2020; Hendricks &
Nematzadeh, 2021; Cao et al., 2020) to locate the internal components within neural network models
that are responsible for the patterns of success and failure displayed by VLMs.

3 METHODS

3.1 DATASET

We developed FUGU, a task suite and dataset containing 3,968 questions paired with 768 scatter plots
(Figure 1). Scatter plots are an important case study because they jointly rely on fundamental visual
operations (“to know what is where by looking”; Marr 2010) and processing of symbolic inputs, such
as labeled axes and numerals. In addition, they afford opportunities to see how those competencies
interact with foundational mathematical reasoning skills, including counting and basic arithmetic.

Plot generation The plots in FUGU were procedurally generated to ensure precise experimental control
over the complexity and appearance of each plot. The scatter plots contain n ∈ {1, 2, 4, 8, 16} data
points. To ensure that a concise natural-language expression could always be used to unambiguously
refer to each data point, each observation was represented by a unique shape-color combination,
drawn from a fixed set of four shapes (circle, triangle, square, star) and four colors (red, blue, green,
yellow). The plots were rendered with a white background and black axes, with integer tick marks
and labels ranging from 0 to 8 on both axes. To avoid occlusion of one data point by another, we
constrained all data points to occupy non-overlapping natural-number positions in the 8×8 coordinate
plane, and the positions of individual data points were randomly sampled to generate each plot. For
plots with n = 1, we sampled 4 shape-color configurations at each of the 64 possible positions,
yielding 256 unique images. For n = 2, we fixed one object at position (1, 1) and exhaustively
positioned a second object at each of the remaining 63 positions, randomizing the shapes and colors
for each coordinate combination. This ensures that all possible distances between two data points are
represented. We then positioned pairs of objects at 65 randomly selected, non-overlapping positions
to generate a total of 128 n = 2 plots. For each of n ∈ {4, 8, 16}, we randomly sampled 128 unique
position configurations. These design choices make FUGU visualizations quite simple, but FUGU turns
out to be extremely difficult for present-day VLMS (as we show in Section 4).

Task suite Consistent with previous work on data visualization literacy (Lee et al., 2016; Börner
et al., 2019; Boy et al., 2014), we administered the following five basic tasks:

1. Count: Identifying the total number of data points present in the visualization.
2. Position: Reporting the exact coordinates of a specific data point.
3. Distance: Calculating the Euclidean distance between two data points.
4. Extremum: Identifying data points with minimum or maximum values along the x or y-axis.
5. Mean: Computing the arithmetic mean of all data point positions along the x and y-axis.

We administered the count and position tasks paired with all 768 scatter plots, but the distance task
was only used with plots containing n ≥ 2, and the extremum and mean tasks with plots containing
n ≥ 4. This yielded 3,968 unique <task, image> pairs distributed across the five task categories.
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3.2 MODELS

In this work, we investigated LLaMA-3.2 11B, LLaVA-OneVision 7B, and InternVL3 14B.1 Each
model consists of three major components: the vision encoder, the language model (LM), and
the vision-language adapter. Visual representations are first extracted from a given model’s vision
encoder, projected into the same dimensionality as the LM via the adapater, and then passed into the
LM either as either the keys and values in cross-attention layers (Alayrac et al., 2022) throughout the
model (LLaMA-3.2) or as additional tokens in the input prompt (LLaVA-OneVision and InternVL3).

The models vary along a number of key dimensions. Each model employs a unique vision encoder: a
CLIP-pretrained vision transformer (ViT; Radford et al. 2021; Dosovitskiy et al. 2020) for LLaMA-
3.2, a SigLIP (Zhai et al., 2023) ViT for LLaVA-OneVision, and a custom InternViT for InternVL.
While the first two vision encoders are standard ViTs, InternViT employs a multicrop strategy
whereby four higher-resolution crops of the original input image are also passed through the encoder.
The models also use different LM backbones: while LLaVA-OneVision and InternVL both use
Qwen (Qwen2-7b and Qwen2.5-7b, respectively; Yang et al. 2024; Bai et al. 2025), LLaMA-3.2 uses
LLaMA 3.1 (Dubey et al., 2024).

3.3 MODEL EVALUATION PROTOCOL

Text input to a given model consists of two components: general context, followed by a specific
question (see Figure 1 for examples). The context identifies the visual input as a scatter plot with x and
y-axes and indicates the four possible shapes and colors that data points can have (see Appendix A.1
for full text). Models were explicitly instructed to round their answers to the nearest integer when
reporting coordinates, but not given any additional guidance or constraints. All model responses were
generated with temperature set to 0 and a maximum output length of 1,000 tokens.

For evaluation, we employed Claude-3.5 Sonnet as an automated judge. The judge received the
complete model response along with the ground-truth answers and was tasked with extracting the
model’s predicted answers and determining if they match the ground-truth values (see Appendix A.2
for the full evaluation prompt).2 Our evaluation criteria accommodate reasonable variations in
response format: for distance and mean tasks, we accepted values rounded either up or down to
the nearest integer. However, counting and position tasks required exact matches to be considered
correct. For extremum tasks (identifying minimum or maximum points), we implemented flexible
matching criteria. A response was considered correct if it identified both the shape and color of the
target object, or if it uniquely identified the object by specifying only one attribute that is sufficient
for disambiguation. For example, if the minimum point along the y-axis was a green square and it
was the only green object in the plot, the answer “green” was considered correct.

3.4 CAUSAL INTERVENTIONS

To isolate the representations in the visual encoder responsible for producing any observed pattern
of model success and failure, we include a number of causal interventions on the visual encoder
representations corresponding to the spatial locations of the dots in the image. To perform an inter-
vention, we took a set of source activation vectors from the ViT layer outputs, denoted individually
as hsrc

(r,c,ℓ), from row r, column c, and layer ℓ of the representations, and we use them to replace
the corresponding target activations htrg

(r,c,ℓ) at the same row, column, and layer of the ViT under
a different input image. The model then uses this intervened target representation to continue its
processing. For a given layer, we extracted source activations corresponding to minimally sufficient
rows and columns that contained the dot(s) in the source image and the minimal rows and columns
that contain the dot(s) in the target image.3

1For convenience, we drop the parameter count when referring to these models throughout the paper.
2We verified Claude 3.5 Sonnet’s reliability as a judge by comparing its judgments to a hand-designed regex.

On items the regex could parse, we found 99% agreement with Claude 3.5 Sonnet extractions.
3Before the first ViT attention block, these interventions are equivalent to trivially replacing the target image

with the source image.
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3.5 LINEAR PROBES

To determine whether task failures stem from visual encoding deficiencies or issues with the vision-
language connection, we employed linear probes to assess how information is represented across
model components.4 We trained linear probes at each layer of the vision encoder and the LLM
separately for task-relevant information, such as the coordinates of individual data points or the
distances between data points (see Appendix F.1 for details). This approach helps distinguish
between “perceptual” failures where the vision encoder failed to represent the information from the
visualization from “extraction” failures where the information may have been present in the visual
representation but the LLM failed to parse it.

For the position task, we trained 16 distinct probes per layer, each predicting the (x, y) coordinates
of one of 16 specific objects (e.g., “red square”) (see Appendix F.2). The target data points in the
training dataset covered all x and y-coordinates but not all (x, y) combinations — each x-coordinate
is paired with 6 possible y-coordinates, while holding out the remaining 16 (x, y) combinations for
testing. Probes were trained for 5,000 epochs with a constant learning rate of 1 × 10−3 on 1,200
training images and evaluated on 400 test images.

4 RESULTS

4.1 MODEL PERFORMANCE WORSENS AS THE SAMPLE SIZE INCREASES IN THE PLOT
ac

cu
ra

cy
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Figure 2: Model behavioral performance on
FUGU. The x-axis represents the number of data
points in each scatter plot, and the y-axis shows
the accuracy of freely-generated VLM responses.
Error bars show 95% CIs.

Although FUGU tasks are simple, they present
a nontrivial challenge for models: InternVL3
demonstrates the highest accuracy aver-
aged across the items (69.3%), followed by
LLaVA-OneVision (55.7%) and LLaMA-3.2
(55%). Furthermore, we found that model
performance deteriorates as the number of
data points increases (Figure 2). Accuracy on
the counting task exhibits the most dramatic
decline, falling from 100% with a single point
to 0% with 16 points for all three models.
Similarly, position identification accuracy drops
considerably, although InternVL3 maintains
rather high performance on this task for a
number of points less than 16 (>80%). These
results confirm that FUGU is a useful diagnostic
tool for identifying model bottlenecks on
fundamental data visualization understanding
tasks. See Appendix B for benchmarking results
on a larger set of VLMs and Appendix E for error patterns.

4.2 TASK-RELEVANT INFORMATION BECOMES MORE DISTRIBUTED ACROSS TOKENS IN
DEEPER LAYERS OF VISION ENCODER

To understand which image features drive successful performance across our task suite, we con-
ducted a series of causal interventions on each model’s vision encoder (Figure 1B). By running a
given model on minimally different pairs of images and swapping out the visual representations on
meaningful subsets of image tokens (such as all tokens containing data points), we sought to isolate
the representational components that are responsible for the model’s response to each question.

Our experiments revealed that in the earliest visual layer (layer 0), interventions on data point (“dot”)
tokens yielded a 100% intervention success rate across all tasks and models, suggesting that all
task-relevant information is initially concentrated in the representations registered to the positions

4Linear probes provide an optimistic estimate of information availability: if a probe fails to extract certain
information, we can conclude that the information is not linearly decodable from the representations. However,
probe success does not indicate how the model uses this information, as the probes may leverage features that
the model ignores or uses for unrelated computations.
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Figure 3: Success rates for causal interventions on the vision encoders of LLaMA-3.2 (top row),
LLaVA-OV (middle row), and InternVL (bottom row). Each individual plot shows success rates for
causal interventions on a particular subset of image tokens at a particular vision encoder layer for
each of the five tasks (indicated by the labels above the columns). The x-axis corresponds to vision
encoder layers, while the y-axis shows the proportion of counterfactual pairs where the output answer
on the target input was successfully swapped to the expected source output as a result of the
intervention. The gray bars labeled "full layer" show baseline intervention accuracy for swapping the
entire layer. The line labeled "dot" shows success rates when only intervening on tokens containing
data points, while the line labeled "other" shows success rates for intervening on all non-dot tokens
(including the CLS token).

of the data points in the image (Figure 3). Across vision encoder layers, we found a general trend:
task-relevant information tends to become increasingly distributed across tokens within each layer.
Specifically, the causal importance of just the “dot” tokens in each of the deeper layers decreases
relative to that of all tokens in that layer, while the importance of the “non-dot” tokens in deeper layers
remains relatively stable or increases. Notably, the performance achieved by full-layer interventions
(gray bars in Figure 3) consistently exceeds what could be attained by independently intervening
on either data point or non-data point tokens alone. This indicates that successful task completion
depends on the interaction of information between different visual components.

Overall, these findings are consistent with the notion that models employ distributed representations
to contextualize information initially contained in the most information-dense regions of the input to
support a broad variety of downstream tasks.

4.3 ERRORS IN ESTIMATING (x, y) COORDINATES ARE ESPECIALLY COMMON FOR MORE
COMPLEX PLOTS

To better understand the pattern of results in Section 4.1, we analyzed each model’s problem-solving
approach by analyzing the chain-of-thought reasoning traces it generated. We discovered that
LLaMA-3.2 and InternVL3 frequently employed a strategy of explicitly listing the (x, y) coordinates
of data points in their chain-of-thought before performing arithmetic operations on these values (see
Appendix C.1 and C.5).5 Any inaccuracies in extracting these coordinates might act as a bottleneck,
propagating errors throughout the reasoning chain and ultimately leading to an incorrect response.

To investigate this hypothesis, we evaluated the accuracy with which models could extract coordinates.
For each scatter plot, we prompted a given model to list the coordinates of every individual data point.

5LLaVA-OneVision tends to directly output answers instead of performing chain-of-thought. However,
providing LLaVA with a list of ground-truth (x, y) coordinates in its context substantially improves performance,
suggesting that accurately extracting points is also a bottleneck for this model. See Section 4.4.
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Figure 4: A) Examples of ensemble task stimuli and prompts. B) Providing ground truth points
in the chain-of-thought improves performance for most tasks. The palest bars for each task show
baseline behavioral accuracy when the model is allowed to freely generate (i.e. results from Figure 2).
The blue “basic” bars show accuracy averaged across the basic FUGU tasks (see Figure 1), while the
orange “ensemble” bars show accuracy averaged across ensemble tasks (see Section 4.6). The middle
bars show accuracy when the model is provided with its own generated coordinates for each data
point in the scatter plot as part of its chain-of-thought, while the darkest bars show accuracy when
models are given ground-truth coordinates. The performance gains offered by the ground-truth listing
suggests that accurate coordinate extraction is a significant bottleneck.

We found that while for the simplest plots, LLaMA-3.2 achieved an accuracy of 91%, but coordinate
generation declined to 20% accurate for more complex plots containing more data points (Figure 6 in
Appendix C.2). LLaVA-OneVision’s performance peaks for plots of two data points (60% accuracy),
similarly degrading to 20% as the number of data points increases. On the other hand, InternVL’s
coordinate generation accuracy remains near ceiling even for plots with many data points. These
findings suggest that errors in coordinate extraction might be associated with model difficulty with
more complex displays (Figure 2).

4.4 PROVIDING CORRECT (x, y) COORDINATES IMPROVES PERFORMANCE

To test the hypothesis that accurate coordinate listing is an important source of difficulty for models,
we conducted two interventions on their chain-of-thought traces. The first approach was to explicitly
prompt the model to list the coordinates for all data points as the first step in reasoning before
answering the question. The second was to provide the correct coordinates to the model as the starting
point for reasoning (see Appendix C.3 for details).

We found that providing ground-truth coordinates substantially improved performance across tasks
for LLaMA-3.2 and LLaVA-OneVision ( Figure 4B). In contrast, reasoning from the model’s own
extracted coordinates either yielded comparatively small performance gains or degraded performance.
InternVL performance remains relatively stable across interventions and is highest for the model-
listing condition, likely owing to its highly accurate coordinate extraction (Section 4.3). Overall,
these results confirm that accurate coordinate extraction is indeed a key limitation for VLMs.

Notably, even with ground-truth coordinates provided, perfect accuracy remained elusive across tasks.
This finding suggests other limitations in model abilities to effectively use this coordinate information,
possibly due to challenges in maintaining the association between the listed coordinates and their
corresponding data points or in executing subsequent reasoning steps.

4.5 INFORMATION ABOUT CORRECT POSITIONS IS REPRESENTED THROUGHOUT THE VISUAL
ENCODER

Is the failure to list the correct (x, y) coordinates as reported in Sections 4.3 and 4.4 due to a
deficiency of the vision encoder, or a problem in the LLM or handoff to the LLM? To disentangle
these possibilities, we trained linear probes on the visual encoder layers and LLM layers to predict
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Figure 5: Probe test accuracy for position in vision vs. language layers. In each panel, the x-axis
corresponds to model layer for the vision encoder (left, blue) and LLM (right, orange), while the
y-axis shows mean probe test accuracy for position on that layer. Only vision layers that connect
to the LLM (either via cross-attention in LLaMA-3.2 or as a direct input to the LLM context in
LLaVA-OneVision and InternVL3) are shown. The asterisked LLM layers correspond to language
blocks that receive visual inputs (again, either via cross-attention in LLaMA-3.2 or as input tokens
for the other models).

(x, y) coordinates for each object (see Section 3.5). If the probes fail to predict coordinates from
both vision and language representations, this would indicate that the information is simply not
represented in the vision encoder, and therefore cannot be accessed by the LLM. On the other hand,
if the information can be decoded from the vision encoder but not the LLM, this suggests that the
connection to the LLM is the bottleneck.

We found that position is decodable with 100% test accuracy across all data points in the vision
encoder for each model (Figure 5). Probe test accuracy increases gradually throughout LLaMA-3.2’s
LLM layers — exhibiting a noticeable jump in accuracy after the model’s first cross-attention layer
— but is never at the same level it is in the visual encoder. On the other hand, LLaVA-OneVision
exhibits a sharp drop in probe test accuracy within its LLM layers that does not recover, while
InternVL3 maintains relatively high accuracy throughout.

The gap in probe test accuracy between vision and language layers across all three models suggests
that the LLM performs additional, non-linear processing on the visual encoding to extract coordinates,
despite the coordinates being linearly accessible in the vision encoder. These findings suggest a
potential inefficiency in the hand-off from the vision to the language component of these models
which may impact performance.

4.6 POINT-LISTING DOES NOT GENERALIZE TO MORE COMPLEX TASKS

Our findings in Sections 4.3 and 4.4 revealed that LLaMA-3.2 and InternVL3 frequently employ a
coordinate listing strategy when solving FUGU tasks, and that for all three models, providing ground-
truth coordinates substantially improves performance across most tasks. If simply providing lists
of extracted (x, y) coordinates to the LLM also improves performance on more naturalistic plots
and realistic tasks that require reasoning over many more data points, then this may present a viable
solution for data visualization understanding with VLMs.

To investigate the generalizability of our findings to more complex tasks, we developed an extended
dataset featuring scatter plots with higher data point densities (16, 32, 64, and 128 points) paired
with four tasks that require ensemble-level reasoning rather than individual point identification (see
Figure 4A):

1. Correlation: Judging whether the correlation coefficient between x and y is above or below 0.5.

2. Cluster: Identifying which of two clusters a query point is most likely to belong to.

3. Function: Determining which function family (linear, quadratic, exponential, or logarithmic)
best fits the data.

4. Outlier: Identifying the coordinate of the data point that represents an outlier in the distribution.
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We replicated our experimental approach from Section 4.4 on these “ensemble tasks,” testing the
same three conditions: free generation, prompted coordinate listing, and provision of ground-truth
coordinates in the model’s context. In the free generation condition, models never spontaneously
adopted the coordinate listing strategy that proved central to their approach on basic FUGU tasks. Fur-
thermore, providing ground-truth coordinates consistently harmed performance across all ensemble
tasks and point densities. This performance degradation suggests that while coordinate listing serves
as an effective strategy for basic spatial reasoning tasks, it fails to generalize to more complex tasks
that require spatial reasoning over many points — thus, it does not represent a general solution for
VLM data visualization understanding.

4.7 FINE-TUNING IS INSUFFICIENT TO OVERCOME THE CHALLENGES POSED BY FUGU

Model ↓ Base Fine-tuned
LLaMA-3.2 54.2 77.7 (+23.5)
LLaVA-OV 59.4 77.9 (+18.5)
InternVL3 67.1 85.9 (+18.8)

Table 1: Test accuracy (%) on FUGU (100k)
for base models vs. fine-tuned models. Fine-
tuning improves performance by up to 23.5
points, but none of the fine-tuned models
reach ceiling test accuracy. Accuracy broken
down by task can be found in Appendix B.

Is poor model performance on the basic FUGU tasks
and the ensemble tasks from Section 4.6 simply a
consequence of insufficient exposure to data visu-
alization tasks during pretraining? If so, targeted
fine-tuning on visualization data should substantially
ameliorate these performance gaps.

To test this possibility, we fine-tuned all three mod-
els on training datasets that combine the five FUGU
tasks (count, position, distance, extremum, mean)
with the four ensemble tasks (correlation, cluster,
function, outlier). We varied the training dataset
size ∈ {10k, 100k} samples. We also conducted a
large hyperparameter sweep over relevant dimensions
(learning rate, scheduler, and optimizer). Training
details can be found in Appendix D.

Evaluation of the finetuned models on the original FUGU and ensemble test revealed that, while
performance improved substantially compared to the pretrained baselines, none of the models
achieved ceiling performance on either task suite (Table 1), even at the largest training data size.
These findings suggest that the visualization understanding limitations observed in our experiments
are unlikely to be due solely to insufficient training data exposure.

5 DISCUSSION

In this work, we investigated bottlenecks in data visualization understanding by vision-language
models (VLMs). Towards this end, we created FUGU, a task suite and dataset that poses fundamental
challenges for reasoning about multimodal inputs. Using behavioral evaluation, causal interventions,
and linear probes, we discovered that a primary bottleneck for these VLMs lies not in their visual
encoding or mathematical reasoning capabilities, but in the hand-off between the vision and language
components. While the vision encoder successfully represents data point coordinates and spatial
information (as demonstrated by high linear probe accuracy), the language model component often
struggles to access and use this information effectively. On the other hand, the language model
component seemed to be more successful in extracting task-relevant visual information when it was
represented in a more localized manner within the visual encoder (as it was for InternVL3).

Taken together, these findings highlight the value of seemingly simple multimodal reasoning tasks (i.e.,
answering questions about scatter plots) for identifying failure modes in current VLMs. Moreover,
they showcase the critical role that mechanistic interpretability techniques can play in identifying the
sources of failure within these models, where behavioral evidence alone would have been insufficient.
Whereas previous applications of these techniques to multimodal models have been performed on
much simpler tasks (e.g., same vs. different judgments) and models (e.g., CLIP-trained encoders;
Lepori et al. (2024)), here we use a similarly experimentally rigorous approach to study a more
diverse suite of naturalistic multimodal reasoning tasks and the internal mechanisms of generative
models with more complex and varied architectures. In sum, this work suggest key opportunities for
further investigation of the mechanisms that enable effective multimodal reasoning in AI systems.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

REFERENCES

Jean-Baptiste Alayrac, Jeff Donahue, Pauline Luc, Antoine Miech, Iain Barr, Yana Hasson, Karel
Lenc, Arthur Mensch, Katherine Millican, Malcolm Reynolds, et al. Flamingo: a visual language
model for few-shot learning. Advances in neural information processing systems, 35:23716–23736,
2022.

Kelsey Allen, Ishita Dasgupta, Eliza Kosoy, and Andrew K. Lampinen. The in-context inductive
biases of vision-language models differ across modalities, 2025. URL https://arxiv.org/abs/
2502.01530.

Shuai Bai, Keqin Chen, Xuejing Liu, Jialin Wang, Wenbin Ge, Sibo Song, Kai Dang, Peng Wang,
Shijie Wang, Jun Tang, et al. Qwen2. 5-vl technical report. arXiv preprint arXiv:2502.13923,
2025.

Katy Börner, Andreas Bueckle, and Michael Ginda. Data visualization literacy: Definitions, concep-
tual frameworks, exercises, and assessments. Proceedings of the National Academy of Sciences,
116(6):1857–1864, 2019.

Jeremy Boy, Ronald A Rensink, Enrico Bertini, and Jean-Daniel Fekete. A principled way of
assessing visualization literacy. IEEE transactions on visualization and computer graphics, 20
(12):1963–1972, 2014.

Jize Cao, Zhe Gan, Yu Cheng, Licheng Yu, Yen-Chun Chen, and Jingjing Liu. Behind the scene:
Revealing the secrets of pre-trained vision-and-language models. In Andrea Vedaldi, Horst Bischof,
Thomas Brox, and Jan-Michael Frahm (eds.), Computer Vision – ECCV 2020, pp. 565–580, Cham,
2020. Springer International Publishing. ISBN 978-3-030-58539-6.

Zhe Chen, Jiannan Wu, Wenhai Wang, Weijie Su, Guo Chen, Sen Xing, Muyan Zhong, Qinglong
Zhang, Xizhou Zhu, Lewei Lu, et al. Internvl: Scaling up vision foundation models and aligning
for generic visual-linguistic tasks. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pp. 24185–24198, 2024.

Adam Dahlgren Lindström, Johanna Björklund, Suna Bensch, and Frank Drewes. Probing
multimodal embeddings for linguistic properties: the visual-semantic case. In Donia Scott,
Nuria Bel, and Chengqing Zong (eds.), Proceedings of the 28th International Conference on
Computational Linguistics, pp. 730–744, Barcelona, Spain (Online), December 2020. Interna-
tional Committee on Computational Linguistics. doi: 10.18653/v1/2020.coling-main.64. URL
https://aclanthology.org/2020.coling-main.64/.

Matt Deitke, Christopher Clark, Sangho Lee, Rohun Tripathi, Yue Yang, Jae Sung Park, Moham-
madreza Salehi, Niklas Muennighoff, Kyle Lo, Luca Soldaini, et al. Molmo and pixmo: Open
weights and open data for state-of-the-art multimodal models. arXiv preprint arXiv:2409.17146,
2024.

Matt Deitke, Christopher Clark, Sangho Lee, Rohun Tripathi, Yue Yang, Jae Sung Park, Moham-
madreza Salehi, Niklas Muennighoff, Kyle Lo, Luca Soldaini, et al. Molmo and pixmo: Open
weights and open data for state-of-the-art vision-language models. In Proceedings of the Computer
Vision and Pattern Recognition Conference, pp. 91–104, 2025.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas
Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An
image is worth 16x16 words: Transformers for image recognition at scale. arXiv preprint
arXiv:2010.11929, 2020.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle, Aiesha
Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, et al. The llama 3 herd of models.
arXiv e-prints, pp. arXiv–2407, 2024.

Matthew Finlayson, Aaron Mueller, Sebastian Gehrmann, Stuart Shieber, Tal Linzen, and Yonatan
Belinkov. Causal analysis of syntactic agreement mechanisms in neural language models. In
Chengqing Zong, Fei Xia, Wenjie Li, and Roberto Navigli (eds.), Proceedings of the 59th An-
nual Meeting of the Association for Computational Linguistics and the 11th International Joint

10

https://arxiv.org/abs/2502.01530
https://arxiv.org/abs/2502.01530
https://aclanthology.org/2020.coling-main.64/


540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

Conference on Natural Language Processing (Volume 1: Long Papers), pp. 1828–1843, Online,
August 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.acl-long.144.
URL https://aclanthology.org/2021.acl-long.144/.

Steven L Franconeri, Lace M Padilla, Priti Shah, Jeffrey M Zacks, and Jessica Hullman. The science
of visual data communication: What works. Psychological Science in the public interest, 22(3):
110–161, 2021.

Atticus Geiger, Hanson Lu, Thomas Icard, and Christopher Potts. Causal abstractions
of neural networks. In Advances in Neural Information Processing Systems, vol-
ume 34, pp. 9574–9586, 2021. URL https://papers.nips.cc/paper/2021/hash/
4f5c422f4d49a5a807eda27434231040-Abstract.html.

Atticus Geiger, Duligur Ibeling, Amir Zur, Maheep Chaudhary, Sonakshi Chauhan, Jing Huang,
Aryaman Arora, Zhengxuan Wu, Noah D. Goodman, Christopher Potts, and Thomas Icard. Causal
abstraction for faithful model interpretation. arXiv:2301.04709, 2024. URL https://arxiv.org/
abs/2301.04709.

Michal Golovanevsky, William Rudman, Vedant Palit, Ritambhara Singh, and Carsten Eickhoff.
What do vlms notice? a mechanistic interpretability pipeline for gaussian-noise-free text-image
corruption and evaluation. arXiv preprint arXiv:2406.16320, 2024.

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad
Al-Dahle, Aiesha Letman, Akhil Mathur, Alan Schelten, Alex Vaughan, et al. The llama 3 herd of
models. arXiv preprint arXiv:2407.21783, 2024.

Lisa Anne Hendricks and Aida Nematzadeh. Probing image-language transformers for verb under-
standing. In Chengqing Zong, Fei Xia, Wenjie Li, and Roberto Navigli (eds.), Findings of the
Association for Computational Linguistics: ACL-IJCNLP 2021, pp. 3635–3644, Online, August
2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.findings-acl.318. URL
https://aclanthology.org/2021.findings-acl.318/.

Huu-Tuong Ho, Luong Vuong Nguyen, Minh-Tien Pham, Quang-Huy Pham, Quang-Duong Tran,
Duong Nguyen Minh Huy, and Tri-Hai Nguyen. A review on vision-language-based approaches:
Challenges and applications. Computers, Materials and Continua, 82(2):1733–1756, 2025. ISSN
1546-2218. doi: https://doi.org/10.32604/cmc.2025.060363. URL https://www.sciencedirect.
com/science/article/pii/S1546221825001420.

Kushal Kafle, Brian Price, Scott Cohen, and Christopher Kanan. Dvqa: Understanding data visual-
izations via question answering. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pp. 5648–5656, 2018.

Samira Ebrahimi Kahou, Vincent Michalski, Adam Atkinson, Ákos Kádár, Adam Trischler, and
Yoshua Bengio. Figureqa: An annotated figure dataset for visual reasoning. arXiv preprint
arXiv:1710.07300, 2017.

Hugo Laurençon, Léo Tronchon, Matthieu Cord, and Victor Sanh. What matters when building
vision-language models? Advances in Neural Information Processing Systems, 37:87874–87907,
2024.

Sukwon Lee, Sung-Hee Kim, and Bum Chul Kwon. Vlat: Development of a visualization literacy
assessment test. IEEE transactions on visualization and computer graphics, 23(1):551–560, 2016.

Michael Lepori, Alexa Tartaglini, Wai Keen Vong, Thomas Serre, Brenden M Lake, and Ellie Pavlick.
Beyond the doors of perception: Vision transformers represent relations between objects. Advances
in Neural Information Processing Systems, 37:131503–131544, 2024.

Bo Li, Yuanhan Zhang, Dong Guo, Renrui Zhang, Feng Li, Hao Zhang, Kaichen Zhang, Peiyuan
Zhang, Yanwei Li, Ziwei Liu, et al. Llava-onevision: Easy visual task transfer. arXiv preprint
arXiv:2408.03326, 2024.

Yiming Liu, Yuhui Zhang, and Serena Yeung-Levy. Mechanistic interpretability meets vision
language models: Insights and limitations. In The Fourth Blogpost Track at ICLR 2025, 2025.
URL https://openreview.net/forum?id=pZqvfsUpeh.

11

https://aclanthology.org/2021.acl-long.144/
https://papers.nips.cc/paper/2021/hash/4f5c422f4d49a5a807eda27434231040-Abstract.html
https://papers.nips.cc/paper/2021/hash/4f5c422f4d49a5a807eda27434231040-Abstract.html
https://arxiv.org/abs/2301.04709
https://arxiv.org/abs/2301.04709
https://aclanthology.org/2021.findings-acl.318/
https://www.sciencedirect.com/science/article/pii/S1546221825001420
https://www.sciencedirect.com/science/article/pii/S1546221825001420
https://openreview.net/forum?id=pZqvfsUpeh


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Haoyu Lu, Wen Liu, Bo Zhang, Bingxuan Wang, Kai Dong, Bo Liu, Jingxiang Sun, Tongzheng Ren,
Zhuoshu Li, Hao Yang, et al. Deepseek-vl: towards real-world vision-language understanding.
arXiv preprint arXiv:2403.05525, 2024.

David Marr. Vision: A computational investigation into the human representation and processing of
visual information. MIT press, 2010.

Ahmed Masry, Do Xuan Long, Jia Qing Tan, Shafiq Joty, and Enamul Hoque. Chartqa: A bench-
mark for question answering about charts with visual and logical reasoning. arXiv preprint
arXiv:2203.10244, 2022.

Ahmed Masry, Mohammed Saidul Islam, Mahir Ahmed, Aayush Bajaj, Firoz Kabir, Aaryaman
Kartha, Md Tahmid Rahman Laskar, Mizanur Rahman, Shadikur Rahman, Mehrad Shahmoham-
madi, et al. Chartqapro: A more diverse and challenging benchmark for chart question answering.
arXiv preprint arXiv:2504.05506, 2025.

Kevin Meng, David Bau, Alex Andonian, and Yonatan Belinkov. Locating and editing factual
associations in gpt. In S. Koyejo, S. Mohamed, A. Agarwal, D. Belgrave, K. Cho, and A. Oh
(eds.), Advances in Neural Information Processing Systems, volume 35, pp. 17359–17372. Curran
Associates, Inc., 2022. URL https://proceedings.neurips.cc/paper_files/paper/2022/
file/6f1d43d5a82a37e89b0665b33bf3a182-Paper-Conference.pdf.

Nitesh Methani, Pritha Ganguly, Mitesh M Khapra, and Pratyush Kumar. Plotqa: Reasoning over
scientific plots. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer
Vision, pp. 1527–1536, 2020.

Saugat Pandey and Alvitta Ottley. Benchmarking visual language models on standardized visualiza-
tion literacy tests. arXiv preprint arXiv:2503.16632, 2025.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International conference on machine learning, pp.
8748–8763. PmLR, 2021.

Chameleon Team. Chameleon: Mixed-modal early-fusion foundation models. arXiv preprint
arXiv:2405.09818, 2024.

Gemma Team, Aishwarya Kamath, Johan Ferret, Shreya Pathak, Nino Vieillard, Ramona Merhej,
Sarah Perrin, Tatiana Matejovicova, Alexandre Ramé, Morgane Rivière, et al. Gemma 3 technical
report. arXiv preprint arXiv:2503.19786, 2025.

Arnav Verma, Kushin Mukherjee, Christopher Potts, Elisa Kreiss, and Judith E Fan. Evaluating
human and machine understanding of data visualizations. In Proceedings of the Annual Meeting of
the Cognitive Science Society, volume 46, 2024.

Jesse Vig, Sebastian Gehrmann, Yonatan Belinkov, Sharon Qian, Daniel Nevo, Yaron Singer, and
Stuart Shieber. Causal mediation analysis for interpreting neural nlp: The case of gender bias,
2020.

Kevin Ro Wang, Alexandre Variengien, Arthur Conmy, Buck Shlegeris, and Jacob Steinhardt.
Interpretability in the wild: a circuit for indirect object identification in GPT-2 small. In
The Eleventh International Conference on Learning Representations, 2023. URL https:
//openreview.net/forum?id=NpsVSN6o4ul.

An Yang, Baosong Yang, Binyuan Hui, Bo Zheng, Bowen Yu, Chang Zhou, Chengpeng Li,
Chengyuan Li, Dayiheng Liu, Fei Huang, Guanting Dong, Haoran Wei, Huan Lin, Jialong
Tang, Jialin Wang, Jian Yang, Jianhong Tu, Jianwei Zhang, Jianxin Ma, Jianxin Yang, Jin Xu,
Jingren Zhou, Jinze Bai, Jinzheng He, Junyang Lin, Kai Dang, Keming Lu, Keqin Chen, Kexin
Yang, Mei Li, Mingfeng Xue, Na Ni, Pei Zhang, Peng Wang, Ru Peng, Rui Men, Ruize Gao,
Runji Lin, Shijie Wang, Shuai Bai, Sinan Tan, Tianhang Zhu, Tianhao Li, Tianyu Liu, Wenbin
Ge, Xiaodong Deng, Xiaohuan Zhou, Xingzhang Ren, Xinyu Zhang, Xipin Wei, Xuancheng
Ren, Xuejing Liu, Yang Fan, Yang Yao, Yichang Zhang, Yu Wan, Yunfei Chu, Yuqiong Liu,
Zeyu Cui, Zhenru Zhang, Zhifang Guo, and Zhihao Fan. Qwen2 technical report, 2024. URL
https://arxiv.org/abs/2407.10671.

12

https://proceedings.neurips.cc/paper_files/paper/2022/file/6f1d43d5a82a37e89b0665b33bf3a182-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/6f1d43d5a82a37e89b0665b33bf3a182-Paper-Conference.pdf
https://openreview.net/forum?id=NpsVSN6o4ul
https://openreview.net/forum?id=NpsVSN6o4ul
https://arxiv.org/abs/2407.10671


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

Xiaohua Zhai, Basil Mustafa, Alexander Kolesnikov, and Lucas Beyer. Sigmoid loss for language
image pre-training. In Proceedings of the IEEE/CVF international conference on computer vision,
pp. 11975–11986, 2023.

Jinguo Zhu, Weiyun Wang, Zhe Chen, Zhaoyang Liu, Shenglong Ye, Lixin Gu, Hao Tian, Yuchen
Duan, Weijie Su, Jie Shao, et al. Internvl3: Exploring advanced training and test-time recipes for
open-source multimodal models. arXiv preprint arXiv:2504.10479, 2025.

A FULL PROMPTING DETAILS

A.1 BEHAVIORAL EVALUATION PROMPT

All behavioral evaluation input prompts begin with a standardized paragraph describing the input
image in a generic way. This is meant to provide additional helpful context for the model without
explicitly guiding the chain-of-thought. The text is the following:

The image shows a scatter plot displaying the relationship between two quantitative
variables, labeled ’x’ (horizontal axis) and ’y’ (vertical axis). Each observation in
the dataset is represented by a single graphical element (circle, triangle, square,
or star) positioned on the coordinate plane according to its exact x- and y-values.
The data points appear in four distinct colors (red, green, blue, or orange). Please
answer the following question based on the information conveyed by this scatter
plot.

A.2 INPUT PROMPT TO THE LLM JUDGE

As described in Section 3.3, we employ Claude 3.5 Sonnet to evaluate the model responses on FUGU
(results reported in Section 4.1 and Figure 2). The full prompt submitted to Claude for each <task,
image> pair in FUGU is the following:

I have asked a vision-language model to answer a {task_type} question about a
plot. Here is the question:
"{question}"

The ground truth answer (or possible answers, formatted as a list) to the question
are: {answer}. The model is correct if it returns an answer that is in the set of
possible answers.
This is the full response from the model:
"{full_response}"

Based on the type of task, I expect that the answer {answer_spec}. The model
may have responded with an answer that is not fully formatted correctly. For
example, it may answer "the star symbol" instead of specifying a color. It may
also omit the first parenthesis in a parenthesis pair. Finally, the model may have
forgotten to round the numbers to the nearest integer. If this answer matches one of
the possible answers, it is still correct.
Please analyze the model’s response and extract an answer that matches the ex-
pected format above. Try to be as faithful as possible to the model’s response
while still matching the expected format. Numbers may be provided as words in
the response, and you should convert them to numbers. If an answer is able to be
extracted, please also analyze if it is correct by comparing it to the ground truth
answer(s). If no good answer can be found, please explain why.
Return your analysis in this format:
Extracted Answer: [number or ’None’]
Correct: [True/False]
Explanation (if ’None’): [your reasoning]

The templated values in pink are filled according to the specific <task, image> response that is being
evaluated.
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• {task_type}: count, position, distance, extremum, mean
• {question}: the task prompt (see the top row of Figure 1 for examples)
• {answer}: a comma separated list of all possible ground-truth answers to the task
• {full_response}: the entire decoded text of LLaMA-3.2 11B’s output (maximum 1,000

generated tokens)
• {answer_spec}: a description of the expected output type. For count and distance tasks, this is

"is a single integer." For position and mean: "is an (x, y) coordinate enclosed by parentheses."
For extremum tasks: "is a (color, shape) combination."

Claude was able to successfully extract properly-formatted answers for LLaMA-3.2 11B on 100% of
the inputs, so our behavioral results include responses on the full dataset.

B BENCHMARKING ADDITIONAL VLMS ON FUGU AND ENSEMBLE TASKS

We additionally benchmarked the following VLMs on FUGU and the ensemble tasks from Section 4.6:
Molmo 7B (Deitke et al., 2025), Gemma 3 12B (Team et al., 2025), Idefics2 (Laurençon et al., 2024),
Chameleon 7B (Team, 2024), Claude 3.5 Sonnet and Haiku, GPT-4o mini, GPT-4o, GPT-5, Gemini
2.5 Flash and Pro. Results for FUGU tasks are in Table 2; results for ensemble tasks are in Table 3.

Model ↓ Count Position Distance Extremum Mean Avg.
LLaMA-3.2 11B 63.5 63.9 56.6 50.8 43.5 55.7
LLaMA-3.2 11B (FUGU-100k) 99.3 91.7 87.3 68.1 50.5 79.4
LLaVA-OneVision 7B 65.8 41.9 33.8 66.3 52.5 52.1
LLaVA-OneVision 7B (FUGU-100k) 86.8 88.0 36.3 65.2 94.2 74.1
InternVL3 14B 63.9 91.5 69.7 80.5 22.0 65.5
InternVL3 14B (FUGU-100k) 100.0 99.2 87.7 88.5 93.3 93.7
Molmo-D 7B 39.8 54.6 37.9 72.9 32.8 47.6
Molmo-O 7B 69.1 45.3 34.2 52.2 30.8 46.3
Gemma3 12B 70.1 90.5 84.8 87.7 86.1 83.8
Idefics2 8B 49.0 3.4 34.0 31.4 9.7 25.5
Chameleon 7B 0.0 2.2 20.1 13.7 2.7 7.7
Claude 3.5 Sonnet 86.6 95.3 97.1 97.5 75.3 90.4
Claude 3.5 Haiku 86.2 95.7 97.1 97.7 74.5 90.2
GPT-4o mini 69.4 63.9 61.3 68.9 65.3 65.8
GPT-4o 86.3 86.3 81.8 93.8 83.0 86.2
GPT-5 99.2 100.0 99.8 69.6 19.7 77.7
Gemini 2.5 Flash 99.5 99.6 100.0 96.4 81.6 95.4
Gemini 2.5 Pro

Table 2: Model behavioral performance on FUGU tasks. See Figure 1A for examples of each task.
For each task, model accuracy is averaged across sample size ∈ {1, 2, 4, 8, 16}. The “Avg.” column
gives accuracy averaged across all five tasks.

C EXAMINING MODEL CHAIN-OF-THOUGHT ON FUGU TASKS

C.1 FREQUENCY OF POINT LISTING BEHAVIOR

How often do models list individual data point coordinates in order to solve tasks? We analyzed
the frequency of point listing behaviors by passing full model responses from Section 4.1 to Claude
3.5 Sonnet, asking Claude to judge whether the response contained any lists of coordinates (x, y, or
(x, y)).

The resulting coordinate-listing frequencies are shown in Table 4. For LLaMA-3.2 and
LLaVA-OneVision, the frequency of coordinate listing is extremely variable across tasks. None
of the count tasks trigger point listing for either model, while almost all of the mean tasks do. Mean-
while, InternVL lists coordinates most of the time for most tasks. These findings provide context for
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Model ↓ Correlation Cluster Function Outlier Avg.
LLaMA-3.2 11B 74.6 74.8 26.5 34.5 52.6
LLaMA-3.2 11B (FUGU-100k) 82.3 90.4 52.1 86.8 77.9
LLaVA-OneVision 7B 69.0 82.9 49.2 48.5 62.4
LLaVA-OneVision 7B (FUGU-100k) 76.7 93.8 69.8 87.0 81.8
InternVL3 14B 55.8 91.5 44.8 67.5 64.9
InternVL3 14B (FUGU-100k) 71.0 92.5 65.2 87.2 79.0
Molmo-D 7B 51.5 69.8 37.3 42.5 50.3
Molmo-O 7B 50.2 47.9 25.0 0.0 30.8
Gemma3 12B 57.3 85.6 48.5 77.5 67.2
Idefics2 8B 66.7 55.6 40.0 4.2 41.6
Chameleon 7B 50.6 54.8 24.6 0.0 32.5
Claude 3.5 Sonnet 81.7 89.6 71.0 66.5 77.2
Claude 3.5 Haiku 84.0 90.0 69.6 69.8 78.4
GPT-4o Mini 82.3 88.8 57.9 20.0 62.2
GPT-4o 84.8 94.8 76.5 56.8 78.2
GPT-5 82.9 93.5 80.8 81.5 84.7
Gemini 2.5 Flash 81.2 94.2 71.0 89.0 83.8
Gemini 2.5 Pro

Table 3: Model behavioral performance on ensemble tasks from Section 4.6. See Figure 4A for
examples of each task. The “Avg.” column gives accuracy averaged across all four tasks.

the performance patterns observed in Figure 4B, reinforcing our hypothesis that accurate coordinate
extraction represents a fundamental bottleneck in data visualization understanding for these models.

Task: count position distance extremum mean
LLaMA-3.2 0% 98% 100% 53% 100%

LLaVA-OneVision 0% 100% 0% 17% 100%
InternVL3 70% 100% 100% 99% 84%

Table 4: Frequency of point listing (%) in responses generated by models by task. Each cell
contains the percentage of model responses that contain point listing as judged by Claude 3.5 Sonnet.

C.2 ACCURACY OF POINT LISTING

All three models demonstrate a degradation in performance on coordinate extraction as the number
of data points increases. See Figure 6.

C.3 STRUCTURED CHAIN-OF-THOUGHT: MODEL VERSUS GROUND-TRUTH COORDINATE
LISTING

We forced models to implement one of two strategies by providing a given model with structured
chain-of-thought templates. The input prompts follow the same format as the behavioral evaluations
in the main text (see Section 3.3 for the prompting method and Section 4.1 for results). Following the
full input prompt, we appended one of the two following chain-of-thought templates:

1. Model coordinate listing: Step 1 lists the model-generated (x, y) coordinates for all data points
in the scatter plot. Step 2 states: "answer the question."

2. Ground-truth coordinate listing: Step 1 lists the ground-truth (x, y) coordinates for all data
points in the scatter plot. Step 2 states: "answer the question."

Following these chain-of-thought templates, we allow the model to generate a maximum of 1,000
new tokens with temperature set to 0. Examples of the two templates are displayed in Table 5.
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Figure 6: Accuracy of model-generated (x, y) coordinates. The x-axis represents the number of
data points in each scatter plot, while the y-axis shows the accuracy of model-generated coordinates.
We prompted models to generate coordinates for each element in the plot.

C.4 DETAILED CHAIN-OF-THOUGHT PROMPTING RESULTS

This section contains results from Section 4.4 (Figure 4B) broken out by task for each model. See
Figure 7 for results on FUGU tasks and Figure 8 for results on ensemble tasks.
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Figure 7: Results from Section 4.4 broken out by task for FUGU tasks.
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Figure 8: Results from Section 4.4 broken out by task for ensemble tasks.
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Task: "Which data point has the
largest y-value?"

Prompt coordinate listing template
STEP 1: Let’s identify each point in the image
one by one.
- Red star: x=7, y=7
- Red circle: x=7, y=7
- Orange circle: x=6, y=7
- Green square: x=4, y=7
- Green triangle: x=3, y=5
- Blue square: x=1, y=3
- Blue triangle: x=1, y=3
- Orange star: x=6, y=1
STEP 2: **State the color and shape of the data
point with the smallest x-value**
BE CONCISE; ONLY RESPOND WITH THE ANSWER. The
color and shape of the data point with the
smallest x-value =

Ground-truth coordinate listing template
STEP 1: **Identify the (x, y) coordinates of all
points in the image.**
- Red star: x=5, y=6
- Red circle: x=7, y=7
- Orange circle: x=5, y=3
- Green square: x=4, y=7
- Green triangle: x=3, y=5
- Blue square: x=1, y=3
- Blue triangle: x=2, y=1
- Orange star: x=6, y=1
STEP 2: **State the color and shape of the data
point with the smallest x-value**
BE CONCISE; ONLY RESPOND WITH THE ANSWER. The
color and shape of the data point with the
smallest x-value =

Table 5: Example of a prompt coordinate-listing template vs. a ground-truth coordinate listing
template. The image and task are displayed on the left, while the two templates are displayed on
the right. The order of the objects listed is the same across templates for a given <task, image> pair.
After the "=", the model is allowed to freely generate its response.

C.5 EXAMPLE MODEL RESPONSES

C.5.1 LLAMA-3.2
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Task Input Image Prompt & Model Response Correct?

Count Prompt: How many data points are there in this plot?

Model response: There are 4 data points in this plot.

✓

Count Prompt: "How many data points are there in this plot?"

Model response: "To determine the number of data points
in the plot, we need to count each individual graphical
element (circle, triangle, square, or star) that represents
an observation.
There are 8 data points in this plot."

✗

Position Prompt: What is the (x, y) coordinate of the red triangle?

Model response: The red triangle is located at the point
(4, 5) on the coordinate plane.

✓

Position Prompt: What is the (x, y) coordinate of the red star?

Model response: The red star is located at the point (3,
4) on the scatter plot.

✗

Table 6: Examples of full LLaMA-3.2 responses to the count and position tasks.
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Task Input Image Prompt & Model Response Correct?

Distance Prompt: What is the distance between the red triangle
and the blue square?

Model response: **Step 1: Identify the coordinates of
the red triangle and the blue square.** The red triangle
is located at the point (3, 6) on the coordinate plane. The
blue square is located at the point (4, 2) on the coordinate
plane.

**Step 2: Calculate the distance between the two points
using the distance formula.** The distance formula is
given by:

d = sqrt((x2− x1)2 + (y2− y1)2)

where d is the distance, (x1, y1) are the coordinates of
the first point, and (x2, y2) are the coordinates of the
second point.

Plugging in the values, we get:

d = sqrt((4− 3)2 + (2− 6)2)

= sqrt(12 + (−4)2)

= sqrt(1 + 16)

= sqrt(17)

**Step 3: Round the distance to the nearest whole num-
ber.** Rounding sqrt(17) to the nearest whole number
gives us 5. **Answer:** 5

✓

Distance Prompt: What is the distance between the blue star and
the green triangle?

Model response: **Step 1: Identify the coordinates of
the blue star and the green triangle.** The blue star is
located at (1, 2) and the green triangle is located at (7,
4).

**Step 2: Calculate the distance between the two points
using the distance formula.** The distance formula is
given by:

d =
√

(x2 − x1)2 + (y2 − y1)2

where d is the distance, (x1, y1) are the coordinates of
the first point, and (x2, y2) are the coordinates of the
second point. Plugging in the values, we get:

d =
√

(7− 1)2 + (4− 2)2 =
√

62 + 22 =
√
36 + 4

=
√
40 ≈ 6.32

**Step 3: Round the distance to the nearest whole num-
ber.** Rounding 6.32 to the nearest whole number gives
us 6. **Answer:** The distance between the blue star
and the green triangle is approximately 6 units.

✗

Table 7: Examples of full LLaMA-3.2 responses to the distance task.19
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Task Input Image Prompt & Model Response Correct?

Minimum x Prompt: Which data point has the smallest x-
value?

Model response: **Step 1: Identify the x-axis and
y-axis.**
The x-axis is the horizontal axis, and the y-axis is
the vertical axis.
**Step 2: Identify the data points.**
There are four data points in the scatter plot: a
red circle, a green square, a blue triangle, and an
orange star.
**Step 3: Determine the x-values of each data
point.**
The x-values of the data points are as follows:
* Red circle: 3 * Green square: 7 * Blue triangle:
2 * Orange star: 4
**Step 4: Identify the data point with the smallest
x-value.**
The data point with the smallest x-value is the blue
triangle, which has an x-value of 2.
**Answer:** The data point with the smallest x-
value is the blue triangle.

✓

Minimum x Prompt: Which data point has the smallest x-
value?

Model response: **Step 1: Identify the x-axis
values for each data point.**
* The x-axis values are: 0, 1, 2, 3, 4, 5, 6, 7, 8.
**Step 2: Identify the data point with the smallest
x-value.**
* The data point with the smallest x-value is the
one with the lowest x-axis value, which is 0.
**Step 3: Determine the color and shape of the
data point with the smallest x-value.**
* The data point with the smallest x-value is a blue
square.
**Answer:** The data point with the smallest x-
value is a blue square.

✗

Table 8: Examples of full LLaMA-3.2 responses to minimum-x extremum tasks.
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Task Input Image Prompt & Model Response Correct?

Minimum y Prompt: Which data point has the smallest y-
value?

Model response: **Step 1: Identify the data
points in the scatter plot.**
The scatter plot displays a total of 12 data points,
each represented by a unique color and shape. The
colors are red, green, blue, and orange, and the
shapes are circles, triangles, squares, and stars.
**Step 2: Determine the y-values of each data
point.**
The y-values of the data points are as follows:
* Red circle: 7 * Red triangle: 7 * Red square: 5 *
Red star: 2 * Green circle: 1 * Green triangle: 6
* Green square: 5 * Blue circle: 7 * Blue triangle:
4 * Blue square: 6 * Orange circle: 4 * Orange
square: 5
**Step 3: Identify the data point with the smallest
y-value.**
The data point with the smallest y-value is the
green circle, which has a y-value of 1.
**Answer:** The data point with the smallest y-
value is the green circle.

✓

Minimum y Prompt: Which data point has the smallest y-
value?

Model response: **Step 1: Identify the data
points in the scatter plot.**
The scatter plot displays a total of 8 data points,
each represented by a different color and shape.
The colors are red, green, blue, and orange, and
the shapes are circles, triangles, squares, and stars.
**Step 2: Determine the y-values of each data
point.**
The y-values of each data point are as follows:
* Red circle: 3 * Green square: 3 * Blue star: 4 *
Orange triangle: 7 * Red triangle: 3 * Green circle:
4 * Blue square: 6 * Orange square: 7
**Step 3: Identify the data point with the smallest
y-value.**
The data point with the smallest y-value is the red
triangle, which has a y-value of 3.
**Answer:** The data point with the smallest y-
value is the red triangle. ✗

Table 9: Examples of full LLaMA-3.2 responses to minimum-y extremum tasks.
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Task Input Image Prompt & Model Response Correct?

Maximum
x

Prompt: Which data point has the largest x-value?

Model response: **Step 1: Identify the x-axis.**
The x-axis is the horizontal axis, which represents
the independent variable in the scatter plot.
**Step 2: Identify the data points.**
The data points are represented by different shapes
(circles, triangles, squares, and stars) and colors
(red, green, blue, and orange).
**Step 3: Determine the x-values of each data
point.**
The x-values of each data point are as follows:
* Red circle: 1 * Green square: 2 * Blue triangle: 3
* Orange star: 4 * Red square: 5 * Green triangle:
6 * Blue circle: 7 * Orange square: 8
**Step 4: Identify the data point with the largest
x-value.**
The data point with the largest x-value is the orange
square, which has an x-value of 8.
**Answer:** The data point with the largest x-
value is the orange square.

✓

Maximum
x

Prompt: Which data point has the largest x-value?

Model response: **Step 1: Identify the x-axis.**
The x-axis is the horizontal axis, which represents
the independent variable in the scatter plot.
**Step 2: Identify the data points.**
The data points are represented by different shapes
(circles, triangles, squares, and stars) and colors
(red, green, blue, and orange).
**Step 3: Determine the x-values of each data
point.**
The x-values of each data point are as follows:
* Red circle: 1.6 * Green star: 7 * Blue square:
2.8 * Orange triangle: 3.2 * Red star: 1.2 * Green
triangle: 6.4 * Blue circle: 4 * Orange square: 7.2
**Step 4: Identify the data point with the largest
x-value.**
The data point with the largest x-value is the orange
square, which has an x-value of 7.2.
**Answer:** The data point with the largest x-
value is the orange square.

✗

Table 10: Examples of full LLaMA-3.2 responses to maximum-x extremum tasks.
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Task Input Image Prompt & Model Response Correct?

Maximum
y

Prompt: Which data point has the largest y-value?

Model response: **Step 1: Identify the data
points in the scatter plot.**
The scatter plot displays a total of 8 data points,
each represented by a different color and shape.
The colors are red, green, blue, and orange, and
the shapes are circles, triangles, squares, and stars.
**Step 2: Determine the y-values of each data
point.**
The y-values of each data point are as follows:
* Red circle: 6.5 * Green circle: 4.5 * Blue circle:
5.5 * Orange circle: 7.5 * Red triangle: 5.5 * Green
triangle: 4.5 * Blue triangle: 3.5 * Orange triangle:
7.5
**Step 3: Identify the data point with the largest
y-value.**
The data point with the largest y-value is the orange
square, which has a y-value of 7.5.
**Answer:** The data point with the largest y-
value is the orange square.

✓

Maximum
y

Prompt: Which data point has the largest y-value?

Model response: **Step 1: Identify the data
points in the scatter plot.**
The scatter plot displays 12 data points, each rep-
resented by a different color and shape (circle, tri-
angle, square, or star). The colors are red, green,
blue, and orange.
**Step 2: Determine the y-values for each data
point.**
The y-values for each data point are as follows:
* Red circle: 6.5 * Red triangle: 4.5 * Red square:
3.5 * Red star: 7.5 * Green circle: 2.5 * Green
triangle: 1.5 * Green square: 4.5 * Green star:
2.5 * Blue circle: 4.5 * Blue triangle: 3.5 * Blue
square: 2.5 * Orange circle: 1.5
**Step 3: Identify the data point with the largest
y-value.**
The data point with the largest y-value is the red
star, with a y-value of 7.5.
**Answer:** The data point with the largest y-
value is the red star.

✗

Table 11: Examples of full LLaMA-3.2 responses to maximum-y extremum tasks.
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Task Input Image Prompt & Model Response Correct?

Mean Prompt: What is the (x, y) coordinate that is closest to
the centroid, or arithmetic mean of the positions of all
data points?

Model response: **Step 1: Identify the data points and
their coordinates.**
The data points are represented by different colors and
shapes, each with a unique (x, y) coordinate.
* Red triangle: (2.5, 3.5) * Orange square: (3, 3) * Green
square: (2, 7) * Blue square: (6, 6) * Red star: (1.5, 1.5)
**Step 2: Calculate the centroid (arithmetic mean) of
the x-coordinates and y-coordinates separately.**
To find the centroid, we need to calculate the average of
all x-coordinates and the average of all y-coordinates.
* Average x-coordinate = (2.5 + 3 + 2 + 6 + 1.5) / 5 = 15
/ 5 = 3 * Average y-coordinate = (3.5 + 3 + 7 + 6 + 1.5) /
5 = 21 / 5 = 4.2
**Step 3: Round the centroid coordinates to the nearest
whole number.**
Rounded x-coordinate = 3 Rounded y-coordinate = 4
**Answer:** The (x, y) coordinate closest to the cen-
troid is (3, 4).

✓

Mean Prompt: What is the (x, y) coordinate that is closest to
the centroid, or arithmetic mean of the positions of all
data points?

Model response: **Step 1: Identify the data points in
the scatter plot.**
The scatter plot displays four data points, each repre-
sented by a different color: red, green, blue, and orange.
The x-values for these points are 2, 3, 5, and 7, respec-
tively. The corresponding y-values are 7, 7, 6, and 7.
**Step 2: Calculate the mean of the x-values.**
To find the mean of the x-values, we add up all the x-
values and divide by the total number of data points.
Mean x = (2 + 3 + 5 + 7) / 4 = 17 / 4 = 4.25
**Step 3: Calculate the mean of the y-values.**
To find the mean of the y-values, we add up all the y-
values and divide by the total number of data points.
Mean y = (7 + 7 + 6 + 7) / 4 = 27 / 4 = 6.75
**Step 4: Determine the closest data point to the cen-
troid.**
The centroid is the point (4.25, 6.75). We need to find
the data point that is closest to this point.
The closest data point to the centroid is the green point
at (3, 7).
**Step 5: Round the x-value and y-value to the nearest
whole number.**
Rounded x-value = 3 Rounded y-value = 7
**Answer:** The (x, y) coordinate closest to the cen-
troid is (3, 7).

✗

Table 12: Examples of full LLaMA-3.2 responses to mean task.
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Figure 9: Examining model failure on the distance task. A) LLaMA-3.2 11B’s error patterns on
the distance task. Ground truth distances for all stimuli (x-axis) are plotted against model predicted
distances for the same stimuli (y-axis). Darker hues represent that a given (ground truth, predicted
distance) pair is more common. For larger distances, model predictions are typically closer to ground
truth. For shorter distances, model predictions demonstrate much greater variance, although the bulk
of distance predictions are accurate or close to accurate. B) Probe test accuracy for distance in
vision vs. language layers.

D FINE-TUNING DETAILS

We fine-tuned all parameters in each model. We conducted hyperparameter sweeps for each of the
three models across learning rates ∈ {1e-3, 1e-4, 1e-5} learning rate schedulers ∈ {LinearLR,
ReduceLROnPlateau, CosineAnnealingLR}, and optimizers ∈ {Adam, AdamW, SGD}. For each
model and dataset size combination, we selected the best-performing configuration based on held-out
validation performance. All models achieved 98%-99% training accuracy, indicating successful
optimization on the training objectives.

To generate sufficient unique images for the training datasets, we introduced additional variation
beyond our original controlled settings: dot sizes, number of axis ticks, and numeric scales of tick
labels. The “original” FUGU values of these parameters were included. The ensemble task stimuli
vary in dot size, amount of noise, and distribution parameters (e.g. locations of the clusters, constants
in the ground-truth functional relationship). The training datasets were roughly evenly distributed
across all 9 tasks (FUGU + ensemble).

E ERROR ANALYSIS

E.1 ERROR CASE STUDY: LLAMA-3.2 ON THE DISTANCE TASK

In Section 4.4, we observed that LLaMA-3.2 11B’s performance on the distance task did not improve
over baseline when provided with the ground-truth (x, y) coordinates of the data points. These results
pointed to an additional bottleneck beyond coordinate extraction on the distance task, which we
examine in greater detail in this section.

We found that predictions generally approximate the correct distances, typically deviating by only ±1
unit (Figure 9A). We observed higher variability in prediction accuracy for shorter distances, with the
model occasionally producing substantial errors (predictions of 5-6 units for actual distances of 1
unit). Analysis of the model’s reasoning reveals a consistent strategy: the model extracts coordinates
for the relevant data points and applies the Euclidean distance formula to the extracted coordinates.
Since predicted distances are frequently close to ground-truth, it is likely that arithmetic complexities
introduced by the squaring and square root calculations in the Euclidean distance formula contribute
significantly to inaccuracies, rather than coordinate extraction alone.
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To what extent do the visual representations contribute to model failures on the distance task? To
answer this question, we employed linear probes to predict distances between specific data point
pairs from the model’s vision or language representations. We found a stark disparity between vision
and language processing on the distance task: probes trained on visual features achieved perfect
100% test accuracy, while those trained on language features failed to predict distances effectively
despite cross-attention with visual features (Figure 9B). This finding provides insight into the model’s
processing limitations: despite the vision encoder linearly representing distance information, this
information fails to linearly transfer into the LM, highlighting a potential limitation of how this
architecture achieves the hand-off between the vision and language model components.

E.2 ERROR PATTERNS
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Figure 10: Error patterns for LLaMA-3.2.
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Figure 11: Error patterns for LLaVA-OneVision.
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Figure 12: Error patterns for InternVL3.
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Figure 13: Illustrations of the model architectures tested in the paper. A) LLaMA-3.2. This
model is a cross-attention based architecture in which visual features are first extracted from multiple
layers of the vision encoder, concatenated, projected onto the dimension of the LM, and then used as
the keys and values in cross-attention layers evenly spaced through the LM. Decoder-only VLM
architecture. This diagram encompasses both LLaVA-OneVision and InternVL3. Vision features
are extracted from the final layer of the vision encoder, projected into the dimension of the LM, and
given to the LM as additional tokens in its input context.

F LINEAR PROBE DETAILS

F.1 EXTRACTING VISION AND LANGUAGE FEATURES

We trained probes on individual layers from the vision encoder or the LLM. For each layer, vision
features were collected by concatenating the 1,280-dimensional representations of all 1,601 image
patches in that layer into a (1, 280× 1, 601)-dimensional vector. Language features were obtained
by passing both an input image and the task prompt through the model, concatenating the 4,096-
dimensional representations of each token in the task prompt, resulting in a (len(prompt)× 4, 096)-
dimensional vector.

F.2 FORMAT OF PROBE OUTPUTS

When probing for the position task, we encoded coordinates as 16-dimensional vectors, where the
first 8 entries encode the x-coordinate and the latter 8 entries encode the y-coordinate. When probing
for distance, the probe outputs are simply a length-9 one-hot vector (since 9 is the maximal distance).

G MODEL DETAILS

In this section, we provide additional details about the three model architectures tested in the
main body of the paper: LLaMA-3.2B 11B (Grattafiori et al., 2024), LLaVA-OneVision 7B (Li
et al., 2024), and InternVL3 14B (Zhu et al., 2025). See Figure 13 for diagrams of each model’s
architecture.

G.1 LLAMA-3.2 11B DETAILS

LLaMA-3.2B 11B’s architecture consists of three major components: the visual encoder, the lan-
guage module (LM), and the vision-language adapter (Figure 13). The visual encoder consists of a
standard Vision Transformer (ViT; Dosovitskiy et al. 2020) operating over image patches of 14x14
pixels, creating 40x40 image patches for an image of 560x560px. The ViT consists of a 14x14x3
convolutional filter to embed the image patches, then 32 standard vision transformer layers, followed
by 8 gated self-attention layers. To feed visual information into the LM, the outputs of the 4th, 8th,
16th, 24th, 31st and final layers are concatenated along the feature dimension for each image patch.
These features are projected into the same dimensionality as the LM and are then used to construct
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the keys and values in cross-attention layers in the LM (Alayrac et al., 2022). The LM consists of a
decoder only transformer in which a cross-attention layer occurs every 4th layer. The cross-attention
layer uses queries from the LM and keys and values from the vision representations. When combining
the vision and language data modalities during training, the LM’s parameters are frozen whereas the
vision encoder and cross attention layers are not (Grattafiori et al., 2024).

G.2 LLAVA-ONEVISION 7B DETAILS

See (Li et al., 2024).

G.3 INTERNVL3 14B DETAILS

See (Chen et al., 2024).
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