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Abstract

We recently showed that Long Short-Term Memory (LSTM)
recurrent neural networks (RNNs) outperform state-of-the-art
deep neural networks (DNNs) for large scale acoustic model-
ing where the models were trained with the cross-entropy (CE)
criterion. It has also been shown that sequence discrimina-
tive training of DNNs initially trained with the CE criterion
gives significant improvements. In this paper, we investigate se-
quence discriminative training of LSTM RNNss in a large scale
acoustic modeling task. We train the models in a distributed
manner using asynchronous stochastic gradient descent opti-
mization technique. We compare two sequence discriminative
criteria — maximum mutual information and state-level mini-
mum Bayes risk, and we investigate a number of variations of
the basic training strategy to better understand issues raised by
both the sequential model, and the objective function. We ob-
tain significant gains over the CE trained LSTM RNN model
using sequence discriminative training techniques.

Index Terms: recurrent neural network, long short-term mem-
ory, sequence discriminative training, acoustic modeling.

1. Introduction

Deep neural networks (DNNs) have been very successful for
acoustic modeling in large vocabulary speech recognition [1, 2,
3,4, 5, 6]. More recently, Long Short-Term Memory (LSTM)
recurrent neural networks (RNNs) have been shown to beat the
state of the art DNN systems [7, 8]. LSTM networks [9, 10, 11]
are a type of recurrent neural network, which contain special
units called memory blocks in the recurrent hidden layer, and
which are believed to be easier to train than standard RNNs.
The memory blocks contain memory cells with self-connections
storing the temporal state of the network. In addition, they have
multiplicative units called gates to control the flow of informa-
tion into the memory cell and out of the cell to the rest of the
network.

DNNs and LSTM RNNs for acoustic modeling have com-
monly used the hybrid approach [12], where the neural net-
works estimate the hidden Markov model (HMM) state poste-
riors to be used in HMM based decoders. The models are gen-
erally first trained using HMM state aligned acoustic frames,
where the initial alignments can be obtained with a Gaussian
mixture model (GMM) using the supervised transcripts and can
be further refined by realigning with a fully trained neural net-
work. The cross-entropy training criterion is commonly used
with a softmax output and the outputs converge to class poste-
riors. As a frame-level criterion discriminating HMM states,
cross-entropy is well suited to the task of labeling individ-
ual acoustic frames. However, it is not a good match for the

speech recognition objective of word error rate (WER) min-
imization — which is hard to directly optimize, thus there is
a need for an utterance-level criterion discriminating word se-
quences. A number of alternative sequence discriminative cri-
teria have been proposed to better match the speech recognition
objective, including maximum mutual information (MMI) [13],
minimum phone error (MPE) [14], and state-level minimum
Bayes risk (sSMBR) [15]. These techniques have been shown to
improve performance of DNN systems bootstrapped with cross-
entropy training [15, 16, 17, 18].

Stochastic gradient descent (SGD) [19] is an optimization
technique commonly used for training of DNNs and RNNs [2,
1,3,5,6,7,8]. Since SGD is sequential, it is inherently slow to
train large models on large datasets. However, training can be
parallelized through asynchronous stochastic gradient descent
(ASGD), which has proven successful in large scale training of
neural networks [20, 21, 17, 22]. ASGD has also been used
for sequence discriminative training of DNN models [17, 23].
Sequence discriminative training with ASGD has further impli-
cations for parameter update asynchrony — the model parame-
ters are updated asynchronously with the gradient computations
— and the limited randomization due to the nature of sequence
training — the gradients are computed per utterance. We have
addressed these issues for sequence discriminative training of
DNN:ss in the DistBelief distributed training framework [23].

In this paper, we explore sequence discriminative training
of LSTM RNN:Ss in a large scale acoustic modeling task. LSTM
networks naturally improve CE over DNN due to their smooth-
ing capabilities at the frame level (that do not necessarily trans-
late to improved WER). We argue that, by bridging the mis-
match of objective functions, the LSTM will focus on long
term acoustic dependencies rather than exploiting the language
model, thanks to incorporating the smoothing effect of the un-
derlying HMM into the objective function. In order to investi-
gate all the above, we use ASGD optimization for distributed
training of the models, which has additional implications for
RNNs since we are training over sequences and the truncated
backpropagation through time (BPTT) learning algorithm is
used to update the model parameters [24]. We compare MMI
and sMBR training criteria. We also investigate different train-
ing strategies for speed of convergence and performance includ-
ing starting from not a fully converged cross-entropy trained
model, realigning the data with an LSTM model, and using
language models of varying power for sequence discriminative
training. As far as we know this is the first application of clas-
sical sequence discriminative training techniques to RNNs and
we show substantial improvement over the CE trained LSTM
RNN model.



2. Acoustic Modeling with DNNs and RNNs

Let X = z1,...,2x7 denote a sequence of " feature vectors
z¢ € R and W a word sequence. According to the HMM as-
sumption, the acoustic data likelihood is decomposed as follows
(using the Viterbi approximation)'

p(X|W) = prt|3t (st]si—1),

where si,...,sr is the forced alignment for word sequence
W. In the hybrid modeling approach, the emission probability
is represented as p(x¢|s:) = p(s¢|xe)p(xt)/p(s:) (Bayes rule).
The state posterior can be modeled by, for example, a DNN [2,
1, 3,5, 6] or an LSTM RNN over asymmetrically windowed
features (this work), p(s¢|z1,...,x+) (Section 3.1). The state
prior p(s:) is the relative state frequency. The data likelihood
p(z¢) does not depend on states and thus can be ignored for
decoding/lattice generation and forced alignment [12].

2.1. Frame-Level Criterion

We assume that alignments are available (generated with an
existing model such as Gaussian mixture models or LSTM
RNNs) and fixed. Then, the network parameters comprising
the weights and biases can be estimated from scratch by max-
imizing the cross entropy (CE) on all utterances u and frames

t
Fen(6 TZZZZ ) (s) log pe(slaue). (1)

u t=1 s
Here, T = )~ T, is the total number of frames. The targets

are ZESE) (s) = 6(s, sut) where § denotes the Kronecker delta.
This criterion is simple, can be used to bootstrap a network, and
achieves good performance, however it may be suboptimal as
it does not consider the lexical and language model constraints
we use in the speech engine for decoding, and it does not di-
rectly optimize the word error, which is the primary evaluation
metric in speech recognition. Sequence-level criteria have been
proposed to address these issues.

2.2. Sequence-Level Criteria

A variety of sequence-level criteria have been discussed in the
literature, including maximum mutual information (MMI) [13],
minimum phone error (MPE) [14], and state-level minimum
Bayes risk (sMBR) [15]. In this paper, we shall focus on MMI
and sMBR.

Maximum mutual information is defined as:

Farar(6 =7 Zl Po(Xul W) "p(W) 2

&S 0o (XuW)=p(W)’

The logarithm diverges if the argument goes to zero, i.e., if the
correct word sequence has zero probability in decoding. To
avoid numerical issues with such utterances, we use the frame
rejection heuristic described in [18], i.e., discard frames with
state occupancy close to zero, 'y(dm)( ) < €. As usual for se-
quence discriminative training, a weak language model p(W,,)
is used and k, the reciprocal of the language model weight, is
attached to the acoustic model. State-Level Minimum Bayes
Risk (SMBR) is the expected frame state accuracy:

po(Xu|W)"p(W)
Fmpr(0 TZZ ZW/GPG X[ (W,)(S(S,Sut).
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No regularization (for example, f2-regularization around the
initial network) or smoothing such as the H-criterion [17] is
used in this paper.

The gradient of the sequence-level criteria MMI and sMBR
can be written as

VFymismer(0) =
Ty
DS ST PB4 log py s
u t=1 s

For MMI, lgkifv () stands for the difference of the nu-

merator and denominator state occupancies for utterance

(num)

u and frame ¢, 7,",;"(s) and 'yéiij?(s) [15, 17, 18].

For sMBR, I§"l B5)

V52 (5)(8(s, 5ue) — 3, Voo (8)8(s, sur)) [14, 18]. Using

chain rule terminology, we shall refer to mléjﬂv [1/sMBR) (g)
and V log po(s|zy:) as the outer and inner gradients, respec-
tively. The outer gradients can be efficiently computed using the

shortest path algorithm and a suitable expectation semiring [25].

(s) denotes the centered state error,

3. Neural Networks & Training
3.1. LSTM RNN

The LSTM network used in this paper is a two layer deep LSTM
RNN, where each LSTM layer has 800 memory cells and a di-
mensionality reducing recurrent projection layer of 512 linear
units [8, 26]. The LSTM network has 13 million parameters
and uses hyperbolic tangent activation (tanh) for the cell input
units and cell output units, and logistic sigmoid for the input,
output and forget gate units, and softmax output activation func-
tion. The LSTM networks are first trained with cross-entropy
and ASGD using distributed training with 500 tasks scheduled
on different machines, each working through a partition of the
randomly shuffled training data. Each task processes four utter-
ances at a time, using the BPTT algorithm to forward propagate
and then backpropagate for 73, consecutive frames. Each task
thus computes a parameter gradient update for a minibatch of
4 X Typse frames. (We use Ty, = 20.) The input to the LSTM
at each time step is a single 25ms frame of 40-dimensional
log-filterbank energy features. Since information from future
frames helps making better decisions for the current frame (sim-
ilar to having a right context window in DNNs), we delay the
output HMM state label by 5 frames.

3.2. Sequence Discriminative Distributed Training with
Asynchronous Stochastic Gradient Descent (ASGD)

We use ASGD in a distributed framework [20, 21] for sequence
discriminative training, as proposed in [23] and depicted in
Fig. 1.

The basic architecture augments the standard distributed
training described above for cross-entropy training with a
speech module computing outer gradients (Section 2.2) for
complete utterances at a time. The basic workflow is as fol-
lows: Each worker works through its data partition an utterance
at a time. For each utterance, the speech module fetches the
model parameters 6 from the parameter server, which maintains
the current state of all model parameters. It computes the state
posteriors for every frame and decodes the speech to compute
lattices and occupancy statistics and hence the outer gradients.
See Figure 2 for sequence discriminative training pipeline. The
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Figure 1: Asynchronous SGD: Model replicas asynchronously
fetch parameters 6 and push gradients Af to the parameter
server.

trainer task then proceeds as with cross-entropy training, repeat-
edly requesting the latest parameters from the parameter server
before using BPTT to compute parameter gradients for the next
set of Tjp¢+ frames and sending those updates to the parameter
server. See Fig. 3 for pseudocode. An inherent feature of this ar-
chitecture is the asynchrony, which means that the gradients are
computed on stale parameters and the outer and inner gradients
are computed on slightly different parameters but is essential to
scale the algorithm.

4. Experiments
4.1. ASR System & Evaluation

All the networks are first trained with cross-entropy criterion
on a 3 million utterance (about 1900 hours) dataset consisting
of anonymized and hand-transcribed Google voice search and
dictation traffic. Then, the networks are trained with MMI or
SMBR criterion on the same training data set. The dataset is
represented with 25ms frames of 40-dimensional log-filterbank
energy features computed every 10ms. The 40-dimensional fea-
tures are input to the network with no stacking of frames. The
utterances are aligned with a 85 million parameter FFNN with
14247 CD states. The weights in all the networks are randomly
initialized prior to training. We try to set the learning rate spe-
cific to a network architecture and its configuration to the largest
value that results in a stable convergence. The learning rates are
exponentially decayed during training.

During cross-entropy training, we evaluate the loss and
frame accuracy (i.e. HMM state labeling accuracy of acous-
tic frames) on a held out set of 200,000 frames. During
MMI/sMBR training, we evaluate the loss and WER on a held
out set. The trained models are evaluated in a large vocabu-
lary speech recognition system on a test set of 22,500 hand-
transcribed utterances and the word error rates (WERSs) are re-
ported. The vocabulary size of the language model used in the
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Figure 2: Sequence discriminative training pipeline.

U < the data set of utterances with transcripts
U < randomize(U)

0 is the model parameters

for all v € U do

0 < read from the parameter server

calculate nlé%im/SMBR) (s) for u (see Figure 2)

for all s € subsequences(u, bptt_steps) do
0 < read from the parameter server
forward_pass(s, 6, bptt_steps)
= backward_pass(s, 0, bptt_steps)
A +— sum,gradients(ﬁﬁ, bptt_steps)
send A6 to the parameter server

end for

end for

Figure 3: Pseudocode for a single task of the sequence discrim-
inative distributed training of RNNs.

decoding is 2.2 million. The language model used in the first
pass of decoding is a 5-gram language model heavily pruned to
23 million n-grams. In the second pass, the word lattices output
from the first pass are rescored with a 5-gram language model
having 1 billion n-grams.

4.2. Results

We experimented with various alternative techniques and strate-
gies for sequence discriminative training and obtained signif-
icant improvements in speech recognition accuracy over the
LSTM RNN models trained with CE.

The training data used in these experiments was aligned us-
ing a large (85M parameter) DNN, itself trained on alignments
from a large DNN. Because of the lower WERs from the LSTM,



and because of the different temporal context and structure of
the model, we conjectured that the optimal alignment from our
LSTM RNN acoustic model might be different from the opti-
mal alignment from the large DNN. Consequently we experi-
mented to see the effect of realignment on the LSTM RNN and
in particular on LSTM sequence discriminative training. For
this purpose, we trained two LSTM RNN models with CE cri-
terion. The first LSTM RNN model was trained on DNN align-
ments. Using this LSTM RNN model, we realigned the training
data. The resulting alignments were used to train from scratch a
new LSTM RNN with the same architecture. We observed im-
provements in the frame accuracy and in the convergence speed
as can be expected, although the new model did not improve
the WER. Our motivation was that by realigning the data with
an LSTM RNN model, sequence discriminative training would
benefit since the numerator computation involves realignment,
and the model should be consistent with this alignment, which
it is not when trained from DNN alignments. Table 1 compares
these two models bootstrapped with CE training on DNN ver-
sus LSTM RNN alignments for sMBR sequence discriminative
training.

Table 1: sMBR training of LSTM RNN bootstrapped with CE
training on DNN versus LSTM RNN alignments.
| Alignment [ CE [ sMBR ‘

DNN 10.7 10.1
LSTM RNN | 10.7 10.0

We compared the experimental results for language mod-
els of increasing power used in sMBR training by varying the
n-gram order of the LMs. All the language models used in train-
ing are trained over the 3-million transcripts of the training data.
Table 2 shows that we obtained the lowest WERs with the bi-
gram LM. We used the bigram LM for all the other experiments
in this paper.

Table 2: sMBR training with LMs of various n-gram orders.

| CE [ 1-gram [ 2-gram [ 3-gram ‘
[107 ] 109 [ 100 [ 10.1 ]

There is an obvious match between sequential models that
consider all the acoustic observations to predict the HMM state,
and sequence discriminative training, which should discour-
age learning language model specific signals from the acoustic
training data (as the HMM has all the language model infor-
mation readily available). We have observed that adding more
acoustic context to the standard DNN acoustic models improves
the frame accuracy, but the final WER can be worse. We argue
that LSTMs, which have all the context, may suffer from this
by learning how to smooth the predictions through a language
model learned on the acoustics, which explains in part the much
higher (around 10% absolute) frame accuracies of LSTMs ver-
sus DNNGs.

One of the contributions of this paper is to investigate how
sequence discriminative training, which should discourage the
model from smoothing its outputs (as the HMM will generally
act as the smoothing function), interacts as the training pro-
gresses. To this extent, we tried to switch early from CE to
MMI/sMBR. In Table 3, we can see how, as CE training pro-
gresses, switching to sequence training continues to improve

WER (and we generally observe that this improvement can be
achieved much faster than CE), but the best WERs can only be
achieved after CE training has converged. We have observed
this independently with DNN sequence discriminative training,
and this may ultimately justify the need of interpolating be-
tween CE and sequence discriminative training, as proposed by
Suetal. [17].

Table 3: WERs achieved by MMI/sMBR training for around 3
days when we switch from CE training at different times before
convergence. ™ indicates the best WER achieved after 2 weeks
of SMBR training.

[ CEWER atswitch [ MMI | sMBR |

159 13.8 -

14.9 12.0 -

12.0 10.8 10.7
11.2 10.8 10.3
10.7 10.5 | 10.0(9.8%)

Table 3 shows the best performance of 9.8% WER was
achieved by 2 weeks of training with sMBR from a 10.7% CE
baseline model. In comparison, the best sequence trained DNN
with sMBR, with 85 million parameters, on this task achieves
10.4% WER from an 11.3% CE model.

5. Discussion & Conclusions

We investigated sequence discriminative training of LSTM
RNNs for large scale acoustic modeling in a distributed frame-
work using ASGD. We experimented with MMI and sMBR
training criteria. Given the large number of hyperparameters
due to sequence modeling with RNNs and ASGD training, it is
hard to conclude sMBR criterion is inherently better than MMI
for sequence discriminative training of RNNs. However, in our
experimentation, we found that distributed training with sMBR
gives better results and is easier to train than MMI. Even though
MMI and sMBR costs on the held-out set both continue to im-
prove, after a few days of training the MMI WER starts to get
worse. We obtained slightly better results with 2-gram language
models in the SMBR training over 3-gram LMs, while a uni-
gram LM did not perform well. Realigning the training data
with an LSTM RNN model led to small improvements over the
DNN alignments. We investigated starting sequence discrimi-
native training before the convergence of CE training, but we
found that it is best to switch only after convergence of CE
training. In the end, sMBR training significantly improved a
CE trained LSTM RNN model from 10.7% to 9.8% WER, an
8.4% relative improvement.
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