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Abstract001

Tokenization serves as a foundational step for002
Large Language Models (LLMs) to process003
text. In new domains or languages, the ineffi-004
ciency of the tokenizer will slow down the train-005
ing and generation of LLM. The mismatch in006
vocabulary also hinders deep knowledge trans-007
fer between LLMs like token-level distillation.008
To mitigate this gap, we propose an efficient009
method named TokAlign to replace the vocab-010
ulary of LLM from the token co-occurrences011
view, and further transfer the token-level knowl-012
edge between models. It first aligns the source013
vocabulary to the target one by learning a one-014
to-one mapping matrix for token IDs. Model015
parameters, including embeddings, are rear-016
ranged and progressively fine-tuned for the new017
vocabulary. Our method significantly improves018
multilingual text compression rates and vocab-019
ulary initialization for LLMs, decreasing the020
perplexity from 2.9e5 of strong baseline meth-021
ods to 1.2e2 after initialization. Experimental022
results on models across multiple parameter023
scales demonstrate the effectiveness and gener-024
alization of TokAlign, which costs as few as 5k025
steps to restore the performance of the vanilla026
model. After unifying vocabularies between027
LLMs, token-level distillation can remarkably028
boost (+4.4% than sentence-level distillation)029
the base model, costing only 235M tokens.030

1 Introduction031

Large language models (Touvron et al., 2023a;032

OpenAI, 2023; Yang et al., 2024) first tokenize033

text input into several tokens during inference and034

training, which compresses text and addresses the035

out-of-vocabulary problem (Sennrich et al., 2016;036

Wu et al., 2016; Kudo, 2018). However, the low037

compression rate of vanilla tokenizers on new lan-038

guages or domains decelerates the training and in-039

ference process. As shown in Figure 1, the com-040

pression rate of capable large language models like041

LLaMA3 (Meta, 2024) on low-resource languages042
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Figure 1: The compression rates of tokenizers across
different domains and languages, which are still low in
the code domain and low-resource languages for most
of tokenizers. Refer to Table 6 in Appendix B.1 for
more details.

still largely lags behind the others. For example, Ar- 043

menian text is 3.95x longer in tokens than English 044

text under the same byte size with the LLaMA3 045

tokenizer. On the other hand, each LLM has spe- 046

cific strengths and weaknesses, which arise from its 047

pre-training corpus and method. The mismatch in 048

the vocabulary impedes the deep knowledge trans- 049

fer between them like token-level distillation and 050

ensemble. Considering the huge cost of re-training 051

LLM for a new tokenizer, it is important to investi- 052

gate efficient vocabulary adaptation methods. 053

To address the problems above, we introduce a 054

novel method called TokAlign for large language 055

models from a view of token-token co-occurrences. 056

It is motivated by the general process of train- 057

ing an LLM: the pre-training corpus is first tok- 058

enized into tokens, and then input into the model. 059

Given the same pre-training corpus, different tok- 060

enizers result in various sequences of token IDs, 061

while the semantic and syntactic information is 062

preserved in the token-token co-occurrence. There- 063

fore, TokAlign strives to align token IDs from the 064

original vocabulary and the target ones based on the 065

global token-token co-occurrence matrix (Penning- 066
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ton et al., 2014) and learns a token-token alignment067

matrix. We further propose two metrics to evaluate068

the performance of the token-token alignment ma-069

trix based on text matching and semantic similarity.070

Given the learned alignment matrix, the new target071

embedding and language modeling head of LLM072

(“lm_head” in the Transformers (Wolf, 2019)) are073

initialized from the parameters of the most simi-074

lar source token. Further vocabulary adaptation075

process is divided into a progressive two-stage pro-076

cedure to improve the stability of convergence.077

Given a target multilingual vocabulary for sub-078

stitution, the model trained on the English corpus079

obtains a good initialization, decreasing the per-080

plexity from 2.9e5 to 1.2e2, and improves 29.2%081

compression rates across 13 languages on average.082

The training process of TokAlign is 1.92x faster083

than strong baseline methods, and does not require084

additional hundreds of GPU hours to train a hyper-085

network for embedding initialization (Minixhofer086

et al., 2024). Experimental results on models across087

different scales show that as few as 5k steps are088

needed for our method to recover the performance089

of vanilla models on the general domain. Moreover,090

unifying vocabulary between models further facil-091

itates the token-level distillation, which is 4.4%092

better than the sentence-level distillation on the093

same corpus. The performance of the 1B model is094

comparable with the vanilla 7B model after token-095

level distillation from a capable LLM. In summary,096

our contributions are as follows:097

• We propose an unsupervised method to align098

token IDs between two vocabularies and re-099

place the vocabulary of LLMs from the token-100

token co-occurrence view.101

• We introduce two metrics to evaluate the per-102

formance of the token-level alignment matrix103

learned, which are proportional to the initial104

loss of pre-training.105

• Experimental results on ten datasets show that106

our method promotes the cross-lingual knowl-107

edge transfer among multiple languages and108

deep knowledge transfer between models like109

token-level distillation.110

2 Related Works111

Our work is related to word representation, large112

language models, and vocabulary adaption, which113

will be briefly introduced below.114

Word Representation Based on the distribu- 115

tional semantic hypothesis, Bengio et al. (2003) 116

introduced the neural probabilistic language model 117

to learn word representation. Researchers mainly 118

focus on improving the effectiveness during learn- 119

ing word representations (Mikolov et al., 2013a,b; 120

Bojanowski et al., 2017), which provide a good 121

initialization for neural networks like LSTM and 122

GRU (Hochreiter, 1997; Chung et al., 2014). GloVe 123

(Pennington et al., 2014) provides a method to train 124

word representations from a view of global word- 125

word co-occurrence matrix decomposition. It moti- 126

vates us to train a word representation for each to- 127

ken and align tokens from statistical co-occurrence 128

information in the pre-training corpus. 129

Large Language Model Through scaling in the 130

parameters and pre-training corpus (Kaplan et al., 131

2020; Hoffmann et al., 2022), large language mod- 132

els like GPT-4 and LLaMA3 (Radford et al., 2018, 133

2019; Brown et al., 2020; OpenAI, 2023; Touvron 134

et al., 2023a,b; Meta, 2024; GLM et al., 2024) 135

demonstrate impressive performance across mul- 136

tiple tasks. However, the mismatch in the vocab- 137

ulary greatly hinders the deep knowledge transfer 138

between different models. We aim to mitigate this 139

problem by introducing an efficient method to re- 140

place the tokenizer of a large language model. 141

Vocabulary Adaption is investigated mainly 142

in the multilingual domain, especially the cross- 143

lingual knowledge transfer problem (Scao et al., 144

2023; Muennighoff et al., 2023; Yang et al., 2023; 145

Zhu et al., 2023; Üstün et al., 2024; Li et al., 2024; 146

Liu et al., 2024; Minixhofer et al., 2024; Yam- 147

aguchi et al., 2024). It aims to improve the encod- 148

ing effectiveness of tokenizer on corpora from new 149

languages or domains, and is often implemented 150

by extending the original vocabulary (Tran, 2020; 151

Chau et al., 2020; Minixhofer et al., 2022; Dobler 152

and de Melo, 2023; Downey et al., 2023). Most 153

methods, like Focus (Dobler and de Melo, 2023), 154

rely on the tokens belonging to both source vocab- 155

ulary and target vocabulary to initialize the other 156

new tokens in the target vocabulary. Our method 157

differs from these studies for the whole replace- 158

ment of vocabulary and does not rely on the tokens 159

in both source vocabulary and target vocabulary. 160

The pipeline of TokAlign to adapt vocabulary 161

is similar to WECHSEL(Minixhofer et al., 2022), 162

while the main difference lies in the representa- 163

tion and alignment of tokens. WECHSEL requires 164

a bilingual dictionary and word representation to 165
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莫听穿林打叶声， 
何妨吟啸且徐行。 The way to get started is to 

quit talking and begin doing. 
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Figure 2: Illustration of TokAlign to align token IDs from different vocabularies. We train token representations on
the tokenized corpus, and align token IDs by the cosine similarity. It is noted that the IDs of tokens belonging to
both vocabularies are directly replaced without alignment.

align tokens and calculates the similarity between166

tokens by tokenizing all words in the dictionary167

and linearly composing word representations. In168

contrast, TokAlign conducts token representation169

learning and alignment in an unsupervised way,170

which can apply to languages without bilingual171

dictionaries.172

3 Method: TokAlign173

3.1 Vocabulary Alignment174

As shown in Figure 2, there are three steps for175

TokAlign to align two vocabularies from the token-176

token co-occurrence information. We denote the177

source tokenizer as Tokenizers, which has Vs to-178

kens, and the target tokenizer as Tokenizert with179

Vt tokens, correspondingly.180

Step 1: Tokenization The comprehensiveness181

of the pre-training corpus is important to obtain a182

well-trained token representation. An unbalanced183

corpus makes it hard to learn the representation of184

tokens in the tail of vocabulary. Thus, the corpus185

used in this work is empirically composed of mul-186

tilingual corpus “CulturaX” [40%] (Nguyen et al.,187

2024), code corpus “The Stack” [30%] (Kocetkov188

et al., 2023), and math corpus “Proof-Pile-2” [30%]189

(Azerbayev et al., 2024). We tokenize the mixed190

corpus using various tokenizers and obtain multiple191

sequences of token IDs for the same corpus. The192

default amount of tokens used in this step is 1B,193

which is investigated in Appendix B.2.194

Step 2: Token Representation Learning We195

adopt GloVe (Pennington et al., 2014) to learn196

the representation of tokens from the first step. 197

The main reason is that GloVe considers more 198

global statistical information than those slide win- 199

dow methods like CBOW and FastText (Mikolov 200

et al., 2013a,b; Bojanowski et al., 2017). The de- 201

tails of training settings for GloVe vectors refer to 202

Appendix A. 203

Step 3: Token Alignment Based on the assump- 204

tion that token representations capture the semantic 205

information in the token, we align token IDs us- 206

ing the pair-wise cosine similarity of learned token 207

representations. It should be noted that the IDs of 208

tokens belonging to both vocabularies are directly 209

replaced without the need to align. Ms→t denotes 210

the learned token-token alignment matrix, which 211

records the pair-wise similarity of each source to- 212

ken and target token. It can serve as the one-to-one 213

mapping function for each source/target token to 214

find the most similar token from the target/source 215

vocabulary. 216

3.2 Alignment Evaluation 217

Figure 3(a) illustrates our metrics to evaluate the 218

performance of alignment matrix Ms→t. We first 219

tokenize the test corpus C using different tokenizers, 220

which results in Cs and Ct. The token ID corpus Cs 221

from the source tokenizer is converted to its most 222

similar target token ID by alignment matrix Ms→t, 223

and comes to the corpus C′
t. From the view of token 224

ID matching, the higher BLEU-1 score between C′
t 225

and the corpus Ct from the Tokenizert, the better 226

alignment matrix Ms→t is. 227

We further propose a semantic evaluation met- 228
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I think therefore I am. 

(1) Tokenizert 

(1) Tokenizers 

40, 1744, 8916, 358 … 

40, 1781, 9093, 358 … (2) Mst 

40, 712, 810, 9093 … 

BLEU-1 

Internal Layer 

LM Head* 

Embedding* 
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(a) Alignment Evaluation 

Internal Layer 

LM Head 

Embedding 
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(50% steps) 
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(50% steps) 

Cs 

C’t 

Ct 

I argue that therefore … 

(3) Tokenizert 

BERTScore 
Recovered Corpus C’ 

Figure 3: (a) We choose BLEU-1 and BERTScore to evaluate the performance of alignment matrix Ms→t (b)
Embedding and lm_head are tuned at the first half part of the process, followed by full parameter tuning. * indicates
the parameter of each target token is first initialized from the most similar source token by alignment matrix Ms→t.

ric: It de-tokenizes the target token ID corpus C′
t229

using Tokenizert into the recovered text corpus230

C′
, and evaluates the semantic similarity between231

C′
and original corpus C using BERTScore. The232

better alignment matrix Ms→t learned preserves233

more semantics in the test corpus C, bringing higher234

BERTScore of the recovered C′
and C.235

3.3 Progressive Adaptation236

Given the alignment matrix Ms→t, the parameters237

of each token in the target vocabulary are initial-238

ized from the ones of the most similar source to-239

ken. We find that these re-arranged embeddings240

and lm_head provide a good initialization for the241

new model (Section 4.2.1). Figure 3(b) illustrates242

the two-stage tuning for an LLM to adapt to the243

new vocabulary. The re-arranged embedding and244

lm_head are tuned first to avoid loss spike and im-245

prove the training stability (Figure 6). The other246

parameters of internal layers are further tuned to-247

gether in the last half-part process.248

4 Experiments249

4.1 Experiments Settings250

Large Language Models We adopt the fully251

open-source language model series Pythia (Bider-252

man et al., 2023) as base models in this work. It is253

noted that we do not intend to achieve state-of-the-254

art large language model performance but rather in-255

vestigate an efficient method to replace the English-256

centric tokenizer like Pythia. To transfer token-257

level knowledge from other capable large language258

models, tokenizers and vocabularies of Gemma259

(Team et al., 2024), Qwen2 (Yang et al., 2024),260

LLaMA2 (Touvron et al., 2023b), and LLaMA3261

(Meta, 2024) are selected as the target to replace.262

We report hyper-parameters in Appendix A, and 263

will make codes public after review to promote 264

future research. 265

Corpus To reduce the risk of distribution shift 266

from the training data, we choose the vanilla pre- 267

training corpus Pile (Gao et al., 2020) of Pythia 268

in the fine-tuning process. We also investigate the 269

robustness of the corpus used in the vocabulary 270

alignment by replacing it with Slimpajama (Sobol- 271

eva et al., 2023). Corpora of downstream tasks 272

and multiple languages are applied in cross-lingual 273

and cross-model knowledge transfer experiments 274

(Section 4.2.1 and 4.2.2). 275

Evaluation Tasks Following the common prac- 276

tices to evaluate large language models (Lin et al., 277

2022; Biderman et al., 2023; Zhang et al., 2024), 278

there are 10 datasets, including commonsense rea- 279

soning (Clark et al., 2018; Mihaylov et al., 2018; 280

Zellers et al., 2019; Ponti et al., 2020; Bisk et al., 281

2020; Sakaguchi et al., 2020) and reading compre- 282

hension (Clark et al., 2019) tasks, used in this work. 283

To avoid the randomness from the prompt and eval- 284

uation method, we adopt the default prompt from 285

the commonly used language model evaluation har- 286

ness framework (Gao et al., 2024). Further infor- 287

mation about the evaluation tasks is reported in 288

Appendix D. 289

Baselines We introduce the following vocabulary 290

adaptation methods as baseline methods in this 291

work: 292

• Random Initialization for each token t ∈ 293

{Vt \ (Vt∩Vs)} employs the default initializa- 294

tion method of huggingface Transformers and 295
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High Medium Low

Model ar de en ja zh bn ko th uk vi ta te ur Avg ↓

Qwen21.5B 4.7 11.1 15.7 6.0 4.6 2.4 3.3 2.6 5.7 3.3 2.8 3.4 4.0 5.3

Pythia1B 7.6 15.4 21.7 9.9 13.2 3.4 5.6 4.3 6.7 6.3 2.9 3.3 5.8 8.2

w/ Focus Init. 4.1e3 1.7e5 1.8e6 2.1e4 9.6e2 6.5e4 1.0e3 5.6e3 1.6e6 8.4e2 5.0e4 1.9e5 1.9e5 3.1e5

+ LAT 8.3 27.1 59.7 14.0 14.0 3.6 5.9 3.8 7.3 5.9 3.5 3.6 4.3 12.4
w/ TokAlign Init. 1.2e2 2.2e2 1.0e2 3.6e2 1.2e2 46.5 60.1 70.8 1.5e2 49.2 61.0 1.1e2 50.9 1.2e2

+ LAT 6.3 13.9 23.6 8.9 9.0 2.4 4.4 3.2 5.2 4.4 2.3 2.4 3.7 6.9

Qwen27B 3.9 8.1 11.8 4.9 3.8 2.1 2.9 2.3 3.8 2.9 2.3 2.6 3.3 4.2

Pythia6.9B 5.9 10.8 16.7 7.9 9.9 3.0 4.6 3.7 4.9 4.9 2.6 2.9 4.8 6.3

w/ Focus Init. 6.9e3 1.6e5 1.2e6 2.4e4 1.3e3 2.5e4 7.2e2 3.3e3 1.9e6 7.9e2 1.7e4 1.5e5 1.2e5 2.8e5

+ LAT 6.8 17.6 39.3 10.8 11.1 2.5 5.0 3.3 5.2 4.8 2.3 2.5 3.7 8.8
w/ TokAlign Init. 1.2e2 1.9e2 81.4 3.7e2 1.3e2 52.5 53.3 66.2 1.4e2 49.2 46.4 92.1 48.7 1.1e2

+ LAT 5.2 9.9 17.8 7.4 7.9 2.1 3.8 2.8 4.0 3.7 2.1 2.1 3.1 5.5

∆ Length (%) ↓ −44.5 −13.1 −0.8 −32.4 −50.0 −22.2 −52.2 −46.1 −15.5 −51.7 −20.3 −2.9 −28.5 −29.2

Table 1: The normalized perplexity on the valid corpus of CulturaX. The perplexity is normalized to the vocabulary
of Pythia following Wei et al. (2023). “High”, “Medium”, and “Low” indicates the available amount of linguistic
resources. “w/ xxx Init.” denotes the performance of the model after initialization without any tuning steps.

XNLI PAWS-X XCOPA XStoryCloze

Model en de zh ar th vi ur de en ja ko zh th vi ta en zh ar te Avg

Pythia1B 51.0 37.8 42.6 35.9 34.8 37.0 34.7 49.6 49.3 54.8 54.9 52.9 54.0 53.2 55.4 64.3 48.6 48.0 52.9 48.0

w/ Focus Init. 32.8 32.2 33.6 33.6 33.5 32.0 32.8 44.8 44.9 45.7 44.8 44.7 52.4 48.6 57.0 45.9 47.8 48.8 46.5 42.2
+ LAT 46.0 35.1 34.9 32.9 32.5 35.4 34.7 50.6 45.5 55.9 53.4 55.3 53.8 52.6 55.4 55.8 48.8 47.6 50.4 46.1

w/ TokAlign Init. 49.9 36.6 33.2 31.8 33.2 34.4 34.4 52.4 52.1 56.1 54.7 55.3 53.6 48.0 55.2 61.0 47.6 47.1 51.0 46.7
+ LAT 50.9 39.3 42.7 37.4 37.4 40.3 35.7 54.6 50.2 55.9 54.9 55.3 55.2 53.6 53.6 64.0 51.1 47.8 53.5 49.1

Pythia6.9B 54.4 39.0 46.2 39.3 39.8 39.3 36.4 43.8 40.2 50.2 54.2 50.2 56.2 54.4 52.2 70.4 53.9 50.3 53.8 48.6

w/ Focus Init. 31.5 31.3 33.0 32.6 33.4 32.2 32.6 44.8 42.4 52.7 45.5 44.7 52.2 48.6 55.6 44.5 47.1 47.8 47.1 42.1
+ LAT 52.6 34.9 36.6 35.1 33.6 39.0 34.5 51.1 43.8 55.9 55.3 55.4 54.2 52.4 53.8 61.0 48.7 47.7 53.7 47.3

w/ TokAlign Init. 53.3 36.3 35.0 34.6 34.6 33.0 33.8 48.8 44.6 56.2 55.7 55.3 54.6 52.2 54.6 66.8 48.6 47.7 50.0 47.1
+ LAT 55.2 35.8 43.5 40.4 40.2 43.0 37.1 43.2 45.8 55.8 55.8 55.5 54.6 57.0 54.6 70.2 54.4 49.3 53.9 49.7

Table 2: Zero-shot in-context learning results of cross-lingual transfer. Refer to Table 8 for few-shot results.

reuses the parameters of token t ∈ {Vt ∩ Vs},296

which belongs both vocabularies.297

• Random Permutation initializes each token298

t ∈ {Vt \ (Vt ∩ Vs)} using the parameter299

of randomly chosen token from the source300

vocabulary. The parameters of shared tokens301

are also reused.302

• WECHSEL (Minixhofer et al., 2022) linearly303

transfers embeddings of source tokens into tar-304

get tokens by tokenizing and recomposing ad-305

ditional word embeddings Ws and Wt, which306

are aligned with a bilingual dictionary.307

• OFA (Liu et al., 2024) factorizes the embed-308

dings of source model Es into the primitive309

embedding P and source coordinate Fs that310

is further re-composed by multilingual word311

embedding W to the target coordinate Ft. The312

assembled primitive embedding P and target313

coordinate Ft come to the target embedding314

Et.315

• Focus (Dobler and de Melo, 2023) initial-316

izes the embedding parameters of token t ∈317

{Vt\(Vt∩Vs)} using the weighted sum of the318

ones from the token t ∈ {Vt ∩ Vs}. It largely 319

depends on the size of ∥Vt∩Vs∥, and performs 320

poorly when the overlapping percentage of Vt 321

and Vs is low. 322

• ZeTT (Minixhofer et al., 2024) trains an ad- 323

ditional hypernetwork Hθ to generate the pa- 324

rameters for each token t ∈ Vt. The added 325

hypernetwork brings a lot of training costs. 326

4.2 Main Results 327

We first report the final results of two applications 328

after replacing vocabulary: cross-lingual transfer 329

(Section 4.2.1) and cross-model knowledge transfer 330

(Section 4.2.2), then show vocabulary adaptation 331

results of methods (Section 4.3). 332

4.2.1 Cross-lingual Transfer 333

When applied to new domains or languages, tok- 334

enizers with higher compression rates can speed 335

up the learning and inference of large language 336

models. From the view of token co-occurrence, 337

tokens from other languages can be aligned and 338

initialized by the tokens with similar semantics in 339

the source vocabulary, which can boost the cross- 340

lingual knowledge transfer. Therefore, we replace 341
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ARC-E BoolQ HellaSwag OpenbookQA PIQA WinoGrande Avg

Model 0 5 0 5 0 5 0 5 0 5 0 5 0 5

Pythia1B 56.82 58.71 60.43 57.37 37.68 37.66 18.80 19.00 70.40 71.49 53.20 52.01 49.55 49.37
+ Direct tuning 57.49 55.64 70.70 72.11 41.24 41.60 25.40 28.40 69.04 70.08 54.70 54.78 53.10 53.77
+ Sentence distill 52.27 53.41 67.49 67.06 39.03 39.08 21.80 22.80 66.97 68.99 51.85 52.17 49.90 50.58

w/ Gemma7B 55.39 56.99 67.19 69.69 36.53 37.26 19.00 22.80 68.82 69.21 52.33 53.51 49.88 51.58
w/ Qwen27B 62.33 63.17 70.18 72.54 41.58 42.21 22.00 28.20 73.01 73.18 55.01 55.56 54.02 55.81
w/ LLaMA38B 64.02 64.56 73.91 74.19 42.11 42.34 24.20 27.60 72.74 73.83 55.49 56.43 55.41 56.49

Pythia6.9B 65.99 69.23 62.84 62.02 47.56 47.64 25.00 27.00 74.65 75.41 60.46 62.43 56.08 57.29
+ Direct tuning 66.25 66.20 79.30 78.87 52.21 53.39 33.20 33.00 72.91 74.48 62.90 61.72 61.13 61.28
+ Sentence distill 61.70 65.36 76.64 76.88 48.98 51.33 28.20 30.40 70.18 71.55 58.96 62.19 57.44 59.62

w/ Gemma7B 67.59 68.94 76.06 75.66 47.83 48.36 28.40 31.40 73.78 75.52 59.04 64.17 58.78 60.67
w/ Qwen27B 71.72 73.27 79.85 80.00 50.78 51.12 29.20 34.00 77.26 77.91 61.33 64.56 61.69 63.48
w/ LLaMA38B 67.05 69.78 77.83 78.78 48.83 50.15 26.00 32.00 74.21 76.22 60.22 60.93 59.02 61.31

Table 3: The main results of token-level distillation on six downstream tasks with only 235M tokens. “+Sentence
distill” denotes the sentence-level distillation results with Qwen27B(Yang et al., 2024), which fine-tunes on the
output from Qwen27B given questions as prompt.

the English-centric tokenizer of Pythia with the one342

of Qwen2 to evaluate the performance on cross-343

lingual transfer settings.344

As shown in Table 1, the perplexity of Pythia345

initialized using TokAlign (1.2e2) is significantly346

better than the one of strong baseline method Fo-347

cus (2.9e5). The length of tokens after text tok-348

enization has reduced by 29.2% on average across349

these languages. After only 2k steps of Language350

Adaptation Tuning (“+LAT”), TokAlign improved351

14.5% over the vanilla model on average, while352

Focus still performed worse. It is noted that the353

performance of Pythia using TokAlign on three354

low-resource languages even outperforms the ones355

of Qwen2 with a similar parameter amount.356

Table 2 and 8 in Appendix B.5 further report357

zero-shot and few-shot in-context learning results358

on four multilingual datasets. We can find that359

TokAlign brings a better-initialized model than the360

baseline method Focus (+4.4%), and transfers the361

knowledge into other languages like Japanese (ja,362

+2.3%) and Vietnamese (vi, +2.2%).363

It is interesting to find that the perplexity of364

Pythia1B initialized by TokAlign reaches 1.2e2,365

while the in-context learning results are compa-366

rable with the ones of Focus after adapting on the367

multilingual corpus. We argue that it arises from368

the reserved English ability with TokAlign (54.2%),369

which significantly outperforms Focus (40.8%).370

4.2.2 Cross-model Transfer371

Unifying vocabulary with capable LLMs enables372

token-level distillation and transfers the knowledge373

learned into smaller models to decrease inference374

costs. In this section, training samples from down-375

stream tasks and the corpus of Pile are used in376

the token-level distillation experiments. The logit377

of each token from the teacher model is taken as378

the soft label for Pythia to learn. We empirically 379

set the proportion of training samples to 15% to 380

avoid a significant degradation in the performance 381

of language modeling (Wei et al., 2023). 382

Table 3 reports the results of two baseline meth- 383

ods and token-level distillation from three teacher 384

models using 235M tokens. It can be found that 385

token-level distillation is significantly better than 386

the one of sentence-level distillation. Given the 387

same teacher model Qwen27B, the improvement 388

of Pythia over the sentence-level distillation result 389

reaches 4.4%. The performance of Pythia1B is even 390

comparable with the vanilla Pythia7B after token- 391

level distillation. It is also noted that the knowl- 392

edge transfer between models will be constrained 393

in sentence-level distilling without unifying vocab- 394

ulary, which further demonstrates the importance 395

of unifying tokenizers between models. 396

4.3 Vocabulary Adaptation Results 397

We show experimental results of replacing the 398

Pythia vocabulary (50.3k) with the Gemma vo- 399

cabulary (256.0k) using all methods in Table 4. 400

Given the same amount of tokens to fine-tune, it 401

can be found that TokenAlign performs better than 402

other baseline methods. The average improvement 403

of TokenAlign over the strong baseline method 404

ZeTT reaches 2.4%, and 97.6% performance of 405

the vanilla model is reserved after vocabulary re- 406

placement. ZeTT requires more computation to 407

train a hypernetwork for the parameters prediction, 408

e.g., 661.2 GPU hours for Pythia2.8B, while our 409

method only costs less than two hours on a CPU 410

server with 128 cores to train GloVe embeddings 411

and align tokens. Replace the corpus to train the 412

GloVe embedding with 1B SlimPajama (Soboleva 413

et al., 2023) tokens brings comparable results (the 414

“w/ SlimPajama” row). It demonstrates the robust- 415
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ARC-E BoolQ HellaSwag OpenbookQA PIQA WinoGrande Avg

Model #GPU Hour 0 5 0 5 0 5 0 5 0 5 0 5 0 5

Pythia1B − 56.82 58.71 60.43 57.37 37.68 37.66 18.80 19.00 70.40 71.49 53.20 52.01 49.55 49.37

w/ Rand. Init. 99.70 31.36 31.61 37.83 49.11 26.35 26.40 14.00 12.60 54.57 55.33 49.17 49.17 35.55 37.37
w/ Rand. Perm. 99.70 31.69 32.95 37.77 54.80 26.43 26.39 14.00 12.60 55.50 55.98 47.04 50.67 35.40 38.90
w/ OFA 99.70 38.17 37.79 55.14 52.35 28.29 28.62 14.40 12.20 58.43 58.54 49.96 50.99 40.73 40.08
w/ WECHSEL 99.70 43.35 45.33 56.61 54.34 32.53 32.41 14.80 16.20 61.70 62.89 52.01 52.72 43.50 43.98
w/ Focus 99.70 46.55 48.95 56.21 55.78 32.27 32.46 19.20 18.00 63.82 64.80 51.70 51.78 44.96 45.29
w/ ZeTT 418.94 47.14 49.03 57.06 53.70 34.06 34.06 18.40 19.40 64.15 65.34 52.09 51.22 45.48 45.46
w/ TokAlign 99.70 54.46 56.86 58.90 52.26 36.16 36.27 21.00 20.20 67.74 68.50 52.25 50.91 48.42 47.50

w/ SlimPajama 99.70 53.54 55.68 57.55 53.85 36.10 35.99 19.40 20.20 67.03 67.52 52.09 51.22 47.62 47.41
+ Align Rep. 99.70 54.25 56.65 59.33 54.68 37.08 36.91 20.20 19.40 67.36 68.17 54.38 52.80 48.77 48.10

Pythia2.8B − 63.80 67.00 63.91 65.14 45.32 45.04 24.00 25.20 74.05 74.43 58.64 60.77 54.95 56.26

w/ Rand. Init. 194.78 30.47 32.91 38.20 51.07 26.46 26.69 14.40 13.20 55.17 55.06 48.30 50.51 35.50 38.24
w/ Rand. Perm. 194.78 31.48 31.86 37.83 50.46 26.48 26.49 13.60 14.40 54.03 54.95 50.20 48.86 35.60 37.84
w/ OFA 194.78 50.13 54.12 60.89 61.47 36.39 36.88 18.00 19.00 65.18 64.80 54.06 54.85 47.44 48.52
w/ WECHSEL 194.78 52.48 54.92 59.42 56.76 36.79 37.30 19.20 20.80 64.04 64.25 56.43 55.72 48.06 48.29
w/ Focus 194.78 54.29 58.16 61.44 62.84 38.38 39.09 20.00 20.20 68.44 68.28 54.62 56.04 49.53 50.77
w/ ZeTT 855.96 57.15 59.42 61.68 62.05 42.17 42.25 21.80 23.60 71.11 71.16 56.59 59.19 51.75 52.95
w/ TokAlign 194.78 61.62 65.15 63.82 65.47 43.13 43.18 23.40 25.80 72.14 72.42 58.17 61.17 53.71 55.53

+ Align Rep. 194.78 61.66 65.66 64.56 65.66 43.97 44.09 22.40 25.00 73.01 73.23 58.09 60.54 53.95 55.70

Table 4: The main results of replacing the vocabulary of Pythia to Gemma. The best performance among the eight
methods is displayed in bold. “+Align Rep.” denotes the GloVe embeddings for tokens are converted into relative
representations using 300 common tokens in both vocabularies before alignment following (Mosca et al., 2023).

ness of our method on the pre-training corpus for416

token embedding and alignment matrix. Follow-417

ing Moschella et al. (2023), we also evaluate the418

method that converts token representations into rel-419

ative ones using 300 common tokens in both vocab-420

ularies as anchors before calculating the alignment421

matrix Ms→t, which brings better performance.422

4.4 Analysis423

The loss curves of Pythia2.8B with different meth-424

ods during the first 2.5k steps are shown in Figure425

4. We find that TokAlign brings a better initializa-426

tion and decreases the first-step training loss from427

17.8 (Focus) to 9.5. Moreover, the training process428

with TokAlign is faster than other methods, which429

reaches 2.75 at the 1.3k step and is 1.92x (2.5/1.3)430

speed up than Focus.431
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Figure 4: The training loss of Pythia2.8B.

Better alignment brings better initialization.432

We further investigate the impact of the learned433

alignment matrix Ms→t by changing the hyper-434

parameters of GloVe. It is noted that different align-435

ment matrices Ms→t bring different initial param- 436

eters, and also result in different BLEU-1 scores 437

on the same evaluation corpus. Figure 5(a) illus- 438

trates the negative relationship between the first- 439

step training loss and BLEU-1. The sentence em- 440

bedding model named “all-mpnet-base-v2” (Song 441

et al., 2020) is adopted in the BERTScore evalu- 442

ation. As shown in Figure 5(b), it also shows a 443

clear negative relationship with the initial training 444

loss. In other words, the higher the BLEU-1 score 445

or BERTScore for the alignment matrix Ms→t, the 446

better the initial parameter is. 447
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BLEU-1
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Lo
ss

Linear Fitting
TokAlign

(a) BLEU-1(Ct, C
′
t)
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BertScore
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Lo
ss

Linear Fitting
TokAlign

(b) BERTScore(C, C
′
)

Figure 5: The relationship between initial training loss
and BLEU-1 (a) or BERTScore (b) for Pythia1B.

More overlapping comes to faster convergence 448

and higher performance. TokAlign is further 449

applied to the other three target tokenizers: Qwen2, 450

LLaMA2, and LLaMA3. Table 5 reports the perfor- 451

mance of models after replacing vocabulary on six 452

datasets. TokAlign recovers 98.0% performance 453

of the base model on average with only 5k steps. 454

Given a target vocabulary with more tokens than 455

the one of Pythia (50.3k), it can be found that 456

a higher overlapping ratio brings a better perfor- 457

mance of model replaced (97.6% for Gemma to 458
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ARC-E BoolQ HellaSwag OpenbookQA PIQA WinoGrande Avg

Model #V (k) 0 5 0 5 0 5 0 5 0 5 0 5 0 5

Pythia1B 50.3 56.82 58.71 60.43 57.37 37.68 37.66 18.80 19.00 70.40 71.49 53.20 52.01 49.55 49.37

→ Gemma 256.0 54.46 56.86 58.90 52.26 36.16 36.27 21.00 20.20 67.74 68.50 52.25 50.91 48.42 47.50
→ Qwen2 152.1 54.46 57.07 54.80 49.79 37.18 37.04 19.20 18.40 68.44 70.24 53.35 52.80 47.91 47.56
→ LLaMA2 32.0 49.45 52.02 58.32 55.75 35.38 35.45 18.80 17.80 66.32 66.65 53.91 50.91 47.03 46.43
→ LLaMA3 128.0 54.63 57.28 55.84 53.70 37.34 37.43 20.20 20.40 69.04 70.18 54.46 53.43 48.59 48.74

Pythia2.8B 50.3 63.80 67.00 63.91 65.14 45.32 45.04 24.00 25.20 74.05 74.43 58.64 60.77 54.95 56.26

→ Gemma 256.0 61.62 65.15 63.82 65.47 43.13 43.18 23.40 25.80 72.14 72.42 58.17 61.17 53.71 55.53
→ Qwen2 152.1 62.54 66.04 62.35 63.55 44.46 44.39 23.20 24.60 73.50 73.56 59.04 59.59 54.18 55.29
→ LLaMA3 128.0 61.83 64.60 64.40 63.94 44.62 44.59 23.80 25.60 73.45 73.29 57.54 58.72 54.27 55.12

Pythia6.9B 50.3 65.99 69.23 62.84 62.02 47.56 47.64 25.00 27.00 74.65 75.41 60.46 62.43 56.08 57.29

→ Gemma 256.0 65.40 68.35 62.39 59.57 45.75 45.86 22.00 25.60 73.39 74.10 60.38 61.17 54.89 55.77
→ Qwen2 152.1 65.57 68.43 64.07 57.61 46.84 46.91 25.60 25.40 73.45 74.65 61.17 63.14 56.12 56.02
→ LLaMA3 128.0 66.46 68.35 63.79 60.64 47.28 47.31 25.60 28.20 74.48 75.84 61.48 63.30 56.52 57.27

Table 5: The benchmark results of replacing different tokenizers using TokAlign. The overlapping ratio between
the vocabulary of Pythia and other models are 6.23% (Gemma), 26.92% (Qwen2), 28.10% (LLaMA2), 32.85%
(LLaMA3).

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Steps (k)

0

2

4

6

8

10

Lo
ss Start to tune full parameters

Two Stages
Directly Tune

(a) Learning rate 2e-5

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Steps (k)

0

2

4

6

8

10

Lo
ss

Start to tune full parameters

Two Stages
Directly Tune

(b) Learning rate 8e-5

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Steps (k)

0

2

4

6

8

10

Lo
ss

Start to tune full parameters

Two Stages
Directly Tune

(c) Learning rate 6.4e-4

Figure 6: The loss curve of Pythia1B under two-stage tuning or direct full parameters tuning.

99.1% for LLaMA3). The zero-shot in-context459

learning results for Pythia6.9B with LLaMA3 vo-460

cabulary even surpass the vanilla base model. The461

results of Pythia1B with LLaMA2 vocabulary are462

only 94.5%, which is inferior to the average result.463

We argue that it may come from the missing 75.0M464

parameters (7.4% for Pythia1B) after switching to465

a 32.0k vocabulary from the 50.3k vocabulary.466

Figure 8 in Appendix B.3 shows the training467

loss curve. The replacing process of the Gemma468

tokenizer is the slowest, which may come from469

the only 6.23% overlapping ratio between two vo-470

cabularies. It is in line with the result of random471

initialization in Figure 10. Appendix B.3 reports472

more quantitative results by shuffling the alignment473

matrix, which further demonstrates the importance474

of token alignment.475

Two-stage tuning brings a more stable conver-476

gence. To replace the tokenizer and keep the per-477

formance of the vanilla model, we only fine-tune478

the vocabulary-related parameters at the first stage.479

The main reason for two-stage tuning is to take480

these parameters as the adapters of different tok-481

enizers and avoid the well-trained parameters of482

the internal layer being distracted by the new ini-483

tialized parameters.484

Figure 6 illustrates that our two-stage tuning 485

method makes the convergence more stable un- 486

der a high learning rate like 6.4e-4, which comes to 487

better performance after vocabulary adaptation. It 488

is noted that the loss spike also occurs at the first 489

stage, fine-tuning vocabulary-related parameters 490

only, under such a high learning rate like 2.56e-3 in 491

Figure 9. 492

5 Conclusion and Future Work 493

In this paper, we introduce a method named 494

TokAlign to replace the tokenizer of large language 495

models from a token-token co-occurrence view. Ex- 496

tensive experiments demonstrate that TokAlign re- 497

stores the performance of vanilla models after vo- 498

cabulary adaptation, which enables cross-lingual 499

knowledge transfer and deep knowledge transfer 500

between models like token-level distillation. 501

Beyond replacing the vocabulary of large lan- 502

guage models, our method can be extended to re- 503

place the vocabulary of multi-modal models by 504

aligning different modal tokens. The other direc- 505

tion is to develop a faster method, e.g., incorporat- 506

ing meta-learning in the two-stage tuning method 507

to speed up the convergence. 508
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Limitations509

The first limitation comes from the assumption510

that the pre-training data distribution is available.511

We conduct experiments on Pythia with different512

parameter amounts, which provide public model513

weights and pre-training corpus. Due to the lim-514

ited computation resource budget, open-source lan-515

guage models with unknown pre-training corpus516

like Mistral (Jiang et al., 2023) are not investigated517

in this work. However, the pre-training corpus dis-518

tribution of open-weighted large language models519

can be roughly inferred by the BPE vocabulary520

(Hayase et al., 2024). It can re-construct a similar521

pre-training corpus to conduct replacing tokenizer522

experiments.523

Another limitation is the additional 5k steps for524

vocabulary adaptation to replace a tokenizer. From525

the loss curve of TokAlign (Figure 8), we find that526

the start of full parameters tuning can be faster,527

which may result in a better balance between per-528

formance and computational budget. Appendix529

B.4 reports a preliminary result with only 2k steps,530

where TokAlign also shows a promising result.531

References532

Zhangir Azerbayev, Hailey Schoelkopf, Keiran Paster,533
Marco Dos Santos, Stephen Marcus McAleer, Al-534
bert Q. Jiang, Jia Deng, Stella Biderman, and Sean535
Welleck. 2024. Llemma: An open language model536
for mathematics. In The Twelfth International Con-537
ference on Learning Representations.538

Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and539
Christian Jauvin. 2003. A neural probabilistic lan-540
guage model. Journal of Machine Learning Re-541
search, 3:1137–1155.542

Stella Biderman, Hailey Schoelkopf, Quentin Gregory543
Anthony, Herbie Bradley, Kyle O’Brien, Eric Hal-544
lahan, Mohammad Aflah Khan, Shivanshu Purohit,545
Usvsn Sai Prashanth, Edward Raff, Aviya Skowron,546
Lintang Sutawika, and Oskar Van Der Wal. 2023.547
Pythia: A suite for analyzing large language models548
across training and scaling. In Proceedings of the549
40th International Conference on Machine Learning,550
volume 202 of Proceedings of Machine Learning551
Research, pages 2397–2430. PMLR.552

Yonatan Bisk, Rowan Zellers, Ronan Le bras, Jianfeng553
Gao, and Yejin Choi. 2020. Piqa: Reasoning about554
physical commonsense in natural language. In The555
Thirty-Fourth AAAI Conference on Artificial Intelli-556
gence, AAAI 2020, The Thirty-Second Innovative Ap-557
plications of Artificial Intelligence Conference, IAAI558
2020, The Tenth AAAI Symposium on Educational559
Advances in Artificial Intelligence, EAAI 2020, New560

York, NY, USA, February 7-12, 2020, pages 7432– 561
7439. 562

Piotr Bojanowski, Edouard Grave, Armand Joulin, 563
and Tomas Mikolov. 2017. Enriching word vec- 564
tors with subword information. arXiv preprint 565
arXiv:1607.04606. 566

Tom Brown, Benjamin Mann, Nick Ryder, Melanie 567
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind 568
Neelakantan, Pranav Shyam, Girish Sastry, Amanda 569
Askell, Sandhini Agarwal, Ariel Herbert-Voss, 570
Gretchen Krueger, Tom Henighan, Rewon Child, 571
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens 572
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma- 573
teusz Litwin, Scott Gray, Benjamin Chess, Jack 574
Clark, Christopher Berner, Sam McCandlish, Alec 575
Radford, Ilya Sutskever, and Dario Amodei. 2020. 576
Language models are few-shot learners. In Ad- 577
vances in Neural Information Processing Systems, 578
volume 33, pages 1877–1901. Curran Associates, 579
Inc. 580

Ethan C. Chau, Lucy H. Lin, and Noah A. Smith. 2020. 581
Parsing with multilingual BERT, a small corpus, and 582
a small treebank. In Findings of the Association 583
for Computational Linguistics: EMNLP 2020, pages 584
1324–1334, Online. Association for Computational 585
Linguistics. 586

Junyoung Chung, Caglar Gulcehre, KyungHyun Cho, 587
and Yoshua Bengio. 2014. Empirical evaluation of 588
gated recurrent neural networks on sequence model- 589
ing. arXiv preprint arXiv:1412.3555. 590

Christopher Clark, Kenton Lee, Ming-Wei Chang, 591
Tom Kwiatkowski, Michael Collins, and Kristina 592
Toutanova. 2019. BoolQ: Exploring the surprising 593
difficulty of natural yes/no questions. In Proceedings 594
of the 2019 Conference of the North American Chap- 595
ter of the Association for Computational Linguistics: 596
Human Language Technologies, Volume 1 (Long and 597
Short Papers), pages 2924–2936, Minneapolis, Min- 598
nesota. Association for Computational Linguistics. 599

Peter Clark, Isaac Cowhey, Oren Etzioni, Tushar Khot, 600
Ashish Sabharwal, Carissa Schoenick, and Oyvind 601
Tafjord. 2018. Think you have solved question 602
answering? try arc, the ai2 reasoning challenge. 603
Preprint, arXiv:1803.05457. 604

Alexis Conneau, Ruty Rinott, Guillaume Lample, Adina 605
Williams, Samuel Bowman, Holger Schwenk, and 606
Veselin Stoyanov. 2018. XNLI: Evaluating cross- 607
lingual sentence representations. In Proceedings of 608
the 2018 Conference on Empirical Methods in Nat- 609
ural Language Processing, pages 2475–2485, Brus- 610
sels, Belgium. Association for Computational Lin- 611
guistics. 612

Tri Dao, Dan Fu, Stefano Ermon, Atri Rudra, and 613
Christopher Ré. 2022. Flashattention: Fast and 614
memory-efficient exact attention with io-awareness. 615
In Advances in Neural Information Processing Sys- 616
tems, volume 35, pages 16344–16359. Curran Asso- 617
ciates, Inc. 618

9

https://openreview.net/forum?id=4WnqRR915j
https://openreview.net/forum?id=4WnqRR915j
https://openreview.net/forum?id=4WnqRR915j
https://proceedings.mlr.press/v202/biderman23a.html
https://proceedings.mlr.press/v202/biderman23a.html
https://proceedings.mlr.press/v202/biderman23a.html
https://doi.org/10.1609/aaai.v34i05.6239
https://doi.org/10.1609/aaai.v34i05.6239
https://doi.org/10.1609/aaai.v34i05.6239
https://arxiv.org/abs/1607.04606
https://arxiv.org/abs/1607.04606
https://arxiv.org/abs/1607.04606
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.18653/v1/2020.findings-emnlp.118
https://doi.org/10.18653/v1/2020.findings-emnlp.118
https://doi.org/10.18653/v1/2020.findings-emnlp.118
https://doi.org/10.18653/v1/N19-1300
https://doi.org/10.18653/v1/N19-1300
https://doi.org/10.18653/v1/N19-1300
https://arxiv.org/abs/1803.05457
https://arxiv.org/abs/1803.05457
https://arxiv.org/abs/1803.05457
https://doi.org/10.18653/v1/D18-1269
https://doi.org/10.18653/v1/D18-1269
https://doi.org/10.18653/v1/D18-1269
https://proceedings.neurips.cc/paper_files/paper/2022/file/67d57c32e20fd0a7a302cb81d36e40d5-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/67d57c32e20fd0a7a302cb81d36e40d5-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/67d57c32e20fd0a7a302cb81d36e40d5-Paper-Conference.pdf


Konstantin Dobler and Gerard de Melo. 2023. FOCUS:619
Effective embedding initialization for monolingual620
specialization of multilingual models. In Proceed-621
ings of the 2023 Conference on Empirical Methods in622
Natural Language Processing, pages 13440–13454,623
Singapore. Association for Computational Linguis-624
tics.625

C.m. Downey, Terra Blevins, Nora Goldfine, and Shane626
Steinert-Threlkeld. 2023. Embedding structure mat-627
ters: Comparing methods to adapt multilingual vo-628
cabularies to new languages. In Proceedings of the629
3rd Workshop on Multi-lingual Representation Learn-630
ing (MRL), pages 268–281, Singapore. Association631
for Computational Linguistics.632

Leo Gao, Stella Biderman, Sid Black, Laurence Gold-633
ing, Travis Hoppe, Charles Foster, Jason Phang,634
Horace He, Anish Thite, Noa Nabeshima, Shawn635
Presser, and Connor Leahy. 2020. The pile: An636
800gb dataset of diverse text for language modeling.637
Preprint, arXiv:2101.00027.638

Leo Gao, Jonathan Tow, Baber Abbasi, Stella Biderman,639
Sid Black, Anthony DiPofi, Charles Foster, Laurence640
Golding, Jeffrey Hsu, Alain Le Noac’h, Haonan Li,641
Kyle McDonell, Niklas Muennighoff, Chris Ociepa,642
Jason Phang, Laria Reynolds, Hailey Schoelkopf,643
Aviya Skowron, Lintang Sutawika, Eric Tang, An-644
ish Thite, Ben Wang, Kevin Wang, and Andy Zou.645
2024. A framework for few-shot language model646
evaluation.647

Team GLM, Aohan Zeng, Bin Xu, Bowen Wang, Chen-648
hui Zhang, Da Yin, Diego Rojas, Guanyu Feng, Han-649
lin Zhao, Hanyu Lai, Hao Yu, Hongning Wang, Ji-650
adai Sun, Jiajie Zhang, Jiale Cheng, Jiayi Gui, Jie651
Tang, Jing Zhang, Juanzi Li, Lei Zhao, Lindong Wu,652
Lucen Zhong, Mingdao Liu, Minlie Huang, Peng653
Zhang, Qinkai Zheng, Rui Lu, Shuaiqi Duan, Shu-654
dan Zhang, Shulin Cao, Shuxun Yang, Weng Lam655
Tam, Wenyi Zhao, Xiao Liu, Xiao Xia, Xiaohan656
Zhang, Xiaotao Gu, Xin Lv, Xinghan Liu, Xinyi Liu,657
Xinyue Yang, Xixuan Song, Xunkai Zhang, Yifan658
An, Yifan Xu, Yilin Niu, Yuantao Yang, Yueyan Li,659
Yushi Bai, Yuxiao Dong, Zehan Qi, Zhaoyu Wang,660
Zhen Yang, Zhengxiao Du, Zhenyu Hou, and Zihan661
Wang. 2024. Chatglm: A family of large language662
models from glm-130b to glm-4 all tools. Preprint,663
arXiv:2406.12793.664

Jonathan Hayase, Alisa Liu, Yejin Choi, Sewoong Oh,665
and Noah A Smith. 2024. Data mixture inference:666
What do bpe tokenizers reveal about their training667
data? arXiv preprint arXiv:2407.16607.668

S Hochreiter. 1997. Long short-term memory. Neural669
Computation MIT-Press.670

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch,671
Elena Buchatskaya, Trevor Cai, Eliza Rutherford,672
Diego de Las Casas, Lisa Anne Hendricks, Johannes673
Welbl, Aidan Clark, Tom Hennigan, Eric Noland,674
Katie Millican, George van den Driessche, Bogdan675
Damoc, Aurelia Guy, Simon Osindero, Karen Si-676
monyan, Erich Elsen, Jack W. Rae, Oriol Vinyals,677

and Laurent Sifre. 2022. Training compute-optimal 678
large language models. Preprint, arXiv:2203.15556. 679

Albert Q Jiang, Alexandre Sablayrolles, Arthur Men- 680
sch, Chris Bamford, Devendra Singh Chaplot, Diego 681
de las Casas, Florian Bressand, Gianna Lengyel, Guil- 682
laume Lample, Lucile Saulnier, et al. 2023. Mistral 683
7b. arXiv preprint arXiv:2310.06825. 684

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B. 685
Brown, Benjamin Chess, Rewon Child, Scott Gray, 686
Alec Radford, Jeffrey Wu, and Dario Amodei. 2020. 687
Scaling laws for neural language models. Preprint, 688
arXiv:2001.08361. 689

Denis Kocetkov, Raymond Li, Loubna Ben allal, Jia LI, 690
Chenghao Mou, Yacine Jernite, Margaret Mitchell, 691
Carlos Muñoz Ferrandis, Sean Hughes, Thomas Wolf, 692
Dzmitry Bahdanau, Leandro Von Werra, and Harm 693
de Vries. 2023. The stack: 3 TB of permissively li- 694
censed source code. Transactions on Machine Learn- 695
ing Research. 696

Taku Kudo. 2018. Subword regularization: Improv- 697
ing neural network translation models with multiple 698
subword candidates. In Proceedings of the 56th An- 699
nual Meeting of the Association for Computational 700
Linguistics (Volume 1: Long Papers), pages 66–75, 701
Melbourne, Australia. Association for Computational 702
Linguistics. 703

Viet Lai, Chien Nguyen, Nghia Ngo, Thuat Nguyen, 704
Franck Dernoncourt, Ryan Rossi, and Thien Nguyen. 705
2023. Okapi: Instruction-tuned large language mod- 706
els in multiple languages with reinforcement learning 707
from human feedback. In Proceedings of the 2023 708
Conference on Empirical Methods in Natural Lan- 709
guage Processing: System Demonstrations, pages 710
318–327, Singapore. Association for Computational 711
Linguistics. 712

Chong Li, Shaonan Wang, Jiajun Zhang, and Chengqing 713
Zong. 2024. Improving in-context learning of mul- 714
tilingual generative language models with cross- 715
lingual alignment. In Proceedings of the 2024 Con- 716
ference of the North American Chapter of the Asso- 717
ciation for Computational Linguistics: Human Lan- 718
guage Technologies (Volume 1: Long Papers), pages 719
8058–8076, Mexico City, Mexico. Association for 720
Computational Linguistics. 721

Xi Victoria Lin, Todor Mihaylov, Mikel Artetxe, Tianlu 722
Wang, Shuohui Chen, Daniel Simig, Myle Ott, Na- 723
man Goyal, Shruti Bhosale, Jingfei Du, Ramakanth 724
Pasunuru, Sam Shleifer, Punit Singh Koura, Vishrav 725
Chaudhary, Brian O’Horo, Jeff Wang, Luke Zettle- 726
moyer, Zornitsa Kozareva, Mona Diab, Veselin Stoy- 727
anov, and Xian Li. 2022. Few-shot learning with 728
multilingual generative language models. In Proceed- 729
ings of the 2022 Conference on Empirical Methods 730
in Natural Language Processing, pages 9019–9052, 731
Abu Dhabi, United Arab Emirates. Association for 732
Computational Linguistics. 733

Yihong Liu, Peiqin Lin, Mingyang Wang, and Hinrich 734
Schuetze. 2024. OFA: A framework of initializing 735

10

https://doi.org/10.18653/v1/2023.emnlp-main.829
https://doi.org/10.18653/v1/2023.emnlp-main.829
https://doi.org/10.18653/v1/2023.emnlp-main.829
https://doi.org/10.18653/v1/2023.emnlp-main.829
https://doi.org/10.18653/v1/2023.emnlp-main.829
https://doi.org/10.18653/v1/2023.mrl-1.20
https://doi.org/10.18653/v1/2023.mrl-1.20
https://doi.org/10.18653/v1/2023.mrl-1.20
https://doi.org/10.18653/v1/2023.mrl-1.20
https://doi.org/10.18653/v1/2023.mrl-1.20
https://arxiv.org/abs/2101.00027
https://arxiv.org/abs/2101.00027
https://arxiv.org/abs/2101.00027
https://doi.org/10.5281/zenodo.12608602
https://doi.org/10.5281/zenodo.12608602
https://doi.org/10.5281/zenodo.12608602
https://arxiv.org/abs/2406.12793
https://arxiv.org/abs/2406.12793
https://arxiv.org/abs/2406.12793
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2001.08361
https://openreview.net/forum?id=pxpbTdUEpD
https://openreview.net/forum?id=pxpbTdUEpD
https://openreview.net/forum?id=pxpbTdUEpD
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/2023.emnlp-demo.28
https://doi.org/10.18653/v1/2023.emnlp-demo.28
https://doi.org/10.18653/v1/2023.emnlp-demo.28
https://doi.org/10.18653/v1/2023.emnlp-demo.28
https://doi.org/10.18653/v1/2023.emnlp-demo.28
https://doi.org/10.18653/v1/2024.naacl-long.445
https://doi.org/10.18653/v1/2024.naacl-long.445
https://doi.org/10.18653/v1/2024.naacl-long.445
https://doi.org/10.18653/v1/2024.naacl-long.445
https://doi.org/10.18653/v1/2024.naacl-long.445
https://doi.org/10.18653/v1/2022.emnlp-main.616
https://doi.org/10.18653/v1/2022.emnlp-main.616
https://doi.org/10.18653/v1/2022.emnlp-main.616
https://doi.org/10.18653/v1/2024.findings-naacl.68
https://doi.org/10.18653/v1/2024.findings-naacl.68


unseen subword embeddings for efficient large-scale736
multilingual continued pretraining. In Findings of the737
Association for Computational Linguistics: NAACL738
2024, pages 1067–1097, Mexico City, Mexico. Asso-739
ciation for Computational Linguistics.740

Ilya Loshchilov and Frank Hutter. 2019. Decoupled741
weight decay regularization. In International Confer-742
ence on Learning Representations.743

Meta. 2024. Introducing meta llama 3: The most capa-744
ble openly available llm to date. Qwen blog.745

Paulius Micikevicius, Sharan Narang, Jonah Alben, Gre-746
gory Diamos, Erich Elsen, David Garcia, Boris Gins-747
burg, Michael Houston, Oleksii Kuchaiev, Ganesh748
Venkatesh, et al. 2018. Mixed precision training. In749
International Conference on Learning Representa-750
tions.751

Todor Mihaylov, Peter Clark, Tushar Khot, and Ashish752
Sabharwal. 2018. Can a suit of armor conduct elec-753
tricity? a new dataset for open book question an-754
swering. In Proceedings of the 2018 Conference on755
Empirical Methods in Natural Language Processing,756
pages 2381–2391, Brussels, Belgium. Association757
for Computational Linguistics.758

Tomas Mikolov, Kai Chen, Greg Corrado, and Jef-759
frey Dean. 2013a. Efficient estimation of word760
representations in vector space. arXiv preprint761
arXiv:1301.3781.762

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg Cor-763
rado, and Jeffrey Dean. 2013b. Distributed represen-764
tations of words and phrases and their compositional-765
ity. arXiv preprint arXiv:1310.4546.766

Benjamin Minixhofer, Fabian Paischer, and Navid Rek-767
absaz. 2022. WECHSEL: Effective initialization of768
subword embeddings for cross-lingual transfer of769
monolingual language models. In Proceedings of770
the 2022 Conference of the North American Chap-771
ter of the Association for Computational Linguistics:772
Human Language Technologies, pages 3992–4006,773
Seattle, United States. Association for Computational774
Linguistics.775

Benjamin Minixhofer, Edoardo Maria Ponti, and Ivan776
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A Hyper-parameters975

GloVe Training We empirically train GloVe vec-976

tors with 1B tokens, which covers most tokens from977

Gemma (95.10%), Qwen2 (93.40%), LLaMA2978

(99.35%), and LLaMA3 (98.04%). The dimen-979

sion size is set to 300. The max training iteration980

and the size of the slide window are 15.981

Model Tuning The optimizer adopted in this982

work is AdamW (Loshchilov and Hutter, 2019),983

where β1 = 0.9 and β2 = 0.999. The learning984

rate for baseline methods is set to 5e-5 to reduce985

the loss spike in Figure 6(b) and Figure 6(c). We986

adopt bf16 mixed precision training, ZeRO-1, and987

flash-attention to save GPU memory cost and speed988

up the training process (Micikevicius et al., 2018;989

Rasley et al., 2020; Dao et al., 2022). Following990

Biderman et al. (2023), the batch size is set to 2M991

tokens and the max sequence length is 2048.992

B Additional Results993

B.1 Tokenizer Compression Rate994

Table 6 reports detailed compression rates of to-995

kenizers across different domains and languages.996

We randomly sample 10 subsets or languages from997

vanilla datasets (Azerbayev et al., 2024; Kocetkov998

et al., 2023) to estimate the compression rate. Fol-999

lowing Lai et al. (2023), the division of languages1000

between “High”, “Medium” and “Low” is deter-1001

mined by the available amount resource on Com-1002

monCrawl.1003

B.2 GloVe Vectors1004

We show the effects of different token amounts for1005

the GloVe vectors training in Figure 7. It can be1006

found that 1B tokens used in this work provide a1007

high vocabulary coverage (>90%) and better ini- 1008

tialization for Pythia1B. Due to the limited com- 1009

putation budget, experiments with more than 1B 1010

tokens are not conducted. 1011

B.3 Convergence Analysis 1012

To investigate the effect of overlapping rate be- 1013

tween two tokenizers to the convergence of train- 1014

ing, we plot Figure 10 for the random initialization 1015

baseline method. The convergence of Gemma tok- 1016

enizer is slower than the other tokenizers and comes 1017

to worse results, which are similar to the case in 1018

Figure 8. 1019

Moreover, we randomly shuffle the alignment 1020

matrix learned in TokAlign to imitate the case that 1021

other worse methods rather than cosine similar- 1022

ity to calculate the alignment matrix. Figure 11 1023

shows that the higher percentage of randomly shuf- 1024

fle comes to higher initial training loss and slower 1025

convergence. 1026

B.4 Fast Vocabulary Adaptation Results 1027

We further investigate a challenge condition that 1028

fine-tunes only 2B tokens to adapt the target vo- 1029

cabulary. To meet the requirement, we reduce the 1030

batch size to 1M tokens and set the number of fine- 1031

tuning steps to 2k. Table 7 shows the results of 1032

adapting to the other 3 tokenizers using TokAlign. 1033

It can be found that 95.66% performance of the 1034

vanilla model is recovered on average, which fur- 1035

ther demonstrates the effectiveness of our method. 1036

B.5 In-context Learning Results during 1037

Cross-lingual Transfer 1038

Table 2 and 8 report the 0-shot and 5-shot in- 1039

context learning results on 4 multilingual datasets. 1040

The average improvement over the baseline method 1041

Focus is 2.35% after language adaptation pre- 1042

training. We can find that the model initialized 1043

by TokAlign is comparable to the one of Focus af- 1044

ter language adaptation pre-training, which mainly 1045

comes from the strong English performance pre- 1046

served by TokAlign. 1047

Case study of multilingual token alignment. 1048

Table 9 provides nine new tokens from three lan- 1049

guages with their top 3 tokens in the source vocab- 1050

ulary. In most cases, a clear semantic relationship 1051

between two aligned tokens cannot be found. We 1052

argue that it may come from the following two 1053

reasons: 1054
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Tokenizer

Domain Subset / Language Gemma LLaMA3 LLaMA2 Qwen2 Pythia

Math
(Azerbayev et al., 2024)

ArXiv 2.8561 2.7765 2.7040 2.7445 2.8489

Textbooks 4.0883 4.3270 3.6500 4.2899 3.9464

Wikipedia 3.1753 3.2049 2.8792 3.0312 3.2898

ProofWiki 2.7538 2.8115 2.5996 2.7900 2.7363

StackExchange 3.2062 3.2814 3.0094 3.2107 3.2222

WebPages 3.9885 4.0655 3.5070 3.8720 4.1136

Code
(Kocetkov et al., 2023)

Python 3.3401 4.1331 3.0072 4.0339 3.2328

Java 3.7175 4.4900 3.2193 4.4141 3.4914

Go 2.9274 3.4797 2.5189 3.3870 2.8542

V HDL 2.1038 2.4814 1.8724 2.2961 2.1395

ActionScript 3.3470 3.9717 2.7852 3.9180 3.2949

Scheme 2.7178 3.3045 2.4586 2.9713 2.9326

Haml 3.2423 3.8429 2.9588 3.8002 3.1016

Xbase 2.8739 3.4325 2.3300 3.3475 2.7837

Mako 3.4387 4.0746 3.1238 4.0311 3.2844

EmberScript 1.4104 1.9017 1.3819 1.4082 2.1540

High-Langs
(Nguyen et al., 2023)

English 4.4971 4.6042 3.8647 4.4875 4.4505

Russian 6.7529 5.8131 4.9275 5.3559 3.5802

Spanish 4.6068 3.8416 3.4517 3.8330 3.3655

German 4.4605 3.6314 3.4417 3.6041 3.1096

French 4.2258 3.7378 3.4445 3.7243 3.3565

Chinese 3.7378 3.2373 1.8434 3.9859 1.9896

Italian 4.2211 3.4952 3.3320 3.4573 3.1928

Portuguese 4.2731 3.6030 3.2031 3.5850 3.2022

Polish 3.5583 2.8548 2.6639 2.9464 2.4333

Japanese 5.7640 4.2796 2.4701 4.7059 2.9326

Medium-Langs
(Nguyen et al., 2023)

Czech 3.3402 3.2875 2.5978 2.4490 2.3884

V ietnamese 4.5376 4.2766 1.9699 4.2877 2.0382

Persian 5.6465 5.3015 1.7938 3.1923 2.3707

Hungarian 3.2337 2.6008 2.6311 2.5500 2.3878

Greek 4.4691 4.5671 1.8544 2.1225 3.0283

Romanian 3.5558 3.0566 2.8355 3.0083 2.8981

Swedish 3.7087 3.1398 2.9214 3.0977 2.9620

Ukrainian 5.5141 5.5985 4.5904 3.6179 3.0702

Finnish 3.2659 2.6748 2.4176 2.6473 2.6112

Korean 3.3556 3.6957 1.5977 3.3330 1.5667

Low-Langs
(Nguyen et al., 2023)

Hebrew 4.0487 1.8592 1.7875 4.3773 2.0380

Serbian 4.8596 3.9234 4.2642 3.6267 2.9896

Tamil 5.6161 2.0279 2.2615 2.4759 1.9765

Albanian 2.8919 2.6536 2.2945 2.6037 2.3631

Azerbaijani 2.8585 2.4857 2.0407 2.3797 2.1534

Kazakh 3.8172 2.9176 3.0869 2.9263 2.3236

Urdu 4.4364 2.8462 1.7260 2.7174 1.9458

Georgian 3.8237 1.4828 2.5595 2.6951 2.2077

Armenian 3.2133 1.1658 1.7000 1.8531 1.3922

Icelandic 2.7964 2.4860 2.3050 2.4330 2.3185

Table 6: The compression rates (bytes/token) of different tokenizers.
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ARC-E BoolQ HellaSwag OpenbookQA PIQA WinoGrande Avg

Model #V (k) 0 5 0 5 0 5 0 5 0 5 0 5 0 5

Pythia1B 50.3 56.82 58.71 60.43 57.37 37.68 37.66 18.80 19.00 70.40 71.49 53.20 52.01 49.55 49.37

→ Gemma 256.0 51.09 52.44 53.12 52.35 35.00 35.05 20.20 18.60 64.80 65.83 53.12 51.62 46.22 45.98

→ Qwen2 152.1 53.41 55.47 53.52 55.81 36.12 36.38 20.80 18.00 68.50 68.88 54.38 52.80 47.79 47.89

→ LLaMA3 128.0 51.73 55.09 59.05 55.08 36.42 36.52 19.40 19.60 67.68 68.34 53.43 53.75 47.95 48.06

Table 7: The main results of replacing the vocabulary of Pythia for TokAlign using 2B tokens from the Pile corpus.

XNLI PAWS-X XCOPA XStoryCloze

Model en de zh ar th vi ur de en ja ko zh th vi ta en zh ar te Avg

Pythia1B 46.2 38.6 38.9 36.9 35.2 38.9 34.9 48.9 48.3 52.9 53.3 54.1 53.4 52.6 55.4 65.3 48.6 48.2 52.2 47.5

w/ Focus Init. 32.8 32.2 33.6 33.6 33.5 32.0 32.8 44.8 46.0 48.9 44.8 44.7 51.4 47.6 55.6 45.9 48.6 48.5 46.8 42.3

+ LAT 47.0 36.7 35.4 34.3 33.5 35.1 33.9 51.5 48.6 53.7 51.2 54.0 54.4 51.6 55.6 55.8 48.7 47.5 50.4 46.3

w/ TokAlign Init. 44.9 37.4 34.0 32.8 35.3 35.2 34.5 50.2 50.3 52.0 53.1 54.4 54.4 50.0 54.4 61.2 48.3 47.6 50.0 46.3

+ LAT 44.4 39.0 38.7 35.6 35.1 37.8 35.5 51.9 49.3 54.7 53.1 50.6 54.2 54.0 52.8 64.7 50.8 48.0 52.4 47.5

Pythia6.9B 53.0 40.7 41.7 38.9 37.3 41.3 35.1 49.4 47.1 52.9 52.2 52.4 55.0 53.6 53.6 73.1 54.6 49.9 53.9 49.2

w/ Focus Init. 31.5 31.3 33.0 32.6 33.4 32.2 32.6 44.8 46.4 52.3 51.2 54.5 52.4 47.4 56.0 44.9 47.3 48.5 47.6 43.1

+ LAT 45.1 37.7 35.3 33.4 35.0 38.1 33.8 49.5 49.0 52.6 54.5 55.3 52.0 51.2 53.8 61.5 48.3 47.3 53.4 46.7

w/ TokAlign Init. 50.8 39.1 34.4 34.5 33.9 34.6 35.2 50.0 47.7 53.9 54.3 55.2 53.2 51.2 53.2 68.0 48.5 47.8 50.2 47.1

+ LAT 49.2 41.5 37.8 36.9 38.7 41.9 34.7 51.2 49.5 53.5 54.8 55.4 53.4 59.8 52.8 73.0 53.9 49.2 53.6 49.5

Table 8: Five-shot in-context learning results of cross-lingual transfer.

French Chinese Korean

Top-3 dire(speak) aller(go) oui(are) 吃(eat) 科学(science) 智能(intelligence) 능능능(competence) 집집집(house) 왜왜왜(why)

Qwen2 (Target Tokenizer)

1 ada Ġsta Ġsalv allel Ġantagon _{[ Si ĠBart bst
2 ays ĠÃ¨ Ġvas Ġindicator Ġign liquid uria ĠPAT rains
3 Ġ- Ġdetermin Ġexplos Ġbasic Ġcritic Layer ost ĠEdgar irc

Gemma (Target Tokenizer)

1 Ġj Cor Tools kernel ĠLed Ġcommittee Ġmang Ġcru Ġcholesterol
2 Ġdar Ġequality directed sentence COUNT ĠUND ial Ġcal Ġmolecule
3 ba Lex afx messages Ġglycine Ġfactors Ġrebut Ġmalt apor

Table 9: The case study of new tokens from other languages in the target vocabulary with top-3 source tokens
aligned. The language family of French, Chinese, and Korean are Indo-European, Sino-Tibetan, and Koreanic,
respectively.
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Figure 7: The average vocabulary coverage (a) and initial training loss of Pythia1B (b) under different amount tokens
to train the GloVe vector.
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Figure 8: The training loss curve of Pythia1B for differ-
ent overlapping ratios.
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Figure 9: The training loss curve of Pythia1B for learn-
ing rate used during replacing to the Gemma tokenizer.

• BPE algorithm (Sennrich et al., 2016) divides1055

words into the sub-word units, also called1056

tokens, from the statistical co-occurrence in-1057

formation. There may be less superficial se-1058

mantic information in the tokens divided com-1059

pared with words in the natural language.1060

• The GloVe vector for each token is obtained1061

from the token-token co-occurrence infor-1062

mation. These aligned tokens often appear1063

together, e.g., 科学(science) and “Ġcritic”,1064
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Figure 10: The training loss to different tokenizers using
random initialization baseline.

왜(why) and “rains”. 1065

Therefore, it is better to choose a matric to 1066

quantify the performance of the alignment ma- 1067

trix learned, for example, the BLEU-1 score or 1068

BERTScore in Section 3.2. 1069

C Language Codes 1070

We provide details of languages involved in Table 1071

10. Following Lai et al. (2023), languages are di- 1072

vided by the data ratios in CommomCrawl: High 1073

(>1%), Medium (>0.1%), and Low (>0.01%). 1074

D Evaluation Tasks 1075

We report the statistics of evaluation tasks used 1076

in Table 11. Here are the descriptions of these 1077

evaluation tasks: 1078

Natural Language Inference aims to determine 1079

the semantic relationship (Entailment, neural, or 1080

contradiction) between the premise and hypothesis 1081

(Conneau et al., 2018). 1082

16



0.5 1.0 1.5 2.0 2.5
Steps (k)

0

2

4

6

8

10

12

14

Lo
ss

+shuffle(80%)
+shuffle(60%)
+shuffle(40%)
TokAlign

Figure 11: The training loss of Pythia1B when replacing
tokenizer to Qwen2 under different percentages of shuf-
fling.

ISO 639-1 Language Family

AR Arabic Afro-Asiatic
BN Bengali Indo-European
DE German Indo-European
EN English Indo-European
JA Japanese Japonic
KO Korean Koreanic
TA Tamil Dravidian
TE Telugu Dravidian
TH Thai Kra-Dai
UR Urdu Indo-European
VI Vietnamese Austroasiatic
ZH Chinese Sino-Tibetan

Table 10: Details of language codes in this work.

Paraphrase Detection requires the model to1083

evaluate whether the second sentence is a para-1084

phrase of the first sentence in this task (Yang et al.,1085

2019).1086

Commonsense Reasoning is a task for the model1087

to reason the gold answer based on the semantic1088

coherence and physic rules (Clark et al., 2018; Mi-1089

haylov et al., 2018; Zellers et al., 2019; Ponti et al.,1090

2020; Bisk et al., 2020; Sakaguchi et al., 2020;1091

Tikhonov and Ryabinin, 2021).1092

Reading Comprehension needs the model to1093

infer whether the given passage can answer the1094

query (Clark et al., 2019).1095

E Licenses of Scientific Artifacts1096

We follow and report the licenses of scientific arti-1097

facts involved in Table 12.1098
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Task Dataset #Lang Data Curation #Train #Dev #Test

Natural Language Inference XNLI 15 Translation − 2, 490 5, 010

Paraphrase Detection PAWS-X 7 Aligned − 2, 000 2, 000

Reasoning
ARC-Easy 1 − 2, 251 570 2, 376

HellaSwag 1 − 39, 905 10, 042 10, 003

OpenbookQA 1 − 4, 957 500 500

PIQA 1 − 16, 000 2, 000 3, 000

XCOPA 12 Translation 33, 810 100 500

XStoryCloze 11 Translation 361 − 1, 511

WinoGrad 1 − 40, 398 1, 267 1, 767

Reading Comprehension BoolQ 1 − 9, 427 3, 270 −

Table 11: Statistic of evaluation datasets used.

Name License

Transformers Apache 2.0 license
lm-evaluation-harness MIT license
matplotlib PSF license
Focus MIT license
WECHSEL MIT license
Pythia Apache 2.0 license
LLaMA3 Meta LLaMA 3 community license
Qwen2 Tongyi Qianwen license
Gemma Gemma license
The Pile MIT license

Table 12: Licenses of scientific artifacts involved in this
work.
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