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ABSTRACT

Diffusion models have been observed to memorize and regurgitate portions of
their training data, which raises potential copyright and privacy concerns. To
quantify and mitigate this phenomenon, various reference-free metrics that op-
erate without training data access have become an effective tool for detecting
memorization in text-to-image systems. As diffusion models expand beyond the
familiar text-to-image paradigm to encompass multi-modal and multi-stage train-
ing for 3D and video synthesis, the reliability of existing detection methods in
these novel domains remains unclear. In this work, (1) We find that metric effi-
cacy declines when applied to models that are fine-tuned in multiple stages from
a text-to-image base to support additional modalities, where more varied training
protocols may obscure memorization signals from existing detection techniques.
(2) We demonstrate that these metrics have limited reliability in distinguishing be-
tween successful and failed memorization mitigation attempts, risking false judg-
ments in model sanitization efforts. (3) We trace this performance degradation to
violations of assumptions underlying current detection frameworks and conduct
factorized analysis. Our findings call for caution when applying existing memo-
rization detection metrics beyond text-to-image models and point toward the need
for more robust evaluation methods tailored to a wider range of emerging diffusion
models with diverse training protocols.

1 INTRODUCTION

The remarkable success of diffusion models in generating high-quality images has been accom-
panied by growing concerns about their ability to unintentionally reproduce memorized training
data (Carlini et al., 2023; Somepalli et al., 2023a; 2024). This could lead to the reproduction of
copyrighted content, the leakage of sensitive information, and privacy violations of users who have
contributed to the training data. These risks have motivated extensive research into memorization
detection methods, with reference-free approaches attracting particular interest for their practicality,
as they can operate without access to training data. Among these, methods leveraging the dis-
crepancy between conditional and unconditional denoising trajectories of classifier-free guidance
(CFG) (Ho & Salimans, 2022) have been embraced for their low computational cost and impressive
efficacy (Wen et al., 2023; Jeon et al., 2024; Chen et al., 2025a; Ma et al., 2025).

Diffusion models have rapidly evolved beyond the standard text-to-image (T2I) applications for
which these detection methods were developed and validated. More recent systems increasingly
employ complex designs, including multi-stage training procedures (Shi et al., 2023; Yang et al.,
2025), multi-modal loss objectives (Wang et al., 2023a), domain-specific regularization (Lin et al.,
2025), and alternative parameterizations or schedulers (Karras et al., 2022). These methodological
advances underpin diverse applications: video generation models use joint training on image and
video data (Yan et al., 2024; Wang et al., 2023a), 3D-aware models incorporate geometric constraints
or spatial priors (Kant et al., 2024; Li et al., 2023a), and safety-critical applications often demand
post-hoc concept removal through unlearning (Gandikota et al., 2023; Kumari et al., 2023). Despite
the transformation in the diffusion models research landscape, the evaluation of the effectiveness
of memorization detection procedures is still largely focused on vanilla text-to-image models. It is
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Figure 1: Memorization detection becomes more challenging in diffusion models with more varied training
protocols. Detection metrics that work well on Stable Diffusion show decreased performance on its downstream
models (i.e. weight initialization) like LaVie, MVDream, and models modified through unlearning techniques.
This is reflected by the increased overlap between the distribution of the values of the metric used to distinguish
memorized (red) and unmemorized (green) samples and thus, reduced detection AUROC scores.

therefore unclear whether these procedures remain effective across this wider variety of diffusion
models, or if additional research efforts are required to produce more general detection procedures.

In this work, we systematically evaluate reference-free memorization detection methods across mod-
ern multi-modal diffusion models to address this critical gap. We demonstrate that complex training
protocols can obscure memorization signals, potentially undermining the reliability of existing de-
tection techniques. Our contributions are as follows:

1. Widening metric efficacy evaluation. We observe systematically reduced memorization de-
tection efficacy across multi-modal DMs (Sec. 3.2), suggesting that complex training may blur
memorization signals and affect detection reliability across different domains and training stages.

2. Identifying unlearning evaluation challenges. We find these metrics exhibit reduced reliability
when distinguishing successful and failed sample removal attempts (Sec. 3.3), thus compromising
the assessment of model sanitization efforts.

3. Factorized analysis. We link specific design choices of models’ training protocols to potential
violations of assumptions underlying existing memorization metrics (Sec. 4.4). Through measure-
ments (Sec. 4.3) and controlled experiments (Sec. 5), we demonstrate how certain design choices
common among modern multi-stage DMs could affect metric efficacy in predictable ways.

Our work reveals training complexity as a fundamental challenge for memorization detection. We
conclude with recommendations for developing training-aware detection strategies and highlight the
urgent need for robust verification methods in safety-critical applications.

2 RELATED WORK

2.1 DETECTING MEMORIZATION IN DIFFUSION MODELS.

Memorization phenomena in diffusion models have been extensively studied through extraction
attacks (Carlini et al., 2023; Somepalli et al., 2023a), which directly reproduce training samples, and
membership inference attacks (Wu et al., 2022; Hu & Pang, 2023; Pang et al., 2023), which reveal
whether a given example was part of the training set. These findings confirm that text-to-image
(T2I) diffusion models, and, specifically, Stable Diffusion (SD) (Rombach et al., 2022) variants can
expose training content and thus pose copyright and privacy risks. Although prior work has begun
exploring memorization in other modalities such as medical imaging (Rahman et al., 2024; Dar et al.,
2023; 2024b; 2025; 2024a) and video synthesis (Chen et al., 2024b), systematic evaluation across the
increasingly prevalent multi-stage, multi-modal training pipelines of modern DMs remains limited.
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Among the various memorization detection strategies, reference-free approaches (Ren et al., 2024;
Carlini et al., 2023; Hintersdorf et al., 2024; Ma et al., 2025; Brokman et al., 2025) are espe-
cially attractive because they do not require access to the original training data. In particular, CFG
discrepancy-based methods (Wen et al., 2023; Jeon et al., 2024; Chen et al., 2025a), those that com-
pare conditional and unconditional generation trajectories, have shown strong performance for T2I
models. In Sec.3.2, we extend the evaluation of this class of metrics beyond the popular image
domain, providing a more systematic assessment of their effectiveness on multi-modal DMs trained
through multiple stages.

2.2 MITIGATING MEMORIZATION IN DIFFUSION MODELS.

In response to growing concerns related to the impact of training data extraction, interventions to
mitigate memorization risks have been developed across various stages of the model development
lifecycle. These approaches can be broadly categorized into pre-emptive and post-hoc strategies.
Pre-emptive Mitigation. Data-centric approaches that aim to limit the presence of replicated sam-
ples to reduce the likelihood of extraction, including semantic deduplication (Abbas et al., 2023) and
curation of datasets complying with copyright law (Gokaslan et al., 2023). Training-time strategies
include compositionally isolated training (Golatkar et al., 2023), despecification guidance (Chen
et al., 2024a), and replication-aware architectures (Li et al., 2024b).
Post-Training Mitigation. Post-training approaches offer practical advantages: they apply to de-
ployed models, require no training data access, and enable targeted content removal without retrain-
ing. These methods include concept ablation (Kumari et al., 2023), gradient-based erasure (Zhang
et al., 2023; Wu et al., 2024a), scalable batch removal (Fan et al., 2023; Lu et al., 2024), attention
reweighting (Ren et al., 2024), token masking (Chen et al., 2025a), neuron suppression (Hintersdorf
et al., 2024), and guided sampling (Dong et al., 2023).

Given their utility for model sanitization, ease of adoption, and flexibility, post-training methods rep-
resent powerful tools for ensuring model safety. However, realizing this potential requires accurate
evaluation to confirm that memorized content has actually been removed. This challenge motivates
our experiments in Sec. 3.3, which evaluate whether reference-free metrics can reliably assess the
effectiveness of memorization mitigation techniques.

3 EVALUATION

To complement prior work in Sec. 2.2, which has largely focused on T2I models and to address the
open question of whether those findings generalize to a wider range of diffusion models with more
diverse training protocols, we conduct a two-part evaluation: (1) In Sec. 3.2, we assess the per-
formance of five prominent reference-free memorization metrics across three naturally multi-stage
trained 3D and video diffusion models that deviate from the standard T2I LDM paradigm. (2) In
Sec. 3.3, we evaluate the capability of these metrics to reliably evaluate twelve post-training memo-
rization mitigation techniques reviewed in Sec. 2.2 and Apx. B.3.

We begin by describing how we collected sets of high-risk training samples that are likely to be
memorized across three datasets in Sec. 3.1.1 (further details in Apx. A.2), and by briefly reviewing
three families of reference-free memorization metrics (further details in Apx. B.2).

3.1 PRELIMINARIES: DATA AND METRICS

3.1.1 HIGH-RISK TRAINING SAMPLE COLLECTION.

We consider two types of memorization described by Webster et al. (2023) and widely adopted in
the memorization literature (Wen et al., 2023; Jeon et al., 2024). Verbatim Memorization refers to
the model reproducing training samples with minimal or no variation, often at the pixel level or
under only trivial transformations such as resizing or compression. Template Memorization refers
to the model reproducing a structural or compositional layout from the training data while varying
superficial local details such as textures, colors, or minor object attributes. In our setting, for video
and 3D DMs, the distinction between these categories becomes blurred: in WebVid10M (Bain et al.,
2021), large numbers of stock videos share the same motion or scene template with only small

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2026

differences, while in Objaverse (Deitke et al., 2023), identical mesh geometries are frequently paired
with different textures. Given this prevalence of ambiguous cases, we treat both forms jointly.

For LAION, we use the established benchmark from Webster (2023), consisting of 500 prompts
known to elicit memorized images and 500 non-memorizing prompts, though we relabel samples
since only a subset of memorization can be retained and transferred to downstream models. For
newly acquired memorization from domain-specific fine-tuning on Objaverse and WebVid-10M,
we establish a reproducible pipeline to identify samples with many near-duplicates in language
and/or visual modalities, making them prone to memorization. For each high-risk prompt identified,
we perform inference across four random seeds. The resulting generated outputs then go through a
semi-automated labelling process to establish a reliable ground truth for evaluation. The complete
pipeline for both high-risk sample collection and labelling is detailed in Appendix A.2.

3.1.2 REFERENCE-FREE MEMORIZATION METRICS.

We evaluate the AUROC of nine metrics spanning three categories, each exploiting different signals
that distinguish memorized samples from their non-memorized counterparts. Complete definitions
and implementation details are provided in Appendix B.2.

We begin with score-based metics for memorization detection. These methods explicitly or im-
plicitly measure the sharpness, curvature, or shape of the learned probability landscape to detect
memorization. In particular, the first four metrics in this group share a common mechanism: they
quantify the discrepancy between conditional and unconditional diffusion trajectories, positing that
memorized samples exhibit stronger prompt dominance over noise influence. The latter two metrics
assess the intrinsic properties of the sample’s location on the manifold without relying on an uncon-
ditional baseline, yet remain closely related as they probe the same underlying geometric structure.

• Noise Difference Norm (NDN) (Wen et al., 2023): measures the magnitude of difference between
conditional and unconditional noise predictions D = 1

T

∑T
t=1

∥∥ϵθ(xt, t, ep)− ϵθ(xt, t, e∅)
∥∥
2
, where

xt is the noisy latent at timestep t, ep is the conditional text embedding for prompt p, and e∅ is the
unconditional (empty) text embedding.

• Hessian Eigenvalue Difference (HED) (Jeon et al., 2024): approximates differences in Hessian
eigenvalue magnitudes between conditional and unconditional score functions using directional fi-
nite differences. Large magnitude differences indicate regions where conditioning creates sharp,
localized probability peaks, which are characteristic of memorized content. We measure them at
three DDIM timesteps (tDDIM ∈ {50, 20, 1}).

• Bright Ending (BE) (Chen et al., 2025a): a spatially-aware variant of NDN that uses cross-
attention weights to the final prompt token as a localization mask, computing the attention-weighted
noise difference norm to identify regions where memorization may be occurring.

• SSIM of Noise Differences (Hintersdorf et al., 2024): computes the Structural Similarity Index
(SSIM) Wang et al. (2004) between noise differences across random seeds, where higher SSIM
values indicate more consistent denoising trajectories and hence, stronger memorization.

• InvMM (Ma et al., 2025): measures memorization by inverting a sensitive latent noise distribution
that can replicate the target image, quantified as the minimum KL divergence between this inverted
distribution and the standard Gaussian prior. While distinct from score-based, it is fundamentally
coupled to the score function’s geometry.

• pLaplace (Brokman et al., 2025): employs the p-Laplacian operator to measure the intrinsic cur-
vature of the learned probability landscape, similarly to HED (Jeon et al., 2024).

We next evaluate diversity-based metrics, which measure the semantic or visual consistency across
multiple generations from the same prompt, where low diversity indicates memorization:

• Median SSCD (Hintersdorf et al., 2024): computes median cosine similarity between SSCD em-
beddings across multiple generations from the same prompt.

• Tiled ℓ2 (TL2) (Carlini et al., 2023): evaluates minimum pairwise distance between tiled image
patches across different seeds.

• SSIM of Noise Differences (Hintersdorf et al., 2024) also falls into this category.
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Finally, we include attention-based metrics that analyse how memorization impact cross-attention
pattern characteristics:

• Cross-Attention Entropy (CAE) (Ren et al., 2024): quantifies the dispersion of cross-attention
weights to identify memorization with two variants: (i) Global CAE-D and (ii) Layer-wise CAE-E.
This metric builds on the observation that memorized samples maintain concentrated attention on
trigger tokens while while non-memorization progressively shifts attention towards the beginning
token, serving as a robust indicator of memorization.

• Bright Ending (BE) (Chen et al., 2025a) can also be considered a member of this category.

3.2 METRIC EFFICACY ON NATURALLY TRAINED MODELS
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(a) MVDream (Shi et al., 2023)
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(b) LaVie (Wang et al., 2023a)
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(c) DiffSplat (Lin et al., 2025)

Figure 2: Metric AUROC on naturally trained multi-stage DMs. Each radial axis corresponds to a memorization
metric defined in Appendix B.2. Higher values (larger radii) indicate better separation between memorized and
non-memorized samples. Solid coloured lines indicate AUROC on LAION, Objaverse and WebVid-10M,
which exhibit notable degradation compared to the SD 1.4 baseline (dotted grey lines).

Setup. In our first set of experiments, we evaluate the efficacy of reference-free metrics across
three diffusion models: MVDream (Shi et al., 2023), LaVie (Wang et al., 2023a), and DiffSplat (Lin
et al., 2025). All three have a SD backbone, meaning they may inherit memorized samples from the
original LAION training data, while also potentially acquiring new memorized samples from their
respective domain-specific fine-tuning datasets. Their training protocols involve multi-stage learn-
ing, joint-modality training, or domain-specific regularizations (more details in Appendix A.1.1).

Results. Fig. 2 shows consistent metric AUROC degradation across all three models compared to
the standard text-to-image (SD 1.4) baseline (gray dotted line). Most metrics exhibit substantially
reduced ability to distinguish memorized from non-memorized content, suggesting that complex
training protocols can systematically obscure the signals these metrics rely on. For models with sig-
nificant memorization from both pre-training and fine-tuning stages (MVDream and LaVie), metric
performance varies inconsistently across the two data sources. This suggests that memorization sig-
nals may differ depending on when and how the content was learned during training. In contrast,
DiffSplat shows no significant transferred memorization from the LAION pre-training stage. Two
factors likely contribute to this observation: (1) the modality gap between images and native 3D
Gaussian Splats is substantially larger than that between images and multi-view images or multi-
frame videos, and (2) strong domain-specific regularization is applied during fine-tuning. This sug-
gests that fine-tuning with task-specific regularizers that diverge from the original training objective
may unintentionally mitigate inherited memorization.

3.3 METRIC EFFICACY FOR MITIGATION EVALUATION.

Setup. An important application for these metrics is the evaluation of memorization mitigation
strategies, where a metric is required to reliably confirm whether a sample has been successfully
erased from a model. We test this capability by applying twelve different post-hoc memorization
mitigation methods (see Table 6 for a summary and Appendix B.3 for a brief review) to MV-
Dream (Shi et al., 2023), on both inherit memorized samples from LAION and newly acquired
memorized samples from Objaverse. We then use the same set of metrics to assess the outcome and
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Figure 3: Metric AUROC for memorization mitigation evaluation. Each radial plot corresponds to a different
mitigation method in Table 6, where font colours indicate method categorization. Memorization metrics are
marked around the periphery. Coloured lines indicate inherited memorized samples from LAION pre-training
and newly acquired memorized samples from Objaverse with the gray dotted circle marking the SD 1.4 baseline
performance. Higher values indicate stronger ability to distinguish between classes. The widespread shrinkage
from baseline shows that most metrics cannot reliably evaluate memorization removal.

plot their AUROC, assessing their capability of differentiating successfully unlearned concepts from
original memorized samples and unsuccessful attempts where memorization persists.

Results. As shown in Figure 3, the results reveal concerning limitations in the evaluation of mem-
orization mitigation methods: reference-free metrics often fail to reliably distinguish between suc-
cessful and unsuccessful concept removal attempts. In many cases, their discriminative ability is
even worse than on naturally trained models, suggesting that certain mitigation methods may further
obscure detection signals. A few exceptions occur in “white-box” settings, where the metric itself
(typically via attention manipulation) is explicitly targeted as part of the mitigation objective. These
findings have important implications, as unreliable evaluation can lead to false judgments about a
model’s memorization behaviours and the efficacy of sanitization efforts.

4 DISCUSSIONS

The previous sections demonstrate that the efficacy of reference-free memorization metrics declines
on models with varied training protocols. To provide a principled explanation for this phenomenon,
we leverage the geometric frameworks pioneered by Jeon et al. (2024); Kamkari et al. (2024); Ross
et al. (2025); Buchanan et al. (2025). Our analysis examines how novel training designs cause
models to diverge from the framework’s core assumptions, in turn explaining the observed drop in
detection accuracy. For the remainder of largely empirical metrics not covered by this framework,
we provide a speculative discussion in Appendix B.2.

Our analysis proceeds as follows: in Sec. 4.1, we review the geometric framework by Jeon et al.
(2024) and identify its key theoretical assumptions in Sec. 4.2. We then empirically measure the
degree to which these assumptions are met on production-scale models in Sec. 4.3. Finally, in
Sec. 4.4, we connect the observed violations to specific training design choices.
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4.1 GEOMETRIC FRAMEWORK FOR MEMORIZATION

We briefly revise the framework developed by Jeon et al. (2024), which identifies geometric prop-
erties of the model’s learned probability landscape as a prominent memorization indicators. Let
D2
t = ∥ϵθ(xt, ep)− ϵθ(xt, e∅)∥22 denote NDN at timestep t, where ϵθ(xt, ep) and ϵθ(xt, e∅) are the

conditional and unconditional noise predictions for a noisy latent xt corrupted with noise ϵt.

From a geometric perspective, these noise predictions correspond to score functions. Here pt(·|c)
and pt(·) denote the conditional and unconditional distributions of xt at timestep t.

sθ(xt, ep) = −ϵθ(xt, ep)√
1− ᾱt

= ∇xt
log pt(xt|c); sθ(xt, e∅) = −ϵθ(xt, e∅)√

1− ᾱt
= ∇xt

log pt(xt). (1)

Their Hessians capture local curvature:

Hc(xt) = ∇2
xt

log pt(xt|c); Hu(xt) = ∇2
xt

log pt(xt). (2)

We also define the local covariance matrices of the conditional and unconditional distributions at
timestep t as

Σt,c = Covpt(·|c)[xt], µc = Ept(·|c)[xt]; Σt = Covpt(·)[xt], µ = Ept(·)[xt]. (3)

where µc and µ are the corresponding means.

Memorization as Geometric Sharpness. Jeon et al. (2024) theorize that memorized samples cor-
respond to sharp, isolated peaks in the probability landscape, characterized by: (i) large negative
eigenvalues (λmem ≪ λunmem < 0), (ii) high curvature concentration (tr(H2

c ) ≫ tr(H2
u)), and (iii)

separable eigenvalue distributions between memorized and unmemorized samples.

Unifying Sharpness, NDN and BE Metrics. The squared score difference can be expressed as:

E[D2
t ] = E[∥sθ(xt, ep)− sθ(xt, e∅)∥2] ∝ E[tr((Hc −Hu)

2)] ≈
d∑
i=1

(λi,c − λi,u)
2

λi,c
(4)

which, under a local Gaussian approximation, reduces to the normalized differences of eigenval-
ues where λi,c and λi,u are eigenvalues of Hc and Hu, and d stands for the dimensionality of the
latent space. Since ϵθ and sθ are linearly related, NDN (Wen et al., 2023) and localized variants
like BE (Chen et al., 2025a) similarly reflect the underlying differential curvature as Hessian-based
sharpness metrics proposed by Jeon et al. (2024).

4.2 CORE ASSUMPTIONS FOR RELIABLE DETECTION

The geometric framework described in Sec. 4.1 (and by extension, the CFG-based metrics built upon
it) relies on a set of specific structural assumptions about the model’s learned probability landscape.
When modern diffusion model training deviates from these conditions, the framework may lose its
explanatory power, undermining the reliability of memorization detection methods built upon it.
Table 1 summarizes these key assumptions, which we test empirically in the following sections. We
further discuss how these assumptions support the framework of Jeon et al. (2024) in Apx. ??.

Table 1: Core assumptions underlying CFG discrepancy-based memorization detection methods.

Assumption Formulation Interpretation

(A1) Unbiased Score Estimation E[sθ(xt, c) − ∇xt log pt(xt|c)] = 0 Score functions accurately reflect probability gradients
(A2) Gaussian Local Structure E[∥sθ(xt, c)∥2] = −tr(Hc(xt)) Local probability distributions approximate Gaussian
(A3) Sharpness Persistence {λi}T−1 patterns correlate with later timesteps Memorization signals persist through reverse process
(A4) Covariance Commutativity ΣtΣt,c = Σt,cΣt and µ = µc Cond and uncond covariances have aligned eigenspaces
(A5) Mean-Field Gaussian Prior xT ∼ N (0, I) Unstructured, isotropic starting point for generation
(A6) Boundary Regularity lim∥x∥→∞ p(x)s(x) = 0; E[∥s(x)∥2] < ∞ Score func vanish at infinity with finite second moments

4.3 EMPIRICAL VALIDATION VIA ASSUMPTION DIAGNOSTIC MEASUREMENTS

Having established the core assumptions of the geometric framework in Sec. 4.2, we now empirically
investigate whether they hold in practice for the models evaluated in Sec. 3. By measuring the
degree to which each model satisfies these assumptions, we can explore the relationship between
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assumption compliance and the observed efficacy of memorization detection metrics. We apply
diagnostic measurements (Table 2) to all models evaluated in Section 3 and report results in Table 3.
Detailed definitions and implementation notes for each diagnostic are provided in Appendix C.2.

Table 2: Core geometric assumptions and their corresponding measurable proxies. The rightmost column
indicates whether higher (↑) or lower (↓) values reflect stronger adherence to the assumption.

Assumption Diagnostic Measurements Method ∆

(A1) Unbiased Score Estimation Score Matching Consistency (1 + |∇ · s+ 0.5|s|2|/|s|)−1 with Hutchinson’s estimator. ↑
(A2) Gaussian Local Structure Score-Curvature Pearson Corr. Pearson’s r between ∥sθ(xt, c)∥2 and −tr(Hc(xt)). ↑
(A3) Sharpness Persistence Temporal Autocorrelation Temporal autocorrelation of Hessian magnitudes across timesteps. ↑
(A4) Covariance Commutativity Eigenspace Alignment Mean singular value of the inner product of VT

c Vu. ↑
(A5) Mean-Field Gaussian Prior Gaussian Prior p-value Kolmogorov-Smirnov test of initial latents against N (0, I). ↑
(A6) Boundary Regularity Score Explosion Indicator Ratio of max to mean noise prediction magnitude. ↓

Table 3: Assumption diagnostic measurements across diffusion models. Each row evaluates how well an
assumption (A1)-(A6) is satisfied using its corresponding diagnostic measurement. Columns represent different
models. The final row shows HED AUROC scores. Green shading indicates better assumption adherence.

Assumption SD 1.4 LaVie SD 1.5 MVDream DiffSplat
(A1) Unbiased Score Estimation 0.496 ± 0.004 0.319 ± 0.044 0.497 ± 0.004 0.411 ± 0.007 0.447 ± 0.007
(A2) Gaussian Local Structure 0.940 ± 0.037 0.748 ± 0.017 0.940 ± 0.037 0.403 ± 0.017 -0.820 ± 0.128
(A3) Sharpness Persistence 0.374 ± 0.055 0.120 ± 0.015 0.374 ± 0.055 0.240 ± 0.0403 0.339 ± 0.108
(A4) Covariance Commutativity 0.819 ± 0.028 0.626 ± 0.054 0.816 ± 0.033 0.763 ± 0.050 0.436 ± 0.014
(A5) Mean-Field Gaussian Prior 0.812 ± 0.215 0.800 ± 0.263 0.812 ± 0.215 0.796 ± 0.247 0.774 ± 0.183
(A6) Boundary Regularity 0.011 ± 0.003 0.025 ± 0.002 0.012 ± 0.002 0.006 ± 0.002 0.002 ± 0.001
HED AUROC 0.998 0.641 0.997 0.686 0.588

Table 3 presents the diagnostic measurements (mean ± standard deviation) for each assumption
(rows) across the different models (columns). The final row reports HED metric AUROC scores,
enabling a direct comparison between the degree of assumption satisfaction and detection efficacy.
For the baseline SD model variants, the diagnostics show generally good adherence to the theoretical
assumptions. This provides evidence for the validity of the geometric framework on standard text-
to-image models. In contrast, models with more varied training protocols exhibit more noticeable
deviations. LaVie, for instance, shows systematically weaker adherence to assumptions (A1)-(A4),
and this degradation is associated with a substantial drop in its AUROC score. MVDream shows
a similar, though less pronounced, pattern of assumption violation and performance decline. This
suggests that the training procedures used for these multi-modal models may alter the underlying
geometry of the probability landscape in ways that violate the framework’s prerequisite conditions.

4.4 POTENTIAL IMPACT OF DESIGN CHOICES ON METRIC EFFICACY

Building on the finding that varied training protocols correlate with assumption violations and re-
duced detection performance, we conduct a factorized analysis. We identify four common design
choices in modern diffusion models and map them to the potential deviations from the core as-
sumptions outlined in Table 1. Each design choice, while advancing generative capabilities, can
inadvertently violate the assumptions that CFG discrepancy-based metrics rely upon.

Table 4: A non-exhaustive mapping between design choices (columns) and potential assumption violations
(rows). Each × indicates that at least one implementation of a design choice can violate the assumption.

Assumption
(D1) Non-Standard

Objectives
(D2) Multi-Stage
Distribution Shift

(D3) Non-Monotonic
Schedulers

(D4) Structured or
Biased Priors

(A1) Unbiased Score Estimation × ×
(A2) Gaussian Local Structure × × × ×
(A3) Sharpness Persistence × ×
(A4) Covariance Commutativity × × ×
(A5) Mean-Field Gaussian Prior ×
(A6) Boundary Regularity Generally not violated by reasonably trained and converged model.

(D1) Non-Standard Objectives. Adding auxiliary losses, such as the geometric regularizers of
DiffSplat (Lin et al., 2025), forces the model to optimize beyond pure score matching. As the model
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is no longer estimating solely the data log-probability, score estimates may become biased (A1).
This can also distort local geometry (A2) by imposing structures not implied by the data likelihood.

(D2) Multi-Stage Distribution Shift. Fine-tuning a model on a new domain (e.g., images → videos
for LaVie Wang et al. (2023a) and images → 3D for MVDream Shi et al. (2023)) alters the inherited
probability landscape in ways that need not be uniform. Such shifts can weaken local Gaussianity
(A2) and disturb the alignment of conditional and unconditional curvature directions, thereby af-
fecting sharpness persistence (A3) and covariance eigenspace alignment (A4). These effects may
depend on the extent and stage of the shift, suggesting that violations of geometric assumptions can
emerge in complex and potentially non-monotonic patterns as a function of intervention strength.

(D3) Non-Monotonic Schedulers. Novel schedulers (Karras et al., 2022) that induce non-
monotonic noise levels can alter the trajectory of the reverse process. Such changes may desta-
bilize memorization signals across timesteps, with possible effects on sharpness persistence (A3),
eigenspace alignment (A4), and local Gaussian structure (A2).

(D4) Structured or Biased Priors. Non-isotropic initializations directly violate (A5) but can also
interact with other assumptions. Priors with spatial structures (e.g., 3D object-centricity (Kant
et al., 2024; Li et al., 2023a)) or frequency structures (Rahaman et al., 2019)) may introduce distinct
geometric fingerprints, the nature of which we examine in controlled settings (Fig. 4).

5 CONTROLLED EXPERIMENTS

While the empirical analysis in Sections 3–4 demonstrates potential effects of complex training
protocols on metric reliability, real models often incorporate multiple design choices simultaneously,
making it difficult to isolate individual contributions. To better understand these effects, we conduct
controlled experiments targeting the four design choices (D1)-(D4) identified in Section 4.4. We
investigate (1) how each design choice affects model adherence to geometric assumptions, and (2)
how assumption violations correlate with detection performance degradation.

Experimental Setup. All experiments train diffusion models using CIFAR-10 (Krizhevsky et al.,
2009) with identical UNet architectures. We create memorized samples by duplicating randomly
selected images 100 times each with instance-specific prompts (“a high-resolution photograph of
CIFAR image #ID”), alongside unmemorized images with generic class prompts (“a photograph of
a CLASS”). This protocol follows established observations (Carlini et al., 2023; Somepalli et al.,
2023a) that training data duplication and highly specific prompts promote memorization. Each
configuration is repeated across 5 random seeds.

Evaluation Protocol. For each model, we quantify adherence to geometric assumptions using proxy
tests from Table 2 and metric efficacy using AUROC of the HED metric (Jeon et al., 2024), which
directly embodies the geometric framework and shares similar trends as other CFG-based metrics.
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Figure 4: Detection performance under interventions targeting (D4) structured prior. Top: spatial radial-decay
priors. Bottom: frequency-biased priors. Each point represents a trained model, plotting Hessian metric AU-
ROC (y-axis) against adherence to a specific geometric assumption (x-axis). Relationships between metric
performance and assumption adherence mirror Table 4, Column (D4).
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Results and Analysis. Our controlled experiments, which we focus here on Structured Priors (D4)
for brevity (see Appendix D for D1-D3), reveal how specific design choices could degrade detec-
tion performance by violating a subset of assumptions. Both prior types exhibit similar high-level
patterns of impact: they strongly affect adherence to (A1), (A2), and (A5), while having a compar-
atively minimal impact on (A3). On the contrary, their (A4) behaviours diverge. The correlation
between metric performance and A4 adherence is much stronger for frequency-biased priors than
for spatial priors. Spatial biases (top row) cause a milder degradation in AUROC, with the worst-
performing models still achieving scores above 0.2. In contrast, frequency biases (bottom row)
induce a far more brittle and catastrophic collapse, with many models failing completely.

Beyond these (D4)-specific observations, the results also highlight two broader patterns shared
across all interventions. First, the assumptions are interdependent, with a single design choice
often causing a cascade of violations. Second, the relationships between adherence and perfor-
mance are often strongly non-linear and exhibit a sharp threshold effect with a “step-function”-like
relationship. These qualitative trends support our central hypothesis, though we note that inherent
noise in our proxy measurements makes precise cross-intervention quantitative comparisons chal-
lenging.

6 CONCLUSIONS

In this work, we have extended the evaluation of reference-free memorization detection methods to
modern multi-modal diffusion models and find consistent degradation in their efficacy (Sec. 3.2) and
that they cannot serve as reliable evaluation tools for memorization mitigation efforts (Sec. 3.3). To
understand this phenomenon, we link metric degradation to violations of assumptions underlying
existing detection frameworks (Sec. 4.4). We validate these insights through observational mea-
surements (Sec. 4.3) on large-scale DMs as well as controlled experiments (Sec. 5), demonstrating
how different training protocol modifications violate assumptions underlying theoretical efficacy
guarantees and thus affect detection performance in predictable ways. Future work might explore
training-aware detection strategies or develop alternative theoretical frameworks tailored for com-
plex training regimes. Our work represents an initial step toward understanding how memorization
detection scales to increasingly sophisticated generative models. We hope these insights contribute
to ongoing efforts to develop reliable safety tools for emerging diffusion architectures.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

REFERENCES

Amro Kamal Mohamed Abbas, Kushal Tirumala, Daniel Simig, Surya Ganguli, and Ari S Mor-
cos. Semdedup: Data-efficient learning at web-scale through semantic deduplication. ICLRW,
2023.

Vishal Asnani, John Collomosse, Tu Bui, Xiaoming Liu, and Shruti Agarwal. Promark: Proactive
diffusion watermarking for causal attribution. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 10802–10811, June 2024.

Max Bain, Arsha Nagrani, Gül Varol, and Andrew Zisserman. Frozen in time: A joint video and
image encoder for end-to-end retrieval. In Proceedings of the IEEE/CVF International Conference
on Computer Vision (ICCV), pp. 1728–1738, 2021.

Jonathan Brokman, Amit Giloni, Omer Hofman, Roman Vainshtein, Hisashi Kojima, and Guy
Gilboa. Identifying memorization of diffusion models through p-laplace analysis. In International
Conference on Scale Space and Variational Methods in Computer Vision, pp. 295–307. Springer,
2025.

Sam Buchanan, Druv Pai, Yi Ma, and Valentin De Bortoli. On the edge of memorization in
diffusion models, 2025. URL https://arxiv.org/abs/2508.17689.

Nicholas Carlini, Steve Chien, Milad Nasr, Shuang Song, Andreas Terzis, and Florian Tramèr.
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Ruchika Chavhan, Ondřej Bohdal, Yongshuo Zong, Da Li, and Timothy Hospedales. Memorized
images in diffusion models share a subspace that can be located and deleted. arXiv preprint
arXiv:2406.18566, 2024.

Chen Chen, Daochang Liu, and Chang Xu. Towards memorization-free diffusion models. CVPR,
2024a.

Chen Chen, Enhuai Liu, Daochang Liu, Mubarak Shah, and Chang Xu. Investigating memo-
rization in video diffusion models, 2024b. URL https://openreview.net/forum?id=
RFZV2tOWYN.

Chen Chen, Daochang Liu, Mubarak Shah, and Chang Xu. Exploring local memorization in dif-
fusion models via bright ending attention, 2025a. URL https://arxiv.org/abs/2410.
21665.

Yunhao Chen, Shujie Wang, Difan Zou, and Xingjun Ma. Extracting training data from uncondi-
tional diffusion models, 2025b. URL https://arxiv.org/abs/2410.02467.

Yingqian Cui, Jie Ren, Yuping Lin, Han Xu, Pengfei He, Yue Xing, Wenqi Fan, Hui Liu, and
Jiliang Tang. Ft-shield: A watermark against unauthorized fine-tuning in text-to-image diffusion
models. arXiv:2310.02401, 2023.

Salman U Hassan Dar, Isabelle Ayx, Marie Kapusta, Theano Papavassiliu, Stefan O Schoenberg,
and Sandy Engelhardt. Effect of training epoch number on patient data memorization in uncon-
ditional latent diffusion models. BVMW, 2024a.

Salman Ul Hassan Dar, Arman Ghanaat, Jannik Kahmann, Isabelle Ayx, Theano Papavassiliu,
Stefan O Schoenberg, and Sandy Engelhardt. Investigating data memorization in 3d latent diffu-
sion models for medical image synthesis. MICCAI, 2023.

11

https://arxiv.org/abs/2508.17689
https://arxiv.org/abs/2112.03570
https://arxiv.org/abs/2112.03570
https://openreview.net/forum?id=RFZV2tOWYN
https://openreview.net/forum?id=RFZV2tOWYN
https://arxiv.org/abs/2410.21665
https://arxiv.org/abs/2410.21665
https://arxiv.org/abs/2410.02467


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Salman Ul Hassan Dar, Marvin Seyfarth, Jannik Kahmann, Isabelle Ayx, Theano Papavassiliu,
Stefan O Schoenberg, and Sandy Engelhardt. Unconditional latent diffusion models memorize
patient imaging data. arXiv:2402.01054, 2024b.

Salman Ul Hassan Dar, Marvin Seyfarth, Isabelle Ayx, Theano Papavassiliu, Stefan O. Schoen-
berg, Robert Malte Siepmann, Fabian Christopher Laqua, Jannik Kahmann, Norbert Frey, Bettina
Baeßler, Sebastian Foersch, Daniel Truhn, Jakob Nikolas Kather, and Sandy Engelhardt. Uncon-
ditional latent diffusion models memorize patient imaging data: Implications for openly sharing
synthetic data, 2025. URL https://arxiv.org/abs/2402.01054.

Giannis Daras, Alexandros G Dimakis, and Constantinos Daskalakis. Consistent diffusion meets
tweedie: Training exact ambient diffusion models with noisy data. arXiv:2404.10177, 2024.

Matt Deitke, Austin Stone, Song Han, Charles Herrmann, Alexander Ku, Daniel Morris, Eric
VanderBilt, Eric VanderBilt, Zhen Wang, Yizhou Zhang, et al. Objaverse: A universe of anno-
tated 3d objects. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 13142–13153, 2023.

Peiran Dong, Song Guo, Junxiao Wang, Bingjie Wang, Jiewei Zhang, and Ziming Liu. Towards
test-time refusals via concept negation. NeurIPS, 2023.
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Large Language Models Usage Statement. LLMs were used to polish writing and format tables.

A ADDITIONAL NOTES ON EVALUATED MULTI-STAGE DMS

A.1 TRAINING AND INFERENCE DETAILS OF EVALUATED MULTI-STAGE DMS

A.1.1 TRAINING PROTOCOLS

MVDream (Shi et al., 2023)employs a multi-modal training strategy that fine-tunes SD 1.5 and 2.1
on both 2D and 3D data. The model trains jointly on the Objaverse dataset (800K 3D objects, each
with 4 orthogonal rendered views) and a subset of LAION images. During second-stage training,
LAION data is sampled with 30% probability and treated as standard 2D text-to-image generation
by disabling 3D attention mechanisms and camera embeddings. For 3D data, the original 2D self-
attention layers are inflated into 3D cross-view attention layers with inherited weights, while camera
parameters are embedded via a 2-layer MLP and injected into time embeddings. This creates an
implicit task weighting of approximately 30% image generation and 70% multi-view 3D generation
through the sampling strategy.

LaVie (Wang et al., 2023a) implements joint image-video training to prevent catastrophic forgetting
when extending SD 1.4 backbone to video generation. The model trains on WebVid10M for video
data and LAION for image data using an explicit weighted objective:

L = E[∥ϵ− ϵθ(ξ(vt), t, cv)∥2] + αE[∥ϵ− ϵθ(ξ(xt), t, cI)∥2]
The first term represents video loss and the second represents image loss with weighting factor
α. Images are concatenated along the temporal axis to form multi-frame sequences, but temporal
attention mechanisms are disabled for image portions of the batch. The architecture incorporates
temporal self-attention layers with rotary positional encoding to capture video dynamics while pre-
serving 2D generation capabilities.

These two models deviate from standard single-task LDM training through weighted multi-modal
objectives that combine different data modalities (2D/3D for MVDream, image/video for LaVie)
within the same training process, creating complex conditioning environments that stary away from
the ideal environment for CFG discrepancy-based memorization metrics.

In contrast, DiffSplat (Lin et al., 2025) uses explicit domain-specific regularization during second-
stage training. Built on SD v1.5, DiffSplat generates 3D Gaussian splats by fine-tuning the pre-
trained T2I model with a composite objective:

LDiffSplat := λdiff · Ldiff + λrender · wr(t) · Lrender(Dϕd
(Fψ(z̃, t)))

where Ldiff is the standard diffusion loss on splat latents (Gaussian splat properties encoded into the
VAE latent space) and

Lrender(G) :=
1

V

V∑
v=1

(
LMSE(Iv, I

GT
v ) + λp · LLPIPS(Iv, I

GT
v ) + λα · LMSE(Mv,M

GT
v )
)

is a 3D rendering loss designed to enforce geometric consistency across arbitrary viewpoints. This
rendering loss includes perceptual loss components and mask losses to reduce translucent artifacts,
regularizing the predictor away from pure noise prediction toward 3D-coherent splat generation.

Table 5: Default Inference Hyperparameters of Evaluated DMs.

Hyperparameter MVDream LaVie DiffSplat
Scheduler DDIM DDIM DDIM
Inference Steps 50 50 20
Guidance Scale 7.5 7.5 7.5
View/Frames 4 16 4

A.1.2 A BRIEF REMARK ON MEMORIZATION BIAS

Memorization bias refers to the tendency and extent to which a diffusion model reproduces train-
ing data rather than generating novel content. Unlike simple binary classification (memorized vs.
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not memorized), we observe that memorization exists along multiple dimensions that significantly
impact detection accuracy.

We identify three relatively orthogonal dimensions for characterizing memorization bias, ordered by
increasing resolution from finest to most coarse:

Aspect 1: Sample-Level Memorization Intensity. Following Webster et al. (Webster et al., 2023)
we have qualitatively defined Verbatim Memorization and Template Memorization Sec. 3. Template
memorization represents a transition between memorization and generalization with both types of
behaviours present and tends to be more changeling to detect and represents a less “intense” form of
memorization (?Chen et al., 2025a).

Aspect 2: Prompt-Level Memorization Consistency. This measures how consistently a model
memorizes the same content across different random seeds for a given prompt. Prompt with most
seeds producing memorized outputs represent strong, consistent memorization that can be triggered
by a variety of seeds. In contrast, sporadic memorization that is only tirggered by specific prompt-
seed combinations is considered weaker and more challenging to detect. Metrics that rely on cross-
seed diversity (e.g., LPIPS between different seeds) are more likely to fail when memorization is
inconsistent, as the model occasionally “escapes” to generate diverse, non-memorized outputs.

Aspect 3: Dataset-Level Memorization Prevalence. The overall proportion of memorized samples
in the training dataset creates a class imbalance problem for detection. This prevalence is influenced
by data (repetition, presence of outliers, overly specific prompts, or templated content) and model
(over-parameterization, insufficient regularization, or architectural choices that increase overfitting
susceptibility) characteristics.
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Figure 5: Memorization bias distributions comparing single-stage (SD 1.4, left) and multi-stage (MVDream-
LAION, right) diffusion models. Memorization bias measures the proportion of seeds that trigger memorization
for a given prompt. For inherited memorization from pre-trained datasets, there is a slight reduction in mem-
orization bias. For newly acquired memorization from the second-stage dataset, memorization bias remains
comparable to single-stage models.

Observation 1: Comparable Per-Prompt Memorization Rates (Aspect 1). For inherited mem-
orization from pre-trained datasets (e.g., LAION), there is a slight reduction in memorization bias.
The second-stage training appears to weaken, though not eliminate, the memorization tendencies
established during pre-training. For newly acquired memorization from the second-stage dataset
(e.g., Objaverse), memorization bias remains comparable to single-stage models. When a prompt
triggers memorization, it typically does so consistently across seeds in both cases. The more pro-
nounced differences between model types emerge along Aspect 2 (memorization intensity), which
we discuss next.

Observation 2: The Memorization-Generalization Continuum (Aspect 2). In multi-stage mod-
els for video and 3D generation, the boundary between memorization and generalization becomes
blurred. We observe a continuum where memorized content exhibits generalization-like behaviors,
making detection particularly challenging. This continuum manifests through multiple mechanisms,
including but not limited to:

(1) Inherited Memorization with Multi-Modal Transformation. When models like MVDream and
LaVie fine-tune pretrained 2D models, they inherit memorized content from the base model but
transform it through the new modality:

• Many-to-one memorization: Multiple memorized 2D images are merged, interpolated, or
blended into a single multi-view or video generation
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• View/frame imputation: Missing viewpoints or temporal frames are hallucinated by the model,
creating the appearance of generalization while the core structure remains memorized

• Modal adaptation: A memorized 2D composition is adapted to 3D or temporal constraints,
introducing variations while preserving identifying features

(2) High Prevalence of Templated Content in Training Data. The second-stage training datasets
(Objaverse for MVDream, WebVid-10M for LaVie) inherently encourage template memorization:

• WebVid-10M: Contains stock videos sharing identical templates, with only superficial variations
(e.g., different flags)

• Objaverse: Includes identical 3D mesh geometries paired with different textures/materials, which
are treated as separate training samples but share the same underlying structure

This creates an environment where template memorization is not just common but structurally en-
couraged by the data. Metrics that rely on diversity or cross-seed variation are particularly vulnerable
when memorization and generalization coexist within the same generation, such as:

• Templated videos with temporal dilation/contraction, or minor variations in lighting, camera mo-
tion, or object motion.

• 3D generations that memorizes mesh geometry with varied textures.

• Multi-view generations that interpolate between multiple memorized images while maintaining
cross-view consistency.

These samples are memorized in the sense that they reproduce distinctive, identifying features from
training data, but they simultaneously exhibit generalization behaviours (variation, diversity, inter-
polation).

A.2 FURTHER DETAILS ON HIGH-RISK SAMPLE COLLECTION PIPELINE

We establish a reproducible pipeline to identify high-risk samples from the following datasets with
many near-duplicates in either or both language and visual modalities, and are thus more prone to
memorization. Importantly, while the process is selective in order to focus evaluation on samples
most likely to exhibit memorization, it does not intentionally bias towards particular styles, creators,
or semantic trends, and the same procedure could be applied to any dataset split.

• LAION: We use the established benchmark from Webster (2023), which consists of 500 prompts
known to elicit memorized images and 500 non-memorizing prompts. This benchmark has been
widely used in prior works (Wen et al., 2023; Jeon et al., 2024) for SD memorization evaluation.

• Objaverse: Since models trained on Objaverse use different captioning approaches (Cap3D , con-
catenated object names and tags, or a mixture of both), this selection process is primarily based
on the visual modality to ensure consistency across captioning variations. (1) Stratification using
LVIS classes and metadata tags associated with high memorization risk (e.g., popular cultural con-
tent); (2) Geometric similarity detection within high-risk clusters using objective mesh descriptors
(volume, vertex count, surface area) and Wasserstein-1 distance matching, targeting the common
pattern where identical meshes are paired with different textures; (3) Validation via SSIM-based
and feature-based matching with training asset renderings, followed by manual confirmation to
remove false positives.

• WebVid-10M: Since WebVid-10M exhibits high caption-video agreement (similarity in the lan-
guage modality is strongly correlated with similarity in the visual modality), we initiate this pro-
cess from the language/caption modality to efficiently identify near-duplicate content. (1) Caption
clustering: Filter by normalized Levenshtein distance (>0.85) to detect near-duplicate textual de-
scriptions, which yields 24,781 initial clusters with 408,670 samples; (2) Visual diversity filtering:
to remove clusters with high intra-cluster CLIP feature variance, ensuring retained clusters are
visually similar and thus prone to being memorized; (3) Content filtering: to exclude abstract
(kaleidoscope-like) or texture-like clips that do not have strong semantic association with their
captions; (4) Manual confirmation to verify automated selections.
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Ground Truth Validation for Multi-Modal Memorization. Establishing reliable ground truth la-
bels for memorization requires a rigorous methodology to minimize labeling errors. Our approach
consists of a two-stage pipeline: an automated candidate selection phase followed by manual ver-
ification. The automated first pass is designed to systematically identify a comprehensive set of
potential memorization events. For 3D assets from Objaverse, we render each training item from
eight azimuth angles, while for videos from WebVid10M, we undersample each clip into sixteen
keyframes. We then compute similarity scores between these references and the generated content.
This process utilizes a dual-metric framework to capture both structural correspondence (SSIM)
and semantic alignment (CLIP embeddings). To maximize recall and ensure no potential cases are
missed, candidates are flagged for manual review if they surpass a lenient, pre-determined threshold
on either of the similarity metrics. Furthermore, by taking the maximum similarity score across all
view-to-view or frame-to-frame comparisons, our method remains sensitive to partial reproductions
and temporal transformations (e.g. temporal reversal, speed changes, zooming in), which are com-
mon signatures of memorization. Finally, all automatically identified candidates are subjected to
manual validation involving multiple human annotators, ensuring the reliability and accuracy of the
final ground truth labels.

B EXTENDED BACKGROUND AND RELATED WORKS

B.1 MEMORIZATION IN DIFFUSION MODELS.

Memorization behaviors in visual diffusion models have been extensively studied primarily through
extraction attacks (EA) and membership inference attacks (MIA). EAs (Carlini et al., 2021;
Somepalli et al., 2023a; Carlini et al., 2023; Qu et al., 2023; Leotta et al., 2023; Naik & Nushi,
2023; Zhang et al., 2024; Li et al., 2024d; Webster et al., 2023; Webster, 2023; Liao, 2022; Chen
et al., 2025b; Wu et al., 2024b; Daras et al., 2024; Wen et al., 2025) show that both specific and
implicit user prompts can elicit content closely resembling training data, including copyrighted or
sensitive visual content. MIAs further probe memorization risks by determining whether particular
inputs were seen during training. These include white-box methods that exploit gradients and inter-
nal loss dynamics (Hu & Pang, 2023; Pang et al., 2023; Tang et al., 2023; Kong et al., 2023) and
black-box approaches that analyze statistical properties of outputs (Wu et al., 2022; Fu et al., 2024;
Dubiński et al., 2024). Beyond these direct attack methods, similarity retrieval techniques employ
feature extraction and distance metrics to identify matches between generated content and train-
ing data (Radford et al., 2021; Zhou et al., 2023; Rahman et al., 2024), detecting both content and
stylistic replication (Casper et al., 2023; Somepalli et al., 2024). Additional strategies include wa-
termarking approaches that embed forensic signals in training data (Wang et al., 2023b; Cui et al.,
2023; Luo et al., 2023; Asnani et al., 2024) and personalized replication studies through subject-
specific fine-tuning (Ruiz et al., 2023; Ma et al., 2023), which raise important ethical and attribution
questions (Shan et al., 2023; Liu et al., 2024).

Root Cause Analysis. Insufficient training diversity (Gu et al., 2023) and data duplica-
tion (Somepalli et al., 2023b; Li et al., 2024a) have been identified as primary drivers of mem-
orization. Other factors such as prompt specificity (Naseh et al., 2023; Chen et al., 2024a), out-
of-distribution characteristics (Janolkar, 2023), deterministic samplers (Yi et al., 2023), and model
capacity (Peebles & Xie, 2023; Chen et al., 2024a) also influence memorization extent. New evalua-
tion metrics such as Feature Likelihood Divergence (Jiralerspong et al., 2023; Jagielski et al., 2022)
and creativity measures have been introduced to quantify various memorization aspects. Theoretical
investigations span information theory (Yi et al., 2023; Li et al., 2023b), cognitice science (Pham
et al., 2025), harmonic analysis (Kadkhodaie et al., 2024), geometric (Wang et al., 2024a; Kamkari
et al., 2024; Jeon et al., 2024; Ross et al., 2025; Buchanan et al., 2025), and data attribution frame-
works (Georgiev et al., 2023; Liu et al., 2025; Taghanaki & Lambourne, 2024; Wang et al., 2024b).

While this body of work provides valuable insights into memorization mechanisms, evaluation ef-
forts have predominantly focused on standard text-to-image architectures, particularly Stable Diffu-
sion variants. Notable exceptions include recent investigations of medical imaging modalities (Rah-
man et al., 2024; Dar et al., 2023; 2024b; 2025; 2024a) and video diffusion models (Zhao et al.,
2024b). However, systematic evaluation of memorization detection methods across the increasingly
prevalent multi-stage, multi-modal training protocols that characterize modern diffusion systems
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remains limited. This represents an important gap as these complex training regimes may funda-
mentally alter the memorization patterns that detection methods were designed to identify.

B.2 MEMORIZATION DETECTION

We briefly review SoTA reference-free memorization metrics used in our evaluation, categorized
into three families: score-based, diversity-based, and cross-attention-based.

B.2.1 SCORE-BASED METRICS

Noise Difference Norm (NDN). Wen et al. (2023) proposes to quantify how text conditioning over-
powers initial noise influence during generation as a proxy for memorization. For text prompt em-
bedding ep and null embedding e∅:

D =
1

T

T∑
t=1

∥∥pθ(xt, ep)− pθ(xt, e∅)
∥∥
2

(5)

Larger values indicate prompt dominance over noise, signaling memorization. Huang et al. (2025)
also demonstrates this term’s utility in frequency-selective controllable editing tasks. Chen et al.
(2025a) have proposed a localized variant that masks the standard noise difference norm with the
attention map of the final token.

Sharpness via Hessian Eigenvalue Difference (HED). Jeon et al. (2024) explore the geometry of
the model’s learned probability distribution, where memorized samples correspond to sharp peaks in
the probability landscape. They approximate differences in Hessian eigenvalue magnitudes between
conditional and unconditional score functions using directional finite differences. For latents xt at
timestep t, computes a normalized perturbation ∆x = δ · sθ(xt,c)−sθ(xt,∅)

||sθ(xt,c)−sθ(xt,∅)|| with δ = 10−3 in the
CFG discrepancy direction, then measures the response magnitudes ||sθ(xt + ∆x, c) − sθ(xt, c)||
and ||sθ(xt + ∆x, ∅) − sθ(xt, ∅)||. Under the local Gaussian assumption, this approximates the
squared eigenvalue differences

∑
i
(λi−λi,c)

2

λi,c
where λi, λi,c are eigenvalues of the unconditional

and conditional Hessian matrices Hu(xt), Hc(xt). Large magnitude differences indicate regions
where conditioning creates sharp, localized probability peaks characteristic of memorized content.

Bright Ending (BE). (Chen et al., 2025a) identifies memorized samples through unusually high
attention on final prompt tokens, reflecting collapsed focus onto trigger concepts rather than dis-
tributed feature composition. This can be considered a spatially aware version of NDN where the
noise difference maps are multiplied by a memorization mask extracted via BE:

LD =
1

T

T∑
t=1

∥∥(εθ(xt, ep)− εθ(xt, eϕ)) ◦m
∥∥
2

/(
1

N

N∑
i=1

mi

)
(6)

where N is the number of elements in the mask m. Attention scores are directly as weights.The
result is normalized by the mean of the attention weights m.

InvMM. Ma et al. (2025) propose an inversion-based approach that characterizes memorization
through the tractability of mapping a data sample back to the Gaussian prior. The core premise is that
memorized samples are easier to invert into a high-likelihood latent region compared to generalized
samples. InvMM quantifies this by optimizing a variational distribution qϕ(z|x) to reconstruct the
target image x, and then measuring the KLD from the standard prior:

MInv(x) = min
ϕ

DKL(qϕ(z|x), ||,N (0, I)). (7)

p-Laplace. Brokman et al. (2025) introduce a generalization of curvature analysis using the p-
Laplacian operator to identify memorization. Similarly to HED (which relates to the 2-Laplacian),
the p-Laplace metric allows for tuning the sensitivity to the gradient magnitude, offering a non-linear
measure of how the probability density concentrates around a sample.

∆p log p(x) = ∇ ·
(
|∇ log p(x)|p−2∇ log p(x)

)
. (8)
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B.2.2 DIVERSITY-BASED MEOMRIZATION METRICS

Both Carlini et al. (2023) and Hintersdorf et al. (2024) propose to measure diversity across different
seeds for the same prompt, where low diversity typically indicates memorization tendencies.

SSIM of Noise Differences. Hintersdorf et al. (2024) observe that a model’s denoising process is
“seed-agnostic” or consistent across seeds for memorized prompts. Let xT be the initial noise image
for prompt y. Compute the noise-difference image

δ = pθ(xT , T, y)− xT .

Generate δ(i) and δ(j) from two seeds i and j, then evaluate

SSIM
(
δ(i), δ(j)

)
=

(2µiµj + C1)(2σij + C2)

(µ2
i + µ2

j + C1)(σ2
i + σ2

j + C2)
. (9)

A higher score indicates a seed-insensitive, hence memorised trajectory.

Median SSCD. For images {I1, I2, . . . , In} generated from the same prompt using different
seeds, Hintersdorf et al. (2024) computed pairwise cosine similarities between SSCD embeddings.
Let ϕ(Ii) denote the SSCD embedding of image Ii, the similarity between the two images is:

sim(Ii, Ij) =
ϕ(Ii) · ϕ(Ij)

∥ϕ(Ii)∥∥ϕ(Ij)∥
(10)

The diversity metric is the median of all pairwise similarities:

DiversitySSCD = median {sim(Ii, Ij) : 1 ≤ i < j ≤ n} (11)

Tiled ℓ2 (TL2). Carlini et al. (2023) divide each image into non-overlapping 128 × 128 tiles
and compute pairwise distances. For images Ii and Ij , let T (i)

k and T
(j)
k denote their k-th tiles

respectively. The tiled distance between two images is:

dtiled(Ii, Ij) =
1

K

K∑
k=1

∥T (i)
k − T

(j)
k ∥2 (12)

where K is the total number of tiles. The diversity metric is the minimum pairwise distance:

Diversityℓ2 = min {dtiled(Ii, Ij) : 1 ≤ i < j ≤ n} (13)

Potential Failure Modes in Novel DMs. Diversity-based metrics are relatively more robust
across varied training protocols; however, a noticeable shrinkage in separability still occurs. We
identified two potential causes:

(1) Data-induced ambiguity: As noted in Sec. 3.1, the datasets themselves often contain clusters of
near-duplicates. For instance, WebVid10M has stock videos sharing a scene template with minor
differences, and Objaverse pairs identical meshes with different textures. A model correctly learns
to reproduce this entire cluster of variations. Consequently, a memorized generation may exhibit
high diversity that simply reflects the concept’s inherent variance in the training data.

(2) Training-induced variance: Multi-modal domains have many more degrees of freedom and often
lack a single canonical representation. Training protocols exploit this via data augmentation; for
instance, 3D models are trained with varied camera angles (and often without canonical azimuths),
while video models use temporal augmentations like shifting or flipping. This teaches the model to
reproduce a memorized concept with these variations across seeds, artificially inflating the diversity
of memorized samples and making them appear less stable and more like novel generations.

B.2.3 CROSS-ATTENTION-BASED METRICS

Cross-Attention Entropy (CAE). (Ren et al., 2024) This approach quantifies the dispersion of
cross-attention scores to detect memorization. Two metric variants are introduced.
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The first global variant, CAE-D, captures the phenomenon where memorized samples maintain
dispersed attention on summary and prompt tokens during the later denoising steps (t → 0), whereas
non-memorized samples concentrate attention on the beginning token. This is calculated as:

D =
1

TD

TD−1∑
t=0

Et +
1

TD

TD−1∑
t=0

|Esummary
t − Esummary

T |

where TD represents the number of final steps considered (e.g., T/5), Et is the standard Shannon
entropy, and Esummary is the entropy calculated specifically on summary tokens.

The second local variant, CAE-El
t=T , computes the entropy the very first diffusion step (t = T ) as

El
t=T =

N∑
i=1

−ali log(a
l
i)

where ali denotes the averaged attention score of the i-th token on the l-th layer at step T . Al-
though the polarity of this metric may vary across diffusion timesteps t, model layers l, and attention
heads (such that higher values in some layers correspond to memorized content and lower values to
unmemorized content) this metric generally preserves strong separability between memorized and
unmemorized samples across most layers, serving as a robust indicator of memorization.

Certain layers exhibit greater discriminative power in distinguishing memorized from non-
memorized content, with the optimal layer being dataset-dependent. Following the original work,
we adopt the local variant CAE-E at t = T using the 4th layer for evaluation, while also reporting
results for the best-performing layer.

Bright Ending (BE). (Chen et al., 2025a) also belongs to this category.

Potential Failure Modes in Novel DMs. The performance degradation of attention-based metrics
can likely be attributed to architectural and representational shifts. These metrics assume memoriza-
tion is linked to certain attention patterns (e.g. concentrated, low-entropy pattern) on specific prompt
tokens (e.g. the last token). However, many multi-stage models are built by fundamentally alter-
ing their attention mechanisms to support new modalities. This includes (1) architectural changes,
such as MVDream inflating 2D self-attention layers into 3D cross-view ones or LaVie incorporating
temporal self-attention; (2) the injection of additional conditioning signals like camera embeddings,
task-level prefixes Kant et al. (2024), task-level postfixes Shi et al. (2023), or other geometric inputs.
This enriched conditioning complicates the attention landscape.

B.3 MEMORIZATION MITIGATION.

In response to growing concerns about memorization behaviors, interventions to mitigate memo-
rization risks have been developed across various stages of the model development lifecycle. These
approaches can be broadly categorized into preemptive and post-training strategies.

Preemptive Mitigation. Data-centric approaches aim to limit exposure to replicable content before
training begins, including semantic deduplication (Abbas et al., 2023) and copyright-safe dataset
curation (Gokaslan et al., 2023). Training-time architectural strategies include compositionally iso-
lated training (Golatkar et al., 2023), despecification guidance (Chen et al., 2024a), and replication-
aware architectures like LoyalDiffusion (Li et al., 2024b).

Post-Training Mitigation. Post-training approaches offer several practical advantages: they can
be applied to already-deployed models, do not require access to original training data, and can
target specific problematic content without full retraining. Early unlearning methods like Concept
Ablation (Kumari et al., 2023), Forget-Me-Not (Zhang et al., 2023), and ErasedDiff (Wu et al.,
2024a) modify internal model representations to erase learned associations. Scalable approaches
enable batch concept removal (Fan et al., 2023; Zhao et al., 2024a; Hong et al., 2024; Lu et al., 2024),
while recent work explores regularization-based suppression (Ni et al., 2023) and multi-concept
editing (Xiong et al., 2024; Gandikota et al., 2024). Inference-time techniques provide additional
flexibility through perturbation, attention reweighting (Ren et al., 2024), token masking (Chen et al.,
2025a), neuron suppression (Hintersdorf et al., 2024; Chavhan et al., 2024), and guided sampling
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methods (Li et al., 2024c; Dong et al., 2023). While these approaches require no model modification,
their effectiveness can vary with prompt complexity and adversarial inputs.

Given their practical advantages, post-training mitigation methods represent a critical component of
modern diffusion model safety pipelines. This motivates our focus on evaluating the robustness of
reference-free detection metrics as evaluation tools for post-training memorization mitigation.

Table 6: Post-Training Memorisation Mitigation Methods evaluated in this work.

Acronym Method Category

RTA Random Token Addition (Somepalli et al., 2023b) Perturbation, token space
RNA Random Number Addition (Somepalli et al., 2023b) Perturbation, token space
CWR Caption Word Repetition (Somepalli et al., 2023b) Perturbation, token space
GNI Gaussian Noise Injection (Somepalli et al., 2023b) Perturbation, embedding space
Wen Wen’s Mitigation (Wen et al., 2023) Perturbation, embedding space
SAIL Sharpness-Aware InitiaLization (Jeon et al., 2024) Initial Noise Optimization
BE Bright Ending Mitigation (Chen et al., 2025a) Attention Adjustment
CAR Cross Attention Reweighting (Ren et al., 2024) Attention Adjustment
NeMo Neurons responsible for meMorization (Hintersdorf et al., 2024) Model Editing
SubPrune Subspace Pruning (Chavhan et al., 2024) Model Editing
UCE Unified Concept Editing (Gandikota et al., 2024) Model Editing
AMG Anti-Memorization Guidance (Chen et al., 2024a) Guided Sampling

B.3.1 MEMORIZATION MITIGATION METHODS AND IMPLEMENTATION DETAILS.

We briefly reviewed the memorization mitigation methods evaluated in Sec. 3.3. Below, we provide
a more detailed description of their mechanisms and our implementation.

The first four of the evaluated methods are simple, metric-agnostic perturbations introduced by
(Somepalli et al., 2023b). These methods do not require knowledge of the detection metric and
instead aim to disrupt memorization by altering the input prompt or embedding.

Random Token Addition (RTA). This metric-agnostic perturbation method disrupts memorized
text-image associations by injecting random tokens into input prompts. We randomly select token
IDs between 1000-40000 from the tokenizer vocabulary and insert them at arbitrary positions within
the prompt string, adding 4 random tokens per prompt by default.

Random Number Addition (RNA). RNA creates distribution shift from training data by append-
ing random numerical values to prompts. The implementation generates random integers between
0 and 1,000,000 and inserts them at random positions, adding 10 random numbers per prompt to
effectively move prompts out of the training distribution.

Caption Word Repetition (CWR). This approach alters token frequency distribution by repeating
existing words within prompts. We split prompts into words, randomly select from the existing vo-
cabulary, and insert them at random positions, performing 10 repetitions per prompt to significantly
change prompt structure while maintaining semantic content.

Gaussian Noise Injection (GNI). GNI disrupts memorized embedding patterns by adding Gaus-
sian noise directly to text embeddings. We apply noise ϵ ∼ N (0, σ2) with standard deviation
σ = 0.5 to the text embedding tensor after encoding but before cross-attention computation.

Wen’s Perturbation. This metric-aware approach perturbs the text embedding in a targeted man-
ner (Wen et al., 2023). It is an optimization-based technique that uses gradient descent to itera-
tively modify the embedding. The objective is to minimize the global noise difference norm (D),
which is the core signal used by the NDN detection metric. Our implementation uses Adam op-
timizer and performs a fixed number of optimization steps on the embedding minimizing the loss
L = ∥ϵθ(xt, t, c) − ϵθ(xt, t, ∅)∥2 before the main denoising process begins. c represents the per-
turbed embedding. This metric-aware approach optimizes text embeddings by minimizing the mag-
nitude of conditional noise predictions.
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Sharpness-Aware Initialization (SAIL). SAIL Jeon et al. (2024) is an initial noise optimization
technique that seeks to find a starting latent vector xT that is situated in a ”non-sharp” region of
the probability landscape, thus avoiding pathways that lead to memorized outputs. SAIL optimizes
the initial noise xT to find latents that lead to less memorized outputs. Implementation follows
Algorithm 2 from the original paper, using finite differences to estimate score function sharpness.
The optimization objective is L = ∥sδ(xT + δ · sδ(xT )

∥sδ(xT )∥ ) − sδ(xT )∥2 + α∥xT ∥2 where sδ =

ϵθ(xt, t, c)− ϵθ(xt, t, ∅).

Bright Ending (BE) Mitigation. BE Chen et al. (2025a) uses attention maps to identify regions
likely to contain memorized content and minimizes noise differences in those areas. Implemen-
tation collects cross-attention maps from down-sampling blocks during denoising, averages across
attention heads, and creates masks highlighting high-attention regions. The optimization objective
is L = ∥mask⊙(sδ)∥2

mean(mask)+10−6 where ⊙ denotes element-wise multiplication.

Cross-Attention Reweighting (CAR). This attention-adjustment method operates during infer-
ence by directly manipulating cross-attention scores (Ren et al., 2024). It first identifies tokens that
are likely triggers for memorization by analyzing their attention concentration (entropy). During
generation, it then suppresses the attention scores corresponding to these trigger tokens, effectively
reducing their influence on the final output without altering the model’s weights.

NeMo. This model-editing technique deactivates memorization-responsible neurons at inference
time Hintersdorf et al. (2024). For memorized prompts, we identify candidate neurons in cross-
attention value-projection layers based on outlier activations (z-score against non-memorized base-
line) and high activation levels (top-k). We iteratively expand the suppression set until memorization
score (max pairwise SSIM of initial noise differences) falls below a threshold.

Subspace Pruning (SubPrune). This is an offline model-editing approach that permanently re-
moves weights deemed responsible for memorization (Chavhan et al., 2024). It operates on the
principle that memorized samples share a common activation subspace. This method identifies
weight subspaces in FFN layers critical for memorization and sets them to zero. Our implementa-
tion targets the second linear layer in feed-forward networks ff.net.2, computes saliency scores
S = |W | · ∥H∥ where W are weights and H are activations, and prunes weights where memo-
rized activations exceed null prompt activations. Sparsity level set to 0.1% of total weights in our
evaluation.

Unified Concept Editing (UCE). UCE is an offline model-editing technique that modifies the
weights of key and value projection matrices in cross-attention layers to erase concepts (Gandikota
et al., 2024). UCE uses a closed-form update equation to solve for new weights. This update aims
to map an “erase” concept embedding to a “guide” concept’s output, while optionally preserving the
model’s behavior on other specified concepts. UCE modifies cross-attention weights using closed-
form updates to erase specific concepts while preserving others. Implementation targets to k and
to v layers in cross-attention blocks, applying the update rule Wnew = (λWold +

∑
i αiv

∗
i c
T
i )(λI+∑

i αicic
T
i )

−1 where ci are concept embeddings and v∗i are target outputs. Default regularization
λ = 0.5 with erase/preserve scales of 1.0.

Anti-Memorization Guidance (AMG): Chen et al. (2024a) have proposed a guided sampling
method that prevents memorization by steering the generation process away from training data ex-
emplars. AMG uses nearest neighbour search to detect potential memorization during sampling and
steers generation away from training data. Implementation employs CLIP embeddings to build a
training data index, computes cosine similarity between generated images and training examples,
and applies classifier guidance when similarity exceeds threshold. The guidance term modifies the
score function to reduce likelihood of generating near-duplicates of training images.

B.3.2 MEASURING CFG DISCREPANCY-BASED METRICS WITH AMG.

To correctly measure various flacours of CFG discrepancy-based metrics on guided trajectories such
as AMG (Chen et al., 2024a), we define an effective conditional prediction, p̃θ(xt, ep), that accounts
for our additional guidance term, gAMG.
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The final noise prediction, ϵ̃θ, which incorporates both the standard Classifier-Free Guidance (CFG)
and our AMG term, is given by:

ϵ̃θ(xt, ep, e∅) = pθ(xt, e∅) + w · (pθ(xt, ep)− pθ(xt, e∅)) + gAMG (14)

where w is the guidance scale.

Our goal is to find an effective conditional prediction p̃θ(xt, ep) that, when substituted into the
standard CFG formula, yields this same ϵ̃θ:

ϵ̃θ(xt, ep, e∅) = pθ(xt, e∅) + w · (p̃θ(xt, ep)− pθ(xt, e∅)) (15)

By equating (14) and (15), we can solve for p̃θ(xt, ep). The unconditional term pθ(xt, e∅) cancels,
leaving:

w · (p̃θ(xt, ep)− pθ(xt, e∅)) = w · (pθ(xt, ep)− pθ(xt, e∅)) + gAMG

p̃θ(xt, ep)− pθ(xt, e∅) = (pθ(xt, ep)− pθ(xt, e∅)) +
gAMG

w

This yields the expression for the effective conditional prediction, which correctly isolates the guid-
ance term as an additive modification to the original conditional prediction, scaled inversely by the
guidance weight:

p̃θ(xt, ep) = pθ(xt, ep) +
gAMG

w
(16)

C FURTHER DETAILS ON ASSUMPTIONS AND PROXY MEASUREMENTS

This section supplements Sec. 4.3 by providing more details about the connection between assump-
tions and geometric framework and implementation details of the diagnostic measurements.

C.1 HOW ASSUMPTIONS SUPPORT THE GEOMETRIC FRAMEWORK

Various score-based metrics can be connected through a chain of approximate equivalences, which
are also linked to their efficacy and generalizability.

E[∥sθ(x, c)− sθ(x)∥2]︸ ︷︷ ︸
NDN, BE, DiffSSIM

A1
≈ E[∥s(x, c)− s(x)∥2]︸ ︷︷ ︸

True Score Difference

A2
≈ tr[(H −Hc)

2Σc]︸ ︷︷ ︸
Curvature Trace

A2+A4
≈

∑
i

(λi − λi,c)
2

λi,c︸ ︷︷ ︸
Eigenvalue Gaps (HED)

(17)

Consider a diffusion process along timesteps t ∈ [0, T ] from clean data x0 to noisy latent xT , where

• pt(xt): unconditional distribution of noisy latent xt
• pt(xt|c): conditional distribution given prompt/conditioning c

• st(xt) = ∇xt
log pt(xt): unconditional score function (true)

• st(xt, c) = ∇xt
log pt(xt|c): conditional score function (true)

• sθ(xt), sθ(xt, c): model’s estimated score functions

Geometric Quantities. The Hessian of the log-density encodes local curvature:

Ht(xt) = ∇2
xt

log pt(xt) =
[
∂2 log pt
∂xi∂xj

]d
i,j=1

, (18)

Ht,c(xt) = ∇2
xt

log pt(xt|c). (19)

Under Gaussian assumptions, these relate to covariance matrices. For x ∼ N (µ,Σ):

log p(x) = −1

2
(x− µ)⊤Σ−1(x− µ) + const, (20)
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giving:

∇x log p(x) = −Σ−1(x− µ), (21)

∇2
x log p(x) = −Σ−1. (22)

A core detection signal is the difference between conditional and unconditional scores:

∆st(xt, c) = st(xt, c)− st(xt). (23)

The NDN metric (Wen et al., 2023) aggregates this over timesteps:

NDN =
1

T

T∑
t=1

∥ϵθ(xt, t, c)− ϵθ(xt, t, ∅)∥2, (24)

where ϵθ denotes the noise prediction network. Since ϵθ and sθ are linearly related via:

sθ(xt, c) = −ϵθ(xt, t, c)

σt
, (25)

the NDN can be expressed in terms of score differences.

For a Gaussian x ∼ N (µ,Σ):

log p(x) = −1

2
(x− µ)⊤Σ−1(x− µ) + const, (26)

which gives:

s(x) = ∇x log p(x) = −Σ−1(x− µ), (27)

H(x) = ∇2
x log p(x) = −Σ−1. (28)

Quadratic Forms. For x ∼ N (µ,Σ) and symmetric matrix A:

E[(x− µ)⊤A(x− µ)] = tr(AΣ). (29)

Proof: Let z = x− µ ∼ N (0,Σ). Then E[z⊤Az] =
∑
i,j AijE[zizj ] =

∑
i,j AijΣij = tr(AΣ).

Assumptions Revisited. We re-state all six key assumptions that will be invoked in subsequent
proofs.
Assumption (A1) (Unbiased Score Estimation). For all xt, c, and t:

Eθ[sθ(xt, c)− st(xt, c)] = 0, (30)

where the expectation is over the stochasticity in the trained model (if any). Equivalently, sθ is an
unbiased estimator of the true score.
Assumption (A2) (Gaussian Local Structure). At relevant timesteps t ∈ T , the distributions are
approximately Gaussian:

pt(xt) ≈ N (µt,Σt), (31)
pt(xt|c) ≈ N (µt,c,Σt,c), (32)

where the approximation error is small enough that Eqs. 27–28 hold to sufficient precision.

Assumption (A3) (Sharpness Persistence Across Timesteps). Let Et = {λ(t)
i }di=1 denote the spec-

trum (ordered eigenvalues) of Ht(xt) or Ht,c(xt). The distinguishability between memorized and
non-memorized samples, as measured by differences in Et, persists over the interval t ∈ [tmin, T ]
used for detection.
Assumption (A4) (Covariance Commutativity and Mean Equality). For relevant timesteps: The
covariance matrices commute: ΣtΣt,c = Σt,cΣt. The means coincide: µt = µt,c.
Assumption (A5) (Mean-Field Gaussian Prior). The initial latent follows a standard normal distri-
bution:

xT ∼ N (0, Id), (33)
where Id is the d-dimensional identity matrix.
Assumption (A6) (Boundary Regularity). The score function satisfies regularity conditions: (1)
Vanishing boundary condition: lim

∥x∥→∞
p(x)s(x) = 0; (2) Finite second moment: E[∥s(x)∥2] < ∞.
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C.1.1 ASSUMPTION A1: BRIDGING MODEL OUTPUTS TO THEORY

Assumption (A1) enables the first approximation in Eq. 17. All theoretical results (Lemmas 1–3)
are derived for true score functions s(x). To apply these results to practical metrics computed from
model outputs sθ(x), we require:

Under Assumption (A1):

Eθ[∥sθ(x, c)− sθ(x)∥2] ≈ E[∥s(x, c)− s(x)∥2]. (34)

Biased score estimations (e.g., due to non-standard training objectives) weaken the connection be-
tween measured quantities and the theoretical geometric quantities.

C.1.2 ASSUMPTION A2: ENABLING ANALYTICAL TRACTABILITY

((A2)) is a primary assumptions that enables approximate equivalence in Eq. 4. In particular:

1. Explicit forms for score and Hessian (Eq. 27–28)

2. Closed-form expectations via Eq. 29

3. The second and third approximations in Eq. 17

These three key lemmas rely on (A2) in the following ways:

Lemma 1: Relating Score Norm to Hessian Trace
Lemma 1 (Score Norm and Hessian Trace). For x ∼ N (µ,Σ):

E[∥s(x)∥2] = −tr(H(x)) = tr(Σ−1). (35)

Proof. Step 1 [Invokes A2]: Under Gaussianity, s(x) = −Σ−1(x− µ) and H(x) = −Σ−1.

Step 2: Compute squared norm:

∥s(x)∥2 = (x− µ)⊤Σ−2(x− µ). (36)

Step 3: Apply Eq. 29 with A = Σ−2:

E[∥s(x)∥2] = tr(Σ−2Σ) = tr(Σ−1) = −tr(H(x)). (37)

Interpretation. This lemma converts measurable first-order information (∥s(x)∥2) into second-
order geometric information (tr(H)), revealing the distribution’s average curvature.

Lemma 2: Higher-Order Curvature
Lemma 2 (Score-Hessian Product Norm). For x ∼ N (µ,Σ):

E[∥H(x)s(x)∥2] = −tr((H(x))3) = tr(Σ−3). (38)

Proof. Step 1 [Invokes A2]: H(x) = −Σ−1, s(x) = −Σ−1(x− µ).

Step 2: H(x)s(x) = Σ−2(x− µ), so ∥H(x)s(x)∥2 = (x− µ)⊤Σ−4(x− µ).

Step 3: Apply Eq. 29:
E[∥H(x)s(x)∥2] = tr(Σ−3) = −tr(H3). (39)

Interpretation. This measures how rapidly the score changes, quantifying ”sharpness” of the
probability landscape.
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Lemma 3: CFG Discrepancy Decomposition
Lemma 3 (CFG Discrepancy Decomposition). For x ∼ N (µ,Σ) and x|c ∼ N (µc,Σc):

Ex∼p(x|c)[∥s(x, c)− s(x)∥2] = ∥H(µ− µc)∥2 + tr[(H −Hc)
2Σc], (40)

where H = −Σ−1 and Hc = −Σ−1
c .

Proof. Step 1 [Invokes A2]: Under Gaussianity:

s(x) = −Σ−1(x− µ), s(x, c) = −Σ−1
c (x− µc). (41)

Step 2: Write the score difference in terms of (x− µc):

s(x, c)− s(x) = −Σ−1
c (x− µc) + Σ−1(x− µ) (42)

= −Σ−1
c (x− µc) + Σ−1(x− µc + µc − µ) (43)

= (Σ−1 − Σ−1
c )(x− µc) + Σ−1(µc − µ). (44)

Define ∆H = Σ−1 − Σ−1
c = −(H −Hc) and ∆µ = µc − µ.

Step 3: Compute squared norm:

∥s(x, c)− s(x)∥2 = ∥∆H(x− µc) + Σ−1∆µ∥2 (45)

= (x− µc)
⊤(∆H)2(x− µc) + 2(x− µc)

⊤∆HΣ−1∆µ+ ∥Σ−1∆µ∥2. (46)

Step 4: Take expectation with x ∼ N (µc,Σc):

E[∥s(x, c)− s(x)∥2] (47)

= tr[(∆H)2Σc] + 0 + ∥Σ−1(µc − µ)∥2 (48)

= tr[(H −Hc)
2Σc] + ∥H(µ− µc)∥2, (49)

where we used (∆H)2 = (H −Hc)
2 and Σ−1 = −H .

Together with (A2), (A4) establishes the rightmost approximate equivalence in Eq. 17.

C.1.3 ASSUMPTION A3: ENABLING EARLY DETECTION

Lemmas 1–3 and Proposition C.1.4 provide static, per-timestep results. Assumption (A3) extends
these to trajectory-level predictions.

Let St denote the distribution of geometric signatures (eigenvalue spectra, NDN values, HED values)
at timestep t. Assumption (A3) requires:

Corr(Smem
t ,Smem

0 ) ≥ ρmin > 0 for all t ∈ [tmin, T ]. (50)

(A3) provides temporal correlation of geometric signatures, ensuring t = 50 measurements predicts
whether the final output at t = 0 is memorized.

C.1.4 ASSUMPTION A4: ENABLING EIGENVALUE INTERPRETATION

Assumption (A4) simplifies the trace term in Lemma 3 into interpretable eigenvalue differences,
completing the third ≈ in Eq. 17.

Under Assumptions (A2) and (A4):

Ex∼p(x|c)[∥s(x, c)− s(x)∥2] =
d∑
i=1

(λi − λi,c)
2

λi,c
, (51)

where λi and λi,c are eigenvalues of Σ−1 and Σ−1
c .
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Proof. Step 1 [Invokes A4 - Mean Equality]: Since µ = µc, the mean term vanishes:

E[∥s(x, c)− s(x)∥2] = tr[(H −Hc)
2Σc]. (52)

Step 2 [Invokes A4 - Commutativity]: Since ΣΣc = ΣcΣ, they share eigenbasis Q:

Σ = Qdiag(1/λ1, . . . , 1/λd)Q
⊤, Σc = Qdiag(1/λ1,c, . . . , 1/λd,c)Q

⊤. (53)

Step 3: The Hessians are:

H = −Qdiag(λ1, . . . , λd)Q
⊤, Hc = −Qdiag(λ1,c, . . . , λd,c)Q

⊤. (54)

Step 4: Compute:

(H −Hc)
2 = Qdiag((λ1 − λ1,c)

2, . . . , (λd − λd,c)
2)Q⊤. (55)

Step 5: The trace becomes:

tr[(H −Hc)
2Σc] (56)

= tr
[
Qdiag((λi − λi,c)

2) · diag(1/λi,c)Q⊤] (57)

=

d∑
i=1

(λi − λi,c)
2

λi,c
. (58)

(A4) guarantees that:

• Each term (λi−λi,c)
2

λi,c
measures the normalized curvature gap in direction i

• Memorization signature: λi,c ≫ λi (conditional distribution is sharper)

• The sum aggregates across all directions, detecting samples with sharp conditional peaks

Without commutativity, the trace does not simplify to eigenvalue differences. Instead:

tr[(H −Hc)
2Σc] =

∑
k,j

(λk − 1)2wk,j , (59)

where wk,j are misalignment weights. This requires generalized eigenvalue analysis, losing the
clean directional interpretation.

C.1.5 ASSUMPTION A5: ENSURING RELIABLE INITIALIZATION

Assumption (A5) ensures Assumption (A2) holds most accurately at t = T .

If xT ∼ N (0,Σ) with Σ ̸= I (e.g., in models with structured priors), the regularizer ∥xT ∥2 is
misspecified. The correct form would be:

α∥xT ∥2Σ−1 = αx⊤
TΣ

−1xT . (60)

C.1.6 ASSUMPTION A6: PROVIDING TECHNICAL RIGOR

Assumption (A6) serves two purposes:

1. Enables generalization: Lemma 1 can be extended beyond Gaussianity

2. Tolerance bound: Quantifies permissible deviation from A2

Lemma 4 (Generalized Score-Hessian Identity). For x with density p(x) satisfying Assump-
tion (A6):

E[∥s(x)∥2] = −E[tr(H(x))]. (61)

30



1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648
1649
1650
1651
1652
1653
1654
1655
1656
1657
1658
1659
1660
1661
1662
1663
1664
1665
1666
1667
1668
1669
1670
1671
1672
1673

Under review as a conference paper at ICLR 2026

Proof. Step 1: Write E[∥s(x)∥2] =
∑
i

∫
si(x)

2p(x)dx where si = ∂i log p.

Step 2: Use si(x)p(x) = ∂ip(x):∫
si(x)

2p(x)dx =

∫
si(x)∂ip(x)dx. (62)

Step 3 [Invokes A6]: Integrate by parts:

= [si(x)p(x)]
∞
−∞︸ ︷︷ ︸

=0 by A6

−
∫

p(x)∂isi(x)dx = −E[∂isi(x)]. (63)

Step 4: Recognize ∂isi = Hii:

E[∥s(x)∥2] = −
∑
i

E[Hii(x)] = −E[tr(H(x))]. (64)

For non-Gaussian p(x), the approximation error can be estimated by:

ϵGauss =
∣∣E[tr(H(x))]− tr(−Σ−1)

∣∣ . (65)

Assumption (A6) ensures this remains bounded via E[∥s(x)∥2] < ∞.

C.2 IMPLEMENTATION AND SENSITIVITY ANALYSIS OF DIAGNOSTIC MEASUREMENTS

To empirically test the validity of the geometric assumptions listed in Table 1, we implement mea-
surable proxies that translate each assumption into a computable statistic. These diagnostics follow
the framework of Jeon et al. (2024) and are designed to check whether the structural conditions re-
quired for the equivalence relationships in Eq. (4) remain approximately satisfied in practice. Below,
we detail the implementation of each proxy.

Additionally, since these metrics are noisy and have many hyperparameter choices, we also provide
sensitivity analysis with respect to measurement-specific hyperparameter choies on SD 1.4.

(A1) Unbiased Score Estimation. The assumption requires that the model’s estimated score func-
tion matches the gradient of the log-density in expectation:

E[sθ(x, c)−∇x log p(x|c)] = 0.

We measure score matching consistency using Hutchinson’s trace estimator:

DA1 =
(
1 +

∣∣∇ · sθ(x) + 1
2∥sθ(x)∥

2
∣∣/∥sθ(x)∥)−1

.

High values indicate low bias, ensuring the validity of measurements.

Table 7: Proxy Measure Sensitivity Analysis for DA1. The Hutchinson trace estimator converges with very few
random vectors, with negligible gain beyond n = 5 and are consistent across timestep selection variants. The
choice between Gaussian and Rademacher random vectors has minimal impact.

Test Hyperparameter DA1 Test Hyperparameter DA1

Number of
Random Vectors

n=1 0.4994 ± 0.0086 RV Distribution Gaussian 0.4996 ± 0.0036
n=2 0.4983 ± 0.0031 Rademacher 0.4996 ± 0.0022

n=3 0.4987 ± 0.0041

Timestep
Selection

{0, 2, . . . , 48} 0.4986 ± 0.0039
n=5 0.4999 ± 0.0037 {47, 48, 49} 0.4760 ± 0.0220
n=10 0.5002 ± 0.0027 {0, 1, 2} 0.5031 ± 0.0021
n=20 0.5002 ± 0.0031 {24, 25, 26} 0.4993 ± 0.0040
n=30 0.4991 ± 0.0030 {12, 25, 37} 0.4988 ± 0.0037
n=50 0.4993 ± 0.0024 {8, 16, 25, 33, 41} 0.4997 ± 0.0031
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Table 8: Proxy Measure Sensitivity Analysis for DA2 (Score-Hessian Correlation). Default configuration is
every 10 steps, Pearson correlation, 50 eigenvalues, all timesteps. Strided measurements tend to be robust and
less noisy. Behaviours with respect to timestep ranges are expected: Gaussianity holds more strongly in earlier
stages but weakens as the distribution sharpens into the complex, non-Gaussian data manifold.

Test Hyperparameter DA2 Test Hyperparameter DA2

Timestep
Interval

every 1 0.708±0.172 Correlation
Method

Pearson 0.981±0.011
every 2 0.923±0.042 Spearman 0.988±0.021

every 5 0.976±0.016
every 10 0.994±0.006

Top-k
Eigenvalues

10 0.957±0.029
every 20 1.000±0.001 20 0.974±0.005

Timestep
Range

all 0.979 50 0.980±0.010
early t ∈ [35, 49] 0.995 100 0.980±0.013
mid t ∈ [15, 35] 0.982 200 0.979±0.012
late t ∈ [0, 15] 0.893 500 0.980±0.011

(A2) Gaussian Local Structure. Assuming local Gaussianity implies a direct proportionality be-
tween score-norm and curvature magnitude. We evaluate this via the Pearson correlation:

DA2 = corr
(
∥sθ(x, c)∥2, −tr(Hc(x))

)
.

This tests whether the identity in Lemma 4.1, originally derived for Gaussian densities, holds ap-
proximately for the learned distributions.

(A3) Sharpness Persistence. This assumption states that curvature patterns separating memorized
and non-memorized samples persist along the reverse trajectory. We measure the temporal pre-
dictability of the curvature landscape through temporal autocorrelation. We first construct a spatio-
temporal matrix M ∈ RT×N from the Hessian magnitudes. Each spatial feature (column) is then
standardized to isolate its unique evolution pattern independent of absolute magnitude. We then
compute the autocorrelation across several time lags τ , aggregating scores by taking the median
correlation across all positions for each lag to ensure robustness. A high final score, averaged across
lags, indicates a stable and predictable evolution, upholding the assumption.

Table 9: Proxy Measure Sensitivity Analysis for DA3 (Sharpness Rank Persistence). Default con-
figuration: Jaccard metric with lags (1, 2, 4), all timesteps.

Test Hyperparam. DA3 Test Hyperparam. DA3

Temporal
Autocorr:
Max Lag

lag=1 0.324±0.012

Jaccard:
Lag Config

lag 1 0.098±0.021
lag=2 0.320±0.012 lag 1 2 0.096±0.022
lag=3 0.316±0.013 lag 1 2 4 0.095±0.022
lag=5 0.306±0.014 lag 1 3 5 0.093±0.022
lag=10 0.268±0.016 lag 2 4 8 0.090±0.022

Alternatively, we examined Hotspot Jaccard Persistence by measuring the stability of the locations
of the highest-curvature regions (eigenvalue ”hotspots”). We identify the set of dimensions corre-
sponding to the top-q eigenvalues at different timesteps and compute their Jaccard similarity. High
similarity indicates that the model’s focus on specific geometric directions is stable. This is sensitive
to the quantile hyperparameter q.

(A4) Covariance Eigenspace Alignment. Lemma 4.2 requires conditional and unconditional co-
variance matrices to commute, with aligned eigenspaces. We measure the average singular value of
their eigenspace overlap:

DA4 =
1

d

d∑
i=1

σi
(
V ⊤
c Vu

)
,

where Vc and Vu are eigenvector matrices of Σt,c and Σt, and σi(·) denote singular values. Higher
Aeig indicates stronger commutativity.

(A5) Mean-Field Gaussian Prior. While we can trivially validate the implementation of the initial
noise generator, a numerical diagnostic provides a more rigorous and quantitative verification of
this property. The assumption xT ∼ N (0, I) underlies both early-step detection and the SAIL
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Table 10: Proxy Measure Sensitivity Analysis for DA4 (Eigenspace Alignment). Default configura-
tion: 20 samples, 1000 features, 50 eigenvalues.

Test Hyperparam Mem Non-Mem Test Hyperparam Mem Non-Mem

N Samples

5 0.089±0.113 0.423±0.079

N Features

100 0.453±0.214 0.871±0.039
10 0.107±0.116 0.433±0.079 500 0.184±0.170 0.571±0.081
15 0.111±0.117 0.414±0.079 1000 0.113±0.122 0.414±0.086
20 0.109±0.115 0.403±0.086 2000 0.063±0.073 0.257±0.069
30 0.114±0.126 0.414±0.085 5000 0.028±0.035 0.124±0.043
50 0.144±0.146 0.469±0.097

objective. We test adherence by comparing empirical initial latents against the Gaussian prior with
a Kolmogorov–Smirnov (KS) test, yielding a p-value:

DA5 = KS
(
{xT }, N (0, I)

)
.

Table 11: A5 Sensitivity Analysis: Default option are underlined.

Gaussianity Test Subsample Fraction Pooling

Kolmogorov-Simonov 0.8124 ± 0.22 5% 0.7679 ± 0.16 Overall 0.8124 ± 0.22
Shapiro-Wilk 0.5695 ± 0.23 10% 0.7473 ± 0.19 Channels (avg) 0.7846 ± 0.21
Anderson-Darling 0.7527 ± 0.10 25% 0.7190 ± 0.26 Blocks (avg) 0.7861 ± 0.19
Jarque-Bera 0.4540 ± 0.30 50% 0.8171 ± 0.21
D’Agostino-P. 0.4541 ± 0.30 100% 0.8124 ± 0.22

(A6) Boundary Regularity. The integration-by-parts arguments used in Jeon et al. (2024) require
p(x)s(x) → 0 as ∥x∥ → ∞ and finite E∥s(x)∥2. To detect violations, we compute a score explosion
indicator:

DA6 =
maxx ∥sθ(x)∥
Ex[∥sθ(x)∥]

.

Values close to one indicate stable score magnitudes, while large ratios signal potential divergence,
undermining the trace–score identity beyond Gaussian settings.

Together, these diagnostics allow us to empirically evaluate whether the assumptions underpinning
Lemmas 4.1-4.3 hold in practice. As shown in Table 4, weaker adherence (e.g., in LaVie) corre-
lates with degraded detection AUROC, confirming that deviation from these regularity assumptions
contribute to reduced metric efficacy.

D EXTENDED CONTROLLED EXPERIMENTS

In Sec. 5, we presented results from controlled experiments targeting structured priors (D4). This
appendix provides the full experimental details for all four design choices (D1-D4), illustrating how
specific training protocols can systematically violate the geometric assumptions that memorization
detection metrics rely upon.

(D1) Non-Standard Objectives To simulate the effect of auxiliary loss terms, we design an ex-
periment that directly targets (A1) Unbiased Score Estimation. We introduce a penalty term to the
standard diffusion loss that systematically biases the model’s score predictions. Specifically, the
loss function is modified to L = LLDM + λ · E[ReLU(∥ϵpred∥ − 0.7∥ϵtarget∥)], which encourages
the model to under-predict the magnitude of the noise. By training a series of models with varying
penalty strengths λ ∈ {0.0, ..., 1.0}, we create a controlled degradation of the (A1) assumption. The
results, shown in the top row of Fig. 6 (blue plots), confirm a strong correlation. As our diagnostic
for (A1) Score Matching Consistency decreases (indicating a greater violation), the Hessian ROC
performance consistently degrades, demonstrating the critical dependence of the metric on unbiased
score estimates.

(D2) Multi-Stage Distribution Shift To model the fine-tuning process common in multi-modal
systems, we implement a two-stage protocol where a baseline model trained on CIFAR-10 is sub-
sequently fine-tuned on MNIST data (resized and converted to RGB). The degree of distribution
S=shift is controlled by a parameter λ ∈ [0, 1] that dictates the proportion of MNIST data in the

33



1782
1783
1784
1785
1786
1787
1788
1789
1790
1791
1792
1793
1794
1795
1796
1797
1798
1799
1800
1801
1802
1803
1804
1805
1806
1807
1808
1809
1810
1811
1812
1813
1814
1815
1816
1817
1818
1819
1820
1821
1822
1823
1824
1825
1826
1827
1828
1829
1830
1831
1832
1833
1834
1835

Under review as a conference paper at ICLR 2026

training mix. This setup is designed to induce violations in (A2) Gaussian Local Structure and
(A4) Covariance Commutativity by warping the learned probability landscape. Unlike the other
targeted interventions, this experiment did not yield a clear, monotonic relationship between the de-
gree of distribution shift (λ) and the measured assumption violations or the final metric performance.
Sharpness persistence (A3) and covariance commutativity (A4) are most fragile under partial shifts
(60–80% MNIST), where mixed distributions misalign geometry, but they partly recover once train-
ing is dominated by the new modality. This suggests that while distribution shifts are a contributing
factor to metric failure in real-world models, the interaction is complex; the model’s adaptation to a
new domain does not appear to be a simple linear interpolation, and the geometric consequences are
less predictable, warranting further investigation.

(D3) Non-monotonic Schedulers and Alternative Parameterization To investigate the impact of
the denoising path itself, we train models using EulerDiscreteScheduler as opposed to a
baseline DDPMScheduler. This modification alters the dynamics of the reverse process, which
is hypothesized to disrupt the temporal consistency of geometric features, thereby violating (A3)
Sharpness Persistence and (A4) Covariance Commutativity. The results, shown in the bottom row
of Fig. 6 (orange plots), reveal a dramatic effect. Models trained with the Euler scheduler ex-
hibit a catastrophic drop in detection performance, which is strongly correlated with severe viola-
tions of several geometric assumptions, particularly (A2) Score-Hessian Proportionality and (A4)
Eigenspace Alignment. The sharp, ”step-function” like relationship in these plots indicates that
certain schedulers can induce a regime change that fundamentally breaks the geometric conditions
required for the detection metric to function.

(D4) Structured Priors This experiment, detailed in Sec. 5 of the main text, directly violates (A5)
Mean-Field Gaussian Prior. We train and evaluate models using initial noise xT that has an imposed
structure: either spatial (radial decay patterns) or frequency-based (low-pass filtered noise). The
strength of this structure is controlled by a parameter λ. As shown in the main text, this direct
violation of (A5) and its resulting downstream effects on other assumptions correlate strongly with
a degradation in detection performance.
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Figure 6: Detection performance (Hessian ROC) versus assumption adherence under controlled interventions.
Top Row (Blue): Models trained with a (D1) Non-Standard Objective show a clear correlation between
degraded (A1) consistency and lower ROC performance. Bottom Row (Orange): Models trained with a (D3)
Alternative Scheduler exhibit a catastrophic drop in performance, linked to severe violations of (A2) and (A4).
Each point represents a trained model.
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E ADDITIONAL VISUALS

Figure 7: Examples of memorized samples inherited by MVDream from SD pre-training stage.
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Figure 8: Examples of memorized samples generated by LaVie from both training stages.
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Figure 9: Examples of memorized samples generated by DiffSplat from the Objaverse training stage.
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