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Abstract

Connecting audio encoders with large language
models (LLMs) allows the LLM to perform var-
ious audio understanding tasks, such as auto-
matic speech recognition (ASR) and audio cap-
tioning (AC). Most research focuses on train-
ing an adapter layer to generate a unified au-
dio feature for the LLM. However, different
tasks may require distinct features that empha-
size either semantic or acoustic aspects, mak-
ing task-specific audio features more desirable.
In this paper, we propose Prompt-aware Mix-
ture (PaM) to enhance the Speech LLM that
uses multiple audio encoders. Our approach
involves using different experts to extract dif-
ferent features based on the prompt that indi-
cates different tasks. Experiments demonstrate
that with PaM, only one Speech LLM surpasses
the best performances achieved by all single-
encoder Speech LLMs on ASR, Speaker Num-
ber Verification, and AC tasks. PaM also out-
performs other feature fusion baselines, such
as concatenation and averaging.

1 Introduction

Large language models (LLMs) have demonstrated
exceptional performance across various natural lan-
guage processing tasks, including question answer-
ing, machine translation, and summarization (Ope-
nAl, 2023). In recent work, there has been a grow-
ing focus on merging speech encoders with LLMs,
so that the LLM can understand the spoken content
without the need for explicit transcription, promot-
ing tasks such as direct speech translation (Chen
et al., 2024) and named entity recognition from
speech (Li et al., 2024). Much of this work lever-
ages adapter layers to downsample and map speech
features into the LLM’s embedding space. These
adapter layers include various forms, such as atten-
tion layers (Yu et al., 2024), adaptive CTC down-
samplers (Ling et al., 2023), and convolutional lay-
ers (Fathullah et al., 2023). Beyond semantic under-
standing tasks, Speech LL.Ms have been extended
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Figure 1: ASR and Audio Caption tasks favor different
encoders and layers of features. The dotted lines indi-
cate the average (AVG) importance of different encoders.
The bar chart represents fine-grained layer importance.

to encompass a broader range of applications, in-
cluding audio event detection and audio caption-
ing (Chu et al., 2024).

Multitasking requires that the input audio fea-
tures contain as much relevant information as
possible, representing the input speech, which
may include speech content, noise, and speaker-
specific characteristics. When fine-tuning self-
supervised speech encoders, researchers assign
learnable weights to each layer and observe that
different downstream tasks prioritize different lev-
els of features (Chen et al., 2022). In our Speech
LLM framework, a similar trend is evident, where
different tasks prioritize different encoders and fea-
ture levels (Figure 1). These biases arise from the
inherent differences in the tasks themselves. For
instance, the automatic speech recognition (ASR)
task focuses solely on the speech content, disregard-
ing other factors such as speaker characteristics and
background noise. In contrast, tasks like audio cap-
tioning (AC) may rely on these additional factors
that ASR intentionally excludes.

Consequently, researchers have proposed us-
ing multiple encoders to extract more robust fea-
tures. For instance, WavLLM (Hu et al., 2024)
employs both the WavLM (Chen et al., 2022) and
the Whisper (Radford et al., 2022) encoder, while
SALMONN (Tang et al., 2024) integrates the Whis-



per encoder and the BEATs (Chen et al., 2023).
However, these approaches consider all encoders
equally important, and merge the features from
different encoders based on simple concatenation
method across all tasks. Moreover, MOWE (Zhang
et al., 2024) employs a strong encoder and multiple
weaker encoders via the Mixture of experts (MoE)
approach. However, MoWE only utilizes the in-
put audio to control the gating mechanism, without
incorporating task-specific information in prompts.
In this paper, we introduce Prompt-aware Mix-
ture (PaM), a novel MoE method for merging mul-
tiple encoders to enhance Speech LLMs, our ap-
proach integrates a prompt-aware gating mecha-
nism, emphasizes feature fusion, and considers
the relative importance of each encoder for dif-
ferent tasks, aiming to improve all downstream
performance. PaM employs three distinct au-
dio encoders: the Whisper encoder (Radford
et al., 2022), WavLM (Chen et al., 2022), and
Wav2Vec2 (Baevski et al., 2020). We train a set
of experts for prompt-aware feature fusion, com-
prising one shared expert and four task-specific
experts. On each task, an expert learns the optimal
weights for each encoder and its respective layers,
and subsequently maps the resulting features to the
embedding space of the Qwen2.5 model (Team,
2024). The embedding of the prompt is utilized
to determine the appropriate routing. Notably, in
PaM, the routing guides the selection of the fu-
sion parameters rather than the choice of the en-
coder. Experiments are conducted across three
tasks: ASR, speaker number verification, and AC.
On all datasets, including LibriSpeech (Panayotov
etal., 2015), AMI (Kraaij et al., 2005), AIR-Bench
(speaker number verification) (Yang et al., 2024),
and AudioCaps (Kim et al., 2019), PaM consis-
tently enhances performance in comparison to the
best-performing single-encoder Speech LLM. The
relative improvements are 15%, 25%, 3.4%, and
7.6%, respectively, based on the corresponding
evaluation metrics. Additionally, we observed that
without PaM, simple concatenation and averaging
are generally effective for AC tasks; however, they
result in performance declines for ASR. Our con-
tributions can be summarized as follows:

* We propose a novel multi-encoder Speech
LLM, which effectively leverages features
from every layer of each encoder.

* We introduce PaM, a specialized MoE method
that incorporates a prompt-aware gating mech-

anism to assign distinct weights to each en-
coder and their layers based on the task.

* We conducted comprehensive experiments
demonstrating that PaM significantly en-
hances the overall performance of all down-
stream tasks. Additionally, we present de-
tailed feature importance analyses and explore
various combinations of speech encoders and
LLM:s.

2 Method

In this section, we begin with an overview of the
proposed PaM method (Figure 2). We then elabo-
rate on the details of the encoder fusion process, ex-
ecuted by a single expert, and describe the prompt-
aware routing method.

2.1 Overall Architecture

The architecture of the proposed PaM method is
depicted in Figure 2. As described in Equation 1,
the LLM accepts the text prompt Xrompe, Which
includes task-related information, along with the
speech features H,ygio as input, and subsequently
generates the response Y.

Y = LLM(Xpromph Haudio) (1)

To obtain H,ygio, we employ three encoders: the
Whisper encoder, WavLM, and Wav2Vec2. For
each encoder, the hidden states are initially pro-
cessed by a feed-forward network (FFN) as de-
scribed in Equation 2, resulting in the feature of
each encoder, denoted as H;.

H; = FFN; (Encoder; (Xaudio)) 2

Next, as shown in Equation 3, we combine these
features using an MoE fusion method, which in-
cludes a shared expert and N routed experts where
the number of routed experts corresponds to the
number of predefined tasks. During inference, only
one routed expert is selected, based on the task
indicated by the prompt.

Haudio = Expertshare (H{1,2,3})
N
+ Z Gj(Xprompt) X Expeﬁj(H{l,Q,i’)}) (3)
7j=1

Overall, each expert processes the features from all
encoders (Hyy 5 3y) for feature fusion. The shared
expert extracts common features for all tasks, while
the routed expert performs task-specific feature fu-
sion. The routing is determined by the user input,
which is the prompt.
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Figure 2: The architecture of the proposed PaM method. The output feature of the prompt guides the routing of the
MoE adapter where we use a fixed shared expert and a single routed expert. For each expert, the last hidden states
of all encoders are concatenated with a set of fused hidden states derived from a fusion weight matrix. Subsequently,
an FFN is applied to align with the dimensions of the LLM.

2.2 Multi-layer Fusion

Different encoders exhibit distinct strengths. For
example, WavLLM is excellent at extracting speaker
information, while Wav2Vec?2 excels in capturing
semantic content. The Whisper encoder, trained on
a vast amount of data, provides superior features
for AC and ASR in noisy environments. Addition-
ally, features from different layers contain varying
levels of information. Deeper layers hold high-
level semantic information, whereas lower layers
may contain fine-grained acoustic details. Thus, for
feature fusion, we consider features from all layers
of all three encoders. Specifically, for the feature
H; from a single encoder, it includes hidden states
from all L; Transformer (Vaswani et al., 2017) lay-
ers as well as hY, the hidden states following the
convolutional layers (Equation 4).

= {hY h}, ..hl} )

As illustrated in Equation 5, we consider the hidden
states h;.{o'(Li'l)} to derive the fused hidden states
h};“sed. For the hidden states of each layer, a single
scalar weight is assigned to control its importance.
We utilize a set of scalar weight include k elements
{wij - wk ;} for each hidden state h;; from
all three encoders to generate three fused hidden

states h?‘fed K} Thus, the dimension of the whole

matrices is W € R3*(L1+La+Ls),

3 L,
k
=22 wly - hi;
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hk
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Finally, we concatenate the last hidden states of

the three encoders h {1 2.3} with the three fused

hidden states hfubed e along the feature dimension.
Afterward, we apply a FFN to compress the feature
dimension to match the dimension of the LLM
embedding (Equation 6).

hfi"! — Concat(h%: (123p

= FEN(hfinh)

By )

Expert(-) (6)
The parameters in our fusion method are indepen-
dent among the routed experts. The use of fusion
weight matrices highlights multi-level feature fu-
sion, while the final concatenation followed by the
FFN provides more fine-grained feature fusion.

2.3 Prompt Aware Routing

A prompt refers to a segment of text that pro-
vides context or objectives for the generation of
the Speech LLM. Although the format of prompts
can vary widely, they can typically be categorized
into several distinct types according to the task
the user wishes to perform. For instance, speech-
related tasks, sound-related tasks and speech chat
tasks (Yang et al., 2024). In this paper, we inves-
tigate three tasks: ASR, speaker number verifica-
tion, and AC. We utilize distinct experts for each
task. For effective routing, the router must identify
the task type based on the prompt. We employ a
simple classification approach (Equation 7 and 8)
wherein we use the last hidden states Hpromp Of
the prompt from the LLM, followed by a FFN and
Softmax activation, to obtain the task posteriors
P(Task|Hprompt)-

Hprompt = LLM<Xprompt) (7)
P(Task|Hprompi) = Softmax (FFN(Hprompt)) (8)



1. Hear the audio clip and transform it

ASR into text format. <IAUDIOI>
2. Listen to the following audio and
create a corresponding text transcript.
<IAUDIOI>

Speaker 1. How many speakers’ contributions

Number are in this recording? <|IAUDIOI>

Verification 2. What is the number of speakers in
this spoken content? <IAUDIOI>

AC 1. Listen to this audio and provide a

detailed description. <IAUDIOI>
2. Analyze the recording and summa-
rize its contents. <IAUDIOI>

Table 1: Examples of prompts for different tasks.

As shown in Equation 9, we select the routed ex-
pert with the Top-1 probability by the indicator
function.

{1 if j € Top-1(P(Task|Hprompt))
i= . (€))
0 otherwise

To train the FFN, we create diverse prompts for
each task using the LLM. Specifically, we manu-
ally write several prompts for each task and instruct
ChatGPT to rewrite these prompts. Examples of
these prompts are shown in Table 1. It is important
to note that the audio features follow the prompt
because we use the prompt to guide feature extrac-
tion and fusion. This approach differs from other
works, where the audio features <|[AUDIOI> can be
positioned before the prompt.

2.4 Training Objective

The training loss function, as illustrated in Equa-
tion 10, is the sum of the cross-entropy loss Lg
for prompt-aware gating and the cross-entropy loss
Liim between the LLM’s output Y and the ground
truth Y.

L = Lg(P(Task|Hprompt), Task)

+ Lum(Y,Y) (10)

3 Experimental Setups

In this section, we present a detailed description of
our experimental setups, covering datasets, evalua-
tion metrics, hyperparameters for the model archi-
tecture, and training. The links to the pretrained
models and datasets used can be found in Ap-
pendix A.1, while the implementation details of
baseline methods are available in Appendix A.2.

3.1 Datasets and Evaluation Metrics

We assess the efficacy of our method across three
audio-to-text tasks: automatic speech recogni-
tion (ASR), speaker number verification (SNV),
and audio captioning (AC). The training set in-
cludes the following: 200 hours of ASR data
from LibriSpeech-100 (Panayotov et al., 2015)
and AMI (Kraaij et al., 2005), 150 hours of SNV
data synthesized from Common Voice V4 (Ardila
et al., 2019), and 100 hours of AC data from
AudioCaps (Kim et al., 2019). In total, the
training data contains 450 hours of audio sig-
nals. For SNV, we randomly concatenate individ-
ual utterances to form new speech signals with
the number of speakers ranging from one to four.
The test dataset includes LibriSpeech-test-clean,
LibriSpeech-test-other, AMI, the SNV test set from
AIR-Bench (Yang et al., 2024), and the test set of
AudioCaps along with its corresponding QA ver-
sion from AudioBench (Wang et al., 2024), which
contains diverse questions. ASR tasks focus on se-
mantics. The LibriSpeech test set originates from
audiobooks, demonstrating ASR performance in a
clean scenario. AMI, a real meeting corpus con-
taining spontaneous talk, reflects ASR performance
in a more challenging, real-world scenario. SNV
and AC test sets can indicate the Speech LLM’s
ability to understand speaker and acoustic informa-
tion. We evaluate the performance using word error
rate (WER) for ASR tasks, accuracy for SNV, and
METEOR (Banerjee and Lavie, 2005) for AC.

3.2 Model Architecture and Training

We train our model based on Huggingface Trans-
formers Library!. Our model consists of three au-
dio encoders, a pre-fusion adapter for each encoder,
a PaM fusion module, and an LLM. In our main
experiments, the encoders are Whisper-Small (Rad-
ford et al., 2022), WavLM-Base-Plus (Chen et al.,
2022), and Wav2Vec2-Base-960h (Baevski et al.,
2020), each with approximately 100 million pa-
rameters. We downsample the features from the
Whisper encoder by a factor of two, resulting in
a frame length of 40ms, consistent with the frame
length of Wav2Vec2 and WavLM. The pre-fusion
adapter is an FFN that transforms the encoder’s
hidden dimension Dg to the LLM’s hidden dimen-
sion Dyym. Each expert in the PaM fusion module
includes a fusion weight matrix (R3/*3) and a lin-
ear layer (R6PLmxDuim) 1o fuse features from all

"https://github.com/huggingface/transformers
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LibriSpeech

AMI

SNV

AudioCaps

AudioCaps QA

Model AVG Rank|
WER(clean)] WER(other)] WER] Acct METEOR? METEOR?
Single-encoder Baselines
- Whisper (Radford et al., 2022) 9.61 16.73 16.27 18.80% 32.96 15.04 5.67
- WavLM (Chen et al., 2022) 5.59 10.57 18.97 41.40% 27.14 12.77 5.50
- Wav2Vec2 (Baevski et al., 2020)  4.30 09.46 26.69 39.00% 23.81 11.20 5.33
Multi-encoder Baselines
- WavLLM (Hu et al., 2024) 4.95(-0.65)  09.19 (+0.27)  15.29 (+0.98)  39.20% (- 2.20) 34.93 (+1.97) 16.35 (+1.31) 2.67
- SALMONN (Tang et al., 2024)  5.04 (- 0.74) ~ 09.70 (- 0.24)  19.04 (- 2.77) 49.40% (+8.00) 34.86 (+1.90) 15.97 (+0.93) 3.50
- Average 476 (-0.46) 1043 (-0.97) 17.20(- 0.93) 45.50% (+4.10) 33.22(+0.26) 15.53 (+0.49) 3.67
PaM (Ours) 3.65 (+0.65)  07.07 (+2.39) 12.79 (+3.48) 42.80% (+1.40) 35.47 (+2.51) 15.70 (+0.66) 1.67

Table 2: Comparison of the proposed PaM method with single and multi-encoder baselines. For multi-encoder
baselines: WavLLM and SALMONN use concatenation followed by a linear layer and Q-former, respectively,
while ‘Average’ averages the three features. Values in the brackets indicate performance improvement (green) or
degradation (red) compared to the best single encoder result. The avg rank column shows the average rank on each

task. Smaller ranks indicate better performance.

encoders. Here, L represents the number of layers
in the encoder, which is 12 for all encoders in our
experiments. For the fused features, we set k = 3,
corresponding to the number of last hidden states.
We utilize four routed experts, each corresponding
to a specific task category: ASR-clean, ASR-noisy,
SNV, and AC. For each category, we generate 50
prompts using ChatGPT (OpenAl, 2023). For the
LLM model, we select the Qwen2.5-3B (Team,
2024). In section 4, we also experiment with other
encoders, including Hubert-Base-L.S960, Whisper-
Large-v3, and WavLM-Large.

We train our model for five epochs with a learn-
ing rate of 5e-5, 2000 warmup steps, and bfl6
precision. We freeze all encoders and the LLM,
training only the added parameters of the adapters
and the fusion modules. For the LLM, we apply
LoRA (Hu et al., 2022) with a rank of 32 and an
alpha of 64, adding LoRA only on the q_proj and
k_proj. Each task has the same probability during
training. During the inference stage, we select the
last checkpoint on the validation set and perform
greedy search.

4 Results
4.1 Main Results

As demonstrated in Table 2, we compare the pro-
posed PaM method with single and multi-encoder
baselines. Each encoder exhibits distinct advan-
tages. When utilizing a single encoder, the Speech
LLM with the Whisper encoder performs best on
the AMI dataset and AC tasks. The primary rea-
son is that the Whisper model is trained on a vast
amount of speech data, exposing it to diverse acous-
tic conditions. Consequently, it excels in challeng-
ing ASR and AC tasks in real-world environments
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0.35
ASR-clean /
0.34 //
0.33 -
0.32 T T T
0.35 .
ASR-noisy P
0.34 /
- 0.33 1 — .\./.
=
B 0.32 . . . . . . ; ; ;
= 0.35 |
s o SNV
0.34 1
./.'\. ./.'\..
0.33
0.32
0.35
AC
0.34
0.32 T T T T T T T T T
Shallow ~ Middle ~ Deep Shallow  Middle ~ Deep Shallow  Middle ~ Deep
Layer

Figure 3: The weights for each encoder and its layers.

and noisy conditions. The WavLLM encoder, trained
on multi-speaker speech signals, provides the best
features for the SNV task. The Wav2Vec?2 encoder
performs best on the LibriSpeech dataset mainly
because it was pretrained on this dataset. However,
since the LibriSpeech dataset consists of clean au-
diobooks, the Speech LLM with the Wav2Vec2
encoder shows poor performance on the AMI and
AudioCap datasets.

We reimplemented the feature fusion methods of
WavLLM (Hu et al., 2024) and SALMONN (Tang
et al., 2024), training the Speech LLM with the
three audio encoders in our setups. Both meth-
ods use concatenation but are followed by different
projection layers: WavLLM with a linear layer
and SALMONN with a Q-former layer. Addition-
ally, we implemented a simple averaging method
that directly computes the average of the features
from the three encoders. Compared to the best



LibriSpeech AMI

SNV AudioCaps AudioCaps QA

Encoders AVG Rank]
WER(clean)| = WER(other)] = WERJ] Acct METEOR?T METEOR?
Whisper+X 442 8.92 13.96 43.70% 3541 16.11 4.5
WavLM+X 4.07 7.97 18.47 47.47% 32.48 15.01 5.5
Wav2Vec2+X 342 7.20 18.18 45.13% 32.33 15.02 43
HuBERT+X 3.87 8.21 19.49 36.90% 31.82 15.08 6.8
Whisper+X+Y 4.22 8.11 13.79 49.77% 35.37 16.31 3.0
WavLM+X+Y 3.72 7.99 16.35 38.73% 34.23 15.82 4.0
Wav2Vec2+X+Y 3.77 6.90 16.90 42.63% 34.23 15.82 3.8
HuBERT+X+Y 4.03 7.96 17.13 44.17% 34.18 16.13 4.0

Table 3: Results with different combinations of encoders. The first and last four rows represent combinations of two
and three encoders respectively. Each row’s results are the average performance of a fixed encoder paired with all
possible combinations of one or two other encoders, highlighting the unique strengths of each encoder.

performance of single encoder baselines, all three
fusion methods achieve better METEOR scores
on AC tasks. However, performance may degrade
on other tasks. For example, we observed perfor-
mance degradation for all three methods on the
LibriSpeech test-clean subset. This is expected
since the same features are used for all tasks. Fea-
tures containing more useful acoustic information
for AC tasks may lack useful semantic information
for ASR tasks.

PaM consistently outperforms all single encoder
baselines, delivering performance improvements
across all tasks. This consistent improvement can
be attributed to the MoE adapter, which provides
unique features tailored for each task. Compared
to other fusion methods (i.e., concatenation and av-
eraging), PaM achieves significantly lower WERs
on the LibriSpeech and AMI datasets and similar
performance on SNV and AC tasks.

4.2 Feature Importance

In Figure 3, we visualize the fusion weights for
each expert, excluding the shared expert, which
can be interpreted as the fusion weight for each
task. To enhance clarity, we summed the weights
for every four layers, resulting in the total weight
for shallow, middle, and deep layers. Generally,
different tasks require different features, so each ex-
pert has distinct fusion weights. Specifically, when
the expert for ASR-clean is activated, it mainly
focuses on features from WavLM and Wav2Vec?2,
especially the deep layers. When the expert for
ASR-noise is activated, it primarily focuses on fea-
tures from the Whisper encoder and WavLLM. For
SNV and AC tasks, all three encoders have similar
fusion weights. For the SNV task, features from
the middle layers are more important, while for the
AC task, features from the shallow layers are more

important.

4.3 Combinations of Encoders

In Table 3, we extend our investigation to encom-
pass more combinations of encoders, including two
and three encoders, and incorporate the HuBERT
encoder. To highlight the strengths of each encoder,
we calculate the performance by keeping one en-
coder fixed and varying the other encoders, then
computing the average. The average (AVG) rank
reflects the overall multitask performance. It is
evident that using three encoders significantly out-
performs using two encoders in all combinations,
thereby demonstrating the effectiveness of employ-
ing more encoders for Speech LLMs.

We can observe that different encoders offer
varying benefits, which proves that the tasks-
specific encoders could significantly improve the
performance on corresponding tasks. For example,
when Whisper is used, regardless of whether two
or three encoders are employed, the Speech LLM
achieves the lowest WER on AMI and the highest
METEOR scores on AudioCaps. On the other hand,
Wav2Vec2 provides an advantage for recognizing
speech signals in LibriSpeech. This indicates that
when selecting encoders for Speech LLM, it is es-
sential to consider the domain, downstream tasks,
and the capabilities of each encoder. It is suggested
to use a robust general domain model like Whisper
in combination with domain-specific encoders such
as Wav2Vec2.

4.4 Larger Encoders and LLMs

We try to further enhance performance by re-
placing the encoders in the proposed method
with their larger versions (Table 4). Specifically,
we replace the Whisper-Small encoder with the
Whisper-Medium encoder, Wav2Vec2-Base-960h



Models LibriSpeech AMI SNV AudioCaps AudioCaps QA
WER(clean)| WER (other)] WER| Acct METEOR?® METEOR?

Base PaM 3.65 07.07 12.79 42.8% 35.47 15.70
PaM with Larger Encoders

- @ Whisper-Medium 3.93 07.93 12.43 47.5% 35.61 15.58

- @ WavLM-Large 3.75 06.43 12.10 45.6% 35.95 16.71

- ® Wav2Vec2-Large 3.74 06.49 15.06 47.6% 35.50 16.74

-0+@+® 3.58 05.93 11.51 56.9% 36.94 16.50
PaM with different LLMs

- Qwen2.5-7B 3.68 08.36 15.26 43.7% 35.46 15.71

- LLaMA3.2-3B 4.98 11.57 15.57 50.5% 35.83 16.34

- LLaMA3.1-8B 4.85 08.87 15.01 50.8% 35.81 15.82

Table 4: Results with larger encoders and various LLMs. To enhance performance, we replaced the Base version’s

encoders and experimented with different LLMs.

with Wav2Vec2-Large-960h, and WavLM-Base-
Plus with WavLM-Large. Our observations indi-
cate that on the LibriSpeech-clean dataset, perfor-
mance does not significantly improve and may even
slightly degrade. However, for the SNV and AC
tasks, performance consistently improves, suggest-
ing that more challenging sound-related tasks ben-
efit more from better encoders. Additionally, we
observe that when all encoders are replaced with
their larger versions, we achieve the best perfor-
mance across almost all tasks, albeit at the cost of
increased computation.

In our investigation of other LLMs, including
Qwen2.5-7B, LLaMA3.2-3B, and LLaMA3.1-8B,
we observed some improvements in certain tasks.
However, the overall performance was not supe-
rior to that of Qwen2.5-3B. The potential reason
for this is that we used short audios, and both the
prompts and answers were brief, thereby not fully
utilizing the strong semantic understanding capabil-
ities of the larger LLMs. Consequently, we opted
to use Qwen2.5-3B in this paper. It is important
to emphasize that for Speech LLMs, the extracted
features may be more critical than the LLM itself
for many downstream tasks.

4.5 Parameters of the Adapter

In PaM, we employ multiple experts, merge and
concatenate various features. Consequently, the
number of parameters is slightly higher than that
of the baseline Concatenation and Average meth-
ods. To ensure a fair comparison, we reduce the
dimensionality within PaM, resulting in a parame-
ter count of only 29M, which is similar to the base-
lines. As observed in Table 4, PaM outperforms
or performs comparably to the baselines across all
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Figure 4: Performance comparison of a smaller PaM
(29M parameters) with Concatenation (37M parameters)
and Average (24M parameters).

tasks.

5 Discussions

More and Unseen Tasks: Although our experi-
ments involve three tasks and five datasets, they
are representative as they encompass both semantic
and acoustic-related tasks. PaM can be extended
to other tasks, such as speech translation, which
requires features similar to ASR and thus is not
included in our paper. Additionally, PaM is appli-
cable to unseen tasks and datasets. To achieve this,
tasks must be categorized based on similar feature
requirements, and routing during inference should
be based on these categories.

Alignment: Although our paper primarily empha-
sizes the role of PaM in feature fusion, it also
serves an alignment function by mapping the dif-



ferent fused features into the LLM’s embedding
space. Since we use different features for different
prompts/tasks, the projections needed for feature
aligment also vary. This is why each expert not
only has fusion parameters but also its own FFN
for projection.

6 Related Works

Audio Encoders: Audio encoders transform raw
waveforms or Fbank features into a high-level fea-
ture space that is informative for downstream tasks.
These encoders can be classified into two cate-
gories: supervised models and self-supervised mod-
els. Supervised models typically employ ASR tasks
to train an end-to-end model that includes an au-
dio encoder and a text decoder, for instance, an
attention-based decoder or a Connectionist Tem-
poral Classification (CTC) decoder. By omitting
the decoder, the encoder can serve as a feature ex-
tractor (Radford et al., 2022; Baevski et al., 2020).
Self-supervised models can be trained on unlabeled
speech signals. For instance, Wav2Vec2 (Baevski
et al., 2020) and HuBERT (Hsu et al., 2021) were
trained to predict the pseudo-discrete target at
masked time steps. WavLM (Chen et al., 2022) is a
variant of HuBERT, designed to facilitate speaker
identity extraction by using multi-speaker signals.
Different model architectures, training methods,
and data can result in encoders with distinct prop-
erties and advantages, making the mixture of audio
encoders effective for Speech LLMs.

Speech LLM: The native LLM handles only text
modality. For the LLM to directly process au-
dio modality, it must comprehend audio features,
which contain significantly more information than
transcriptions and are substantially longer than text
embeddings. Since text is represented as discrete
tokens, it is natural to extract discrete tokens from
continuous speech signals and then expand the vo-
cabulary of text LLMs to understand these speech
tokens (Rubenstein et al., 2023; Veluri et al., 2024,
Ma et al., 2024). An alternative is to use an adapter
layer, to directly convert the continuous speech fea-
tures to the continuous embedding space of the
LLM. For example, QwenAudio (Chu et al., 2024)
employs average pooling to downsample speech
features, followed by two linear layers for pro-
jection. SALMONN (Tang et al., 2024) utilizes
the Q-former (Yu et al., 2024), a cross-attention-
based adapter, to achieve a higher compression
ratio. Compared to previous works, our adapter

handles more encoders and generates different fea-
tures based on the prompt, rather than a single
feature for all prompts.

Mixture of experts: With the introduction of the
Transformer architecture (Vaswani et al., 2017), in-
creasing model size has been shown to improve
performance significantly (He et al., 2016; Ka-
plan et al., 2020). This has led to growing in-
terest in the MoE approach, which replaces the
FEN sub-layer in Transformer models with mul-
tiple experts, thereby enabling substantial param-
eter growth while maintaining constant inference
costs (Shazeer et al., 2017). These MoE methods
typically employ massive experts and extremely
sparse activation routing, without explicitly consid-
ering the specialization of individual experts (Fe-
dus et al., 2022; Lepikhin et al., 2020). However,
the vast scale of these models presents significant
deployment challenges. In contrast, the earliest
MoE research introduced a data-dependent, train-
able combining method (Jacobs et al., 1991; Ma-
soudnia and Ebrahimpour, 2014), which aims to
decompose complex tasks into simpler sub-tasks,
each managed by a dedicated expert. Such works
have inspired recent advances in developing mod-
ular models with emphasis on handling each task
by a task-specific expert called expert specializa-
tion (Ma et al., 2018; Gupta et al., 2022), provid-
ing solutions for deploying large-scale MoE mod-
els (Lu et al., 2024) and enabling individual experts
to learn and decompose diverse knowledge (Dai
et al., 2024). Inspired by these insights, we pro-
posed a specialized MoE fusion method integrating
multiple audio features to enhance Speech LLMs.

7 Conclusion

In conclusion, we propose PaM, a MoE-based fea-
ture fusion method designed to provide Speech
LLM with diverse features from multiple encoders
based on users’ input prompts. Experimental
results indicate that PaM surpasses both single-
encoder and multi-encoder baselines across a va-
riety of tasks and datasets. We provide a detailed
analysis of the feature importance of different en-
coders, demonstrating that PaM effectively lever-
ages different encoders and levels of features for
distinct tasks. Additionally, we present compre-
hensive experimental results for the selection and
combination of encoders. For future work, we in-
tend to expand the training data and incorporate
additional tasks.



8 Limitations

Owing to resource constraints, our training data
is limited to several hundred hours. It would be
preferable to implement our method in larger-scale
experiments to facilitate comparison with existing
strong Speech LLMs such as Qwen-Audio (Chu
et al., 2024) on a more comprehensive benchmark
like AirBench (Yang et al., 2024).Additionally, we
train the PaM module from scratch using a prede-
fined list of audio encoders. It would be beneficial
to investigate the addition of new encoders to an
already trained Speech LLM to enhance its perfor-
mance on new tasks or in new domains. We leave
this for future work.
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A Appendix

A.1 Details of Models and Datasets

In this paper, we leverage multiple audio encoders
and LLM to construct the end-to-end speech LLM.
Our training dataset is sourced from commonly
used open-source datasets, totalling approximately
450 hours of audio data, corresponding to 313,208
samples, as outlined in Table 5.

Table 5: The whole training datasets.

Data Source Task  Hours Sample
Librispeech-clean-100 ASR 100h 28539
AMI ASR 100h 108502
Common Voice V4 (Part) SNV  ~150h 137041
Audio Caption AC 100h 39126

In our paper, we adopt multiple pre-trained audio
encoders and LLMs, we list the architecture setting
for all model we used in our experiments in Table 6.
Notably, for the Whisper model, we only used its
encoder part as an audio feature extractor.

A.2 Details of Baseline Implement

In our work, we compare our method against two
types of baselines. The first baseline consists of
models using a single encoder, while the second
baseline involves fusing multiple audio encoders ei-
ther based on previous work (Hu et al., 2024; Tang
et al., 2024) or through an averaging operation.

For the single encoder baseline, we train the
model using the same settings as in our method.
For the second baseline, we train the model us-
ing the open-source codebases from WavLLM and
SALMONN, we integrate the adapter components
from these repositories into our code and train the
baseline model using our training data, employ-
ing the same pre-trained audio encoders and LLMs
as in our method. During training, we applied the
same hyperparameters as our method. Since we use
different encoders and LLMs compared to the base-
lines, we adjust the dimensions of the adapter to
match the specific audio encoder and LLM we used
while maintaining other dimensions independent of
the audio encoders and LLM unchanged. Notably,
we trained the SALMONN with query length=32
(as training with the original setting query length=1
failed) to ensure comparable performance with the
other baseline methods.
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A.3 All result

The detailed results of our experiments with mul-
tiple encoders are summarized in Table 7. We ob-
serve that, in most cases, the audio encoder that
performs well on a single task also enhances the
performance of the fusion model on that task. In
cases where performance degradation occurs on
a specific task when using the corresponding en-
coder, the fusion model consistently includes the
HuBERT audio encoder, suggesting that incorpo-
rating the HuUBERT model may have a detrimental
effect. This could be attributed to the fact that the
HuBERT model is trained on a smaller pre-trained
dataset compared to other audio encoders. Notably,
even in this case, fusing four audio encoders yields
comparable results to fusing three encoders on the
AVG Rank, indicating that incorporating more en-
coders can still lead to performance improvements.


https://github.com/microsoft/SpeechT5/tree/main/WavLLM
https://github.com/bytedance/SALMONN

Audio Encoder Models Enc Param  Layers  dmodel ditn dr, H Norm

openai/whisper-small 88M 12 768 3072 64 12 Pre
microsoft/wavlm-base-plus 94M 12 768 3072 64 12 Post
facebook/wav2vec2-base-960h 94M 12 768 3072 64 12 Post
openai/whisper-medium 307M 24 1024 4096 64 16 Pre
microsoft/wavlm-large 315M 24 1024 4096 64 16 Post
facebook/wav2vec2-large-960h 315M 24 1024 4096 64 16 Post
Large Language Models Lora Param  Layers  dmodel ditn dr, H Norm
Qwen/Qwen2.5-3B ™ 36 2048 11008 128 16 Pre
Qwen/Qwen2.5-7B 10M 28 3584 18944 128 28 Pre
meta-llama/Llama-3.2-3B M 28 3072 128256 128 24 Pre
meta-llama/Llama-3.1-8B 13M 32 4096 14336 128 32  Pre

Table 6: The settings of pre-trained model we used in our experiments. For the audio encoder models, we utilize
only the encoder component and freeze all parameters. For the LLMs, we freeze the base model parameters and
apply LoRA adapters to fine-tune the model.

Encoders Whisper WavLM Wav2Vec2 HuBERT LibriSpeech AMI SNV AudioCaps AudioCaps QA Ave AVG Rank
WER(clean)] WER(other)l WER| Acct METEOR?  METEOR? ! +

i v - - - 9.61 16.73 1627 188%  32.96 15.04 1420 2227 1167

1 - v - - 5.59 10.57 1897 414% 2714 12.77 1171 2710 11.50

I - v - 430 09.46 2669 39.0% 2381 11.20 1348 2467 1167

1 - i 747 13.85 N 311% 2394 11.28 N 2210 1400
Best-1 430 9.46 1627 414% 3296 15.04 1313 24.04

2 v v - - 5.07 09.50 1359 495% 3547 16.16 938 3371 06.00

2 i - 3.82 07.55 1351 384% 3543 15.55 829 2979  05.83

2 v - v 437 09.70 1479 432% 3533 16.62 962 3172 0650

2 - v - 317 06.76 1960 612%  31.70 14.89 984 3593 0583

2 i i 3.96 07.64 224 317% 3028 13.99 1128 2532 10.33

2 - v 327 07.29 2143 358% 2985 14.62 1066 2676  09.00
Best-2 317 06.76 1351  612% 3547 16.62 9.85 3665

3 v v v - 3.65 07.07 1279 428% 3547 15.70 783 3132 04.00

3 v - 442 10.26 1347 474% 3532 16.62 938 3311 0650

3 v v v 458 06.99 1511 59.1% 3533 16.62 889 37.02  05.50

3 - v v v 3.09 06.64 2280 260%  31.90 15.14 1084 2435  07.67
Best-3 3.09 06.64 1279 59.1% 3547 16.62 924 3145

4 v v v Vv 394 07.28 1406 573% 3537 16.79 843 3649  04.00

Table 7: Detailed results of incorporating different combinations of audio encoders.
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