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Abstract

The most advanced diffusion models have recently adopted increasingly deep
stacked networks (e.g., U-Net or Transformer) to promote the generative emer-
gence capabilities of vision generation models similar to large language models
(LLMs). However, progressively deeper stacked networks will intuitively cause
numerical propagation errors and reduce noisy prediction capabilities on generative
data, which hinders massively deep scalable training of vision generation models.
In this paper, we first uncover the nature that neural networks being able to effec-
tively perform generative denoising lies in the fact that the intrinsic residual unit has
consistent dynamic property with the input signal’s reverse diffusion process, thus
supporting excellent generative abilities. Afterwards, we stand on the shoulders of
two common types of deep stacked networks to propose a unified and massively
scalable Neural Residual Diffusion Models framework (Neural-RDM for short),
which is a simple yet meaningful change to the common architecture of deep
generative networks by introducing a series of learnable gated residual parameters
that conform to the generative dynamics. Experimental results on various gener-
ative tasks show that the proposed neural residual models obtain state-of-the-art
scores on image’s and video’s generative benchmarks. Rigorous theoretical proofs
and extensive experiments also demonstrate the advantages of this simple gated
residual mechanism consistent with dynamic modeling in improving the fidelity
and consistency of generated content and supporting large-scale scalable training.1

1 Introduction

Diffusion models (DMs) [1, 2, 3, 4] have emerged as a class of powerful generative models and have
recently exhibited high quality samples in a wide variety of vision generation tasks such as image
synthesis [5, 6, 7, 8, 9, 10, 11], video generation [12, 13, 14, 15, 16, 17, 18, 19] and 3D rendering
and generation [20, 21, 22, 23, 24]. Relying on the advantage of iterative denoising and high-fidelity
generation, DMs have gained enormous attention from the community and have been significantly
improved in terms of sampling procedure [25, 26, 27, 28], conditional guidance [29, 30, 31, 32],
likelihood maximization [33, 34, 35, 36] and generalization ability [37, 38, 39, 10] in previous efforts.

However, current diffusion models still face a scalability dilemma, which will play an important
role in determining whether could support scalable deep generative training on large-scale vision
data and give rise to emergent abilities [40] similar to large language models (LLMs) [41, 42].
Representatively, the recent emergence of Sora [43] has pushed the intelligent emergence capabilities
of generative models to a climax by treating video models as world simulators. While unfortunately,

∗Corresponding Author.
1Code is available at https://github.com/ponyzym/Neural-RDM.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

https://github.com/ponyzym/Neural-RDM


Sora is still a closed-source system and the mechanism for the intelligence emergence is still not very
clear, but the scalable architecture must be one of the most critical technologies, according to the
latest investigation [44] on its reverse engineering.

To alleviate this dilemma and spark further research in the open source community beyond the realms
of well established U-Net and Transformers, and enable DMs to be trained in new scalable deep
generative architectures, we propose a unified and massively scalable Residual-style Diffusion Models
framework (Neural-RDM for short) with a learnable gating residual mechanism, as shown in Figure 1.

(a) MRS-Unit  (b)  Neural Residual Denoising Models  

Figure 1: Neural Residual-style Diffusion Models
framework with massively scalable gating-based
minimum residual stacking unit (mrs-unit).

The proposed Neural-RDM framework aims to
unify the current mainstream residual-style gen-
erative architecture (e.g., U-Net or Transformer)
and guide the emergence of brand new scalable
network architectures with emergent capabili-
ties. To achieve this goal, we first introduce
a continuous-time neural ordinary differential
equation (ODE) to prove that the generative de-
noising ability of the diffusion models is closely
related to the residual-style network structure,
which almost reveals the essential reason why
any network rich in residual structure can de-
noise well: Residual-style neural units implicitly
build an ordinary differential equation that can
well fit the reverse denoising process through
ever-deepening neural units, thus supporting excellent generative abilities. Further, we also show that
the gating-residual mechanism plays an important role in adaptively correcting the errors of network
propagation and approximating the mean and variance of data, which avoids the adverse factors of
network deepening. On this basis, we further present the theoretical advantages of the Neural-RDM
in terms of stability and score prediction sensitivity when stacking this residual units to a very long
depth by introducing another residual-sensitivity ODE. From a dynamic perspective, it reveals that
deep stacked networks have the challenge of gradually losing sensitivity as the network progressively
deepens, and our proposed gating weights have advantages in reverse suppression and error control.

Our proposed framework has several theoretical and practical contributions:

Unified residual denoising framework: We unify the residual-style diffusion networks (e.g., U-Net
and Transformer) by introducing a simple gating-residual mechanism and reveal the significance of
the residual unit for effective denoising and generation from a brand new dynamics perspective.

Theoretically deep scalability: Thanks to the introduction of continuous-time ODE, we demonstrate
that the dynamics equation expressed by deep residual networks possesses excellent dynamic con-
sistency to the denoising probability flow ODE (PF-ODE) [45]. Based on this property, we achieve
the simplest improvement to each mrs-unit by parameterizing a learnable mean-variance scheduler,
which avoids to manually design and theoretically support massively deep scalable training.

Adaptive stability maintenance and error sensitivity control: When the mrs-units are infinitely
stacked to express the dynamics of an overall network Fθ, the main technical difficulty is how to
reduce the numerical errors caused by network propagation and ensure the stability of denoising. By
introducing a sensitivity-related ODE in Sec. 2.3, we further demonstrate the theoretical advantages
of the proposed gated residual networks in enabling stable denoising and effective sensitivity control.
Qualitative and quantitative experimental results also consistently show their effectiveness.

2 Neural Residual Diffusion Models

We propose Neural-RDM, a simple yet meaningful change to the architecture of deep generative
networks that facilitates effective denoising, dynamical isometry and enables the stable training of
extremely deep networks. This framework is supported by three critical theories: 1) Gating-Residual
ODE (Sec. 2.1), which defines the dynamics of the minimum residual stacking unit (mrs-unit for
short) that serves as the foundational denoising module, as shown in Figure 1 (a). Based on this
gating-residual mechanism, we then introduce 2) Denoising-Dynamics ODE (Sec. 2.2) to further
stack the mrs-units to become a continuous-time deep score prediction network Fθ. Different from
previous human-crafted mean-variance schedulers (e.g., variance exploding scheduler SMLD [46]
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Figure 2: Overview. (a) Flow-shaped residual stacking networks. (b) U-shaped residual stacking
networks. (c) Our proposed unified and massively scalable residual stacking architecture (i.e., Neural-
RDM) with learnable gating-residual mechanism. (d) Residual denoising process via Neural-RDM.

and variance preserving scheduler DDPM [2]), which may cause concerns about instability in
denoising efficiency and quality, we introduce a parametric method to implicitly learn the mean and
variance distribution, which lowers the threshold of manual design and enhances the generalization
ability of models. Last but not least, to maintain the stability of the deep stacked networks and verify
the sensitivity of each residual unit Fθi(·) to the network Fθ, we stand on the shoulders of the adjoint
sensitivity method [47, 48] to propose 3) Residual-Sensitivity ODE (Sec. 2.3), which means the
sensitivity-related dynamics of each latent state zi from Fθi(·) to the deep network Fθ. Through
rigorous derivation, we prove that the parameterized gating weights have a positive inhibitory effect
on sensitivity decaying as network deepening. We will elaborate on them below.

2.1 Gating-Residual Mechanism

Let Fθi represents the minimum residual unit blocki (Figure 1 (a)), f(·) denotes any feature mapper
wrapped by Fθi . Instead of propagating the signal z through each of vanilla neural transformation
ẑ = fθ(z) directly, we introduce a gating-based residual connection for the signal z, which relys on
the two learnable gating weights α̂ and β̂ to modulate the non-trivial transformation Fθi(zi) as,

ẑi = zi + α̂i · Fθi(zi) + β̂i. (1)

For a deep neural network Fθ(·) with depth L, consider two common residual stacking fashions:
Flow-shaped Stacking (FS) [49, 50] and U-shaped Stacking (US) [51, 52]. For the flow-based deep
stacking networks as shown in Figure 2 (a), each residual unit f(·) accepts the output zi of the
previous mrs-unit as input, and obtains a new hidden state zi+1 through gating-residual connection,

ẑi = zi+1 = zi + [αi · fθi(zi) + βi]. (2)

Note that Eq. 2 is a refined form of Eq. 1 in the case of flow-shaped stacking. In contrast, for
the U-shaped deep stacking networks as in Figure 2 (b), each minimum residual unit contains two
symmetrical branches, where the left branch receives the output zi of the previous mrs-unit’s left
branch as input (called the read-in branch), and the right branch performs the critical nonlinear
residual transformation for readout (called the read-out branch), which can be formally described as:

ẑi = α
(l)
i · f

θ
(l)
i
(zi) + β

(l)
i︸ ︷︷ ︸

read-in branch

↪→ zi + α
(r)
i · f

θ
(r)
i

(z2L−2−i) + β
(r)
i︸ ︷︷ ︸

read-out branch

= zi + α̂i · Fθi(zi) + β̂i. (3)

Here Eq. 3 is a refined form of Eq. 1 in the case of U-shaped stacking, α̂i and β̂i collectively
denotes the gating weights from the left and right branches, Fθi is the i-th minimum residual unit
of the U-shaped networks, and “↪→” denotes the skip-connection for “zi+1 −→ z2L−2−i”, which is
computed recursively via Fθi+1:L−1

. To enable the networks to be infinitely stacked, we introduce a
continuous-time Gating-Residual ordinary differential equation (ODE) to express the neural dynamics
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"Christina Hendricks, dressed as a 
Disney princess, stands in full 
torso on a city street, ... "

"A grand cathedral corridor in a 
hypermaximalist style, adorned with 
intricate white marble and blue ornate ..."

"A mystical being made of dust 
surrounded by vines, moss, ferns, 
foliage, and wild plants ..."

 "A beautiful garden in summer 
adorned with white lilies, featuring 
a natural wreath and bushes ..."

"A handsome fairy prince with blue 
hair delicately holds out a single 
white apple, his perfect facial ..."
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Figure 3: Compared with the latest baseline (SDXL-1.0 [7]), the samples produced by Neural-
RDM (trained on JourneyDB [53]) exhibit exceptional quality, particularly in terms of fidelity and
consistency in the details of the subjects in adhering to the provided textual prompts.

of these two types of deep stacking networks (δ = 1
L , L −→ ∞ denotes the number of the mrs-units),

zi+δ − zi

δ
= ẑi − zi = α̂i · Fθi(zi) + β̂i =⇒

dzt

dt
= α̂ϕ · Fθt(zt) + β̂ϕ, (4)

where ϕ represents the gating weights, which can be independently trained or fine-tuned without
considering the parameters θ of the feature mapping network Fθ(·) itself.

2.2 Denoising Dynamics Parameterization

The above-mentioned gating-residual mechanism is utilized to modulate mainstream deep stacking
networks and unify them into a residual-style massively scalable generative framework, as shown in
Figure 2 (c). Next, we further explore the essential relationship between residual neural networks and
score-based generative denoising models from a dynamic perspective.

First, inspired by the theory of continuous-time diffusion models [45, 54], the forward add-noising
process can be expressed as a dynamic process with stochastic differential equation (SDE) as,

dzt = µ(zt, t)dt+ σ(t)dwt =⇒
dzt

dt
= µ(zt, t) + σ(t) · ϵt, ϵt ∈ N (0, I), (5)

which describes a data perturbation process controlled by a mean-variance scheduler composed
of µ(zt, t) and σ(t) respectively, wt denotes the standard Brownian motion. Compared with the
forward process, the core of the diffusion model is to utilize a deep neural network (as deep and large
as possible) for score-based reverse prediction [46, 55]. A remarkable property of this SDE is the
existence of a reverse ODE (also dubbed as the Probability Flow (PF) ODE by [45]), which retain
the same marginal probability densities as the SDE (See Appendix. A.2 for detailed proof) and could
effectively guide the dynamics of the reverse denoising, it can be formally described as,

dzt

dt
= µ(zt, t)−

1

2
σ(t)2 ·

[
∇z log pt(zt)

]
= α̂t,ϕ · Fθ(zt, t) + β̂t,ϕ, (6)

where ∇z log pt(zt) denotes the gradient of the log-likelihood of pt(zt), which can be estimated by
a score matching network Fθ(zt, t). Here we re-parameterize the PF-ODE by utilizing gated weights
to replace the manually designed mean-variance scheduler, in which α̂t,ϕ and β̂t,ϕ denotes the
time-dependent dynamics parameters, which is respectively parameterized to represent − 1

2σ(t)
2 and

µ(zt, t) by our proposed gating-residual mechanism. Note that Fθ(·) is a score estimation network
composed of infinite mrs-units blocki (i.e., Fθi), which enables massively scalable generative
training on large-scale vision data, but also presents the challenge of numerical propagation errors.

2.3 Residual Sensitivity Control

To control the numerical errors in back-propagation and achieve steadily and massively scalable
training, we stand on the shoulders of the adjoint sensitivity method [47, 48] to introduce another
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Architecture Method Scalability
Class-to-Image Text-to-Image

FID↓ sFID↓ IS↑ FID↓ sFID↓ IS↑

GAN BigGAN-deep [56] % 6.95 7.36 171.4 - - -
StyleGAN-XL [57] % 2.30 4.02 265.12 - - -

U-shaped

ADM [58] " 10.94 6.02 100.98 - - -
ADM-U " 7.49 5.13 127.49 - - -
ADM-G " 4.59 5.25 186.70 - - -

LDM-8 [30] " 15.51 - 79.03 16.64 11.32 64.50
LDM-8-G " 7.76 - 209.52 9.35 10.02 125.73

LDM-4 " 10.56 - 103.49 12.37 11.58 94.65
LDM-4-G " 3.60 - 247.67 3.78 5.89 182.53

F-shaped
DiT-XL/2 [59] " 9.62 6.85 121.50 8.53 5.47 144.26
DiT-XL/2-G " 2.27 4.60 278.24 3.53 5.48 175.63

Latte-XL [60] " 2.35 5.17 224.75 2.74 5.35 195.03

Unified Neural-RDM-U (Ours) "" 3.47 5.08 256.55 2.25 4.36 235.35
Neural-RDM-F (Ours) "" 2.12 3.75 295.32 2.46 5.65 206.32

Table 1: The main results for image generation on ImageNet [61] (Class-to-Image) and Jour-
neyDB [53] (Text-to-Image) with 256 × 256 image resolution. We highlight the best value in
blue , and the second-best value in green . The Scalability column indicates the scaling capability

of the parameter scale and architecture.

Residual-Sensitivity ODE, which is utilized to evaluate the sensitivity of each residual-state zt of the
mrs-unit Fθi to the total loss L derived by score estimation network Fθ(·) (the sensitivity is denoted
as st = dL

dzt
, δ denotes an infinitesimal time interval) and can be formally described by the chain rule,

st =
dL
dzt

=
dL

dzt+δ
· dzt+δ

dzt
= st+δ ·

dzt+δ

dzt
. (7)

On the basis of Eq. 7, we next continue to discuss the dynamic equation of sensitivity changing with
time t. First, considering the trivial transformation fθ(·) without gating-residual mechanism,

dzt+δ = dzt +

∫ t+δ

t

fθ(zt, t)dt. (8)

We can rewrite Eq. 7 based on Eq. 8 as:

st = st+δ + st+δ ·
∂

∂zt
(

∫ t+δ

t

fθ(zt, t)dt). (9)

The Residual-Sensitivity ODE under vanilla situation then can be derived,

dst
dt

= lim
δ→0+

st+δ − st
δ

= lim
δ→0+

−st+δ · ∂
∂zt

(
∫ t+δ

t
fθ(zt)dt)

δ
= −st ·

∂fθ(zt, t)

∂zt
. (10)

According to the derived residual-sensitivity equation in Eq. 10, we further use the Euler solver to
obtain the sensitivity st0 of the starting state zt0 to network Fθ(·) as,

st0 = stL +

∫ t0

tL

dst
dt

dt = stL −
∫ t0

tL

st ·
∂fθ(zt, t)

∂zt
dt. (11)

Due to the non-negativity of the integral and the gradient ∂fθ(zt,t)
∂zt

not equals to 0, we can obtain
a gradually decaying sensitivity sequence: stL > stL−1

> · · · > st0 . Similarly, when defining
parameter-sensitivity sθ = dL

dθ , the same decaying results for sθ0 can be obtained:

sθ0 = sθL +

∫ t0

tL

dsθ
dt

dt = sθL −
∫ t0

tL

sθ ·
∂fθ(zt, t)

∂θ
dt. (12)
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Figure 4: Compared with the latest baseline (Latte-XL [60]), the sample videos from SkyTime-
lapse [62], Taichi-HD[63] and UCF101 [64] all exhibit better frame quality, temporal consistency
and coherence.

To alleviate this problem, and enable stable training in massively deep scalable architecture, we
introduce the following non-trivial solution with gating-residual transformation,

dẑt+δ = dẑt +

∫ t+δ

t

[
αt,ϕ · fθ(ẑt) + βt,ϕ

]
dt. (13)

Substitute Eq. 13 into Eq. 7 to obtain the corrected sensitivity ŝt =
dL
dẑt

as:

ŝt = ŝt+δ + ŝt+δ ·
∂

∂ẑt
(

∫ t+δ

t

[
αt,ϕ · fθ(ẑt) + βt,ϕ

]
dt). (14)

The non-trivial Residual-Sensitivity ODE can be derived as,

dŝt
dt

= lim
δ→0+

ŝt+δ − ŝt
δ

= −(αt,ϕ · ŝt) ·
∂fθ(ẑt, t)

∂ẑt
− (βt,ϕ · ŝt). (15)

Through the Euler solver, we can also obtain the sensitivity ŝt0 of the starting state adjusted by the
gating-residual weights,

ŝt0 = ŝtL +

∫ t0

tL

dŝt
dt

dt = ŝtL −
∫ t0

tL

[
(αt,ϕ · ŝt) ·

∂fθ(ẑt, t)

∂ẑt
+ (βt,ϕ · ŝt)

]
dt. (16)

Where αt,ϕ and βt,ϕ adaptively modulate and update the sensitivity of each mrs-unit to the final
loss, which supports being trained through minimizing Ls = ||Fθ(zt, t) − ∇z log pt(zt)||22 + γ ·∑

L ||αt,ϕ · ∂fθ(ẑt,t)
∂ẑt

− βt,ϕ||22 in full-parameter training or model fine-tuning fashions.

3 Experiments

We present the main experimental settings in Sec. 3.1. To evaluate the generative performance of
Neural-RDM, we compare it with state-of-the-art conditional/unconditional diffusion models for
image synthesis and video generation in Sec. 3.2 and Sec. 3.3 respectively. We also visualize and
analyze the effects of the proposed gated residuals and illustrate their advantages in enabling deep
scalable training, which are presented in Sec. 3.4 and Sec. 3.5.

3.1 Experimental Settings

Datasets. For image synthesis tasks, we train and evaluate the Class-to-Image generation models
on the ImageNet [61] dataset and train and evaluate the Text-to-Image generation models on the
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Method Scalability
Frame Evaluation None-to-Video Class-to-Video

FID↓ IS↑ SkyTimelapse
(FVD↓)

Taichi-HD
(FVD↓)

UCF-101
(FVD↓)

MoCoGAN [71] % 23.97 10.09 206.6 - 2886.9
MoCoGAN-HD [72] % 7.12 23.39 164.1 128.1 1729.6

DIGAN [73] % 19.10 23.16 83.11 156.7 1630.2
StyleGAN-V [70] % 9.45 23.94 79.52 - 1431.0
MoStGAN-V [74] % - - 65.30 - 1380.3

PVDM [75] " 29.76 60.55 75.48 540.2 1141.9
LVDM [12] " - - 95.20 99.0 372.0

VideoGPT [76] " 22.70 12.61 222.7 - 2880.6
Latte-XL [60] " 5.02 68.53 59.82 159.60 477.97

Neural-RDM (Ours) "" 3.35 85.97 39.89 91.22 461.03

Table 2: The main results for video generation on the SkyTimelapse [62], Taichi-HD [63] and
UCF-101 [64] with 256× 256 resolution of each frame. We highlight the best value in blue , and
the second-best value in green .

MSCOCO [65] and JourneyDB [53] datasets. All images are resized to 256 × 256 resolution for
training. For video generation tasks, we follow the previous works [12, 60] to train None-to-Video
(i.e., unconditional video generation) models on the SkyTimelapse [62] and Taichi [63] datasets,
and train Class-to-Video models on the UCF-101 [64] dataset. Moreover, we follow previous
works [12, 60] to sample 16-frame video clips from these video datasets and then resize all frames to
256× 256 resolution for training and evaluation.

Implementation details. We implement our Neural-RDMs into Neural-RDM-U (U-shaped) and
Neural-RDM-F (Flow-shaped) two versions on top of the current state-of-the-art diffusion models
LDM [30] and Latte [60] for image generation, and further employ the Neural-RDM-F version for
video generation. Specifically, we first load the corresponding pre-trained models and initialize gating
parameters {α = 1, β = 0} of each layer, then perform full-parameter fine-tuning to implicitly learn
the distribution of the data for acting as a parameterized mean-variance scheduler. During the training
process, we adopt an explicit supervision strategy to enhance the sensitivity correction capabilities of
α and β for deep scalable training, where the explicitly supervised hyper-parameter γ is set to 0.35.
Eventually, we utilize the AdamW optimizer with a constant learning rate of 5× 104 for all models
and exploit an exponential moving average (EMA) strategy to obtain and report all results.

Evaluation metrics. Following the previous baselines [30, 58, 59, 60], we adopt Fréchet Inception
Distance (FID) [66], sFID [67] and Inception Score (IS) [68] to evaluate the image generation quality
and the video frame quality (except for sFID). Furthermore, we utilize a Fréchet Video Distance
(FVD) [69] metric similar with FID to evaluate the unconditional and conditional video generation
quality. Among these metrics, FVD is closer to human subjective judgment and thus better reflects
the visual quality of the generated video content. Adhering to the evaluation guidelines proposed by
StyleGAN-V [70], we calculate the FVD scores by analyzing 2048 generated video clips with each
clip consists of 16 frames.

Baselines. We compare the proposed method with the recent state-of-the-art baselines, and categorize
them into three groups: 1) GAN-based. BigGAN-deep [56] and StyleGAN-XL [57] for image task,
MoCoGAN [71], MoCoGAN-HD [72], DIGAN [73], StyleGAN-V [70] and MoStGAN-V [74] for
video task. 2) U-shaped. ADM [58] and LDM [30] for image task, PVDM [75] and LVDM [12]
for video task. 3) F-shaped. DiT-XL/2 [59] and Latte-XL [60] for image task, VideoGPT [76] and
Latte-XL [60] (with temporal attention learning) for video task.

3.2 Experiments on Image Synthesis with Deep Scalable Spatial Learning

For a more objective comparison, we maintain approximately the same model size to perform class-
conditional and text-conditional image generation experiments, which are shown in Table 1. From
Table 1, it can be observed that our Neural-RDMs have obtained state-of-the-art results. Specifically,
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(a) (b) (c)

Figure 6: (a), (b), and (c) respectively illustrate the performance of the five residual structures variant
models across the SkyTimelapsee [62], Taichi-HD[63], and UCF-101 [64].

the flow-based version (i.e., Neural-RDM-F) consistently outperforms all class-to-image baselines
in all three image’s generative benchmarks and meanwhile obtains relatively suboptimal results on
another text-to-image evaluations. It is worth noting that another Neural-RDM-U version have made
up for this shortcoming and achieved optimal results, which may benefit from the more powerful
semantic guidance abilities of the cross-attention layer built into U-Net. To more clearly present
the actual effects of the gated residuals, we further perform qualitative comparative experiments,
which are shown in Figure 3. Compared with the latest baseline (SDXL-1.0 [7]), we can observe that
the samples produced by Neural-RDM exhibit exceptional quality, particularly in terms of fidelity
and consistency in the details of the subjects in adhering to the provided textual prompts, which
consistently demonstrates the effectiveness of our proposed approach in deep scalable spatial learning.

3.3 Experiments on Video Generation with Deep Scalable Temporal Learning

Figure 5: The sensitivity of α and β at
different depths of the residual denoising
network during the training process.

To further explore the effectiveness and specific contribu-
tions of proposed gating-residual mechanism in temporal
learning, we continue to perform the video generation
evaluations, which are shown in Table 2. From Table 2,
we find that our model (flow-shaped version) basically
achieves the best results (except for the second-best re-
sults in class-to-video evaluation). Specifically, compare
with Latte-XL [60], Neural-RDM respectively achieves an
improvement of 33.3% and 42.8% in FVD scores on Sky-
Timelapse and Taichi-HD datasets, which hints the power-
ful potential of flow-based deep residual networks in pro-
moting generative emergent capabilities of video models.
Furthermore, we exhibit a number of visual comparison
results of the 16-frames video produced by Neural-RDM
and baseline (Latte-XL [60]), as shown in Figure 4. We
can observe that some generated frames from the baseline
partially exhibits poor quality and temporal inconsistency.
Compare with the baseline, Neural-RDM maintains tem-
poral coherence and consistency, resulting in smoother and more dynamic video frames, which further
reflects the effectiveness of proposed method in both quantitative and qualitative evaluations.

3.4 The Analyses of Gating Residual Sensitivity

To better illustrate the advantage of the gated residuals and understand the positive suppression effect
for sensitivity attenuation as network deepening, we visualize the normalized sensitivity at different
depths of our Neural-RDM during the training process, as shown in Figure 5. From Figure 5, we can
observe that α and β can adaptively modulate the sensitivity of each mrs-unit to correct the denoising
process as network deepening, which is consistent with Eq. 16. Moreover, we can also observe that at
the beginning of training, the sensitivity scores are relatively low. As training advances, α and β are
supervised to correct the sensitivity until obtaining relatively higher sensitivity scores.
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3.5 Comparison Experiments of Gating Residual Variants and Deep Scalability

To explore the actual effects of different residual settings in deep training, we first perform the
comparison experiments on 5 different residual variants: 1) Variant-0 (Ours): zi+1 = zi+αf(zi)+β;
2) Variant-1 (AdaLN [77]): zi+1 = zi + f(αzi + β); 3) Variant-2: zi+1 = αzi + f(zi) + β; 4)
Variant-3 (ResNet [78]): zi+1 = zi + f(zi); 5) Variant-4 (ReZero [79]): zi+1 = zi + αf(zi).

Figure 7: The performance of Neural-
RDM with different network depths on
the UCF-101 dataset [64].

We utilize Latte-XL as backbone to train each variant
from scratch and then evaluate their performance for video
generation. As depicted in Figure 6, as the number of
training steps increases, almost all variants can converge
effectively, but only Variant-0 (Our approach) achieves the
best FVD scores. We speculate that it may be because this
post-processing gating-residual setting maintains excellent
dynamic consistency with the reverse denoising process,
thus achieving better performance.

Moreover, we further perform the deeep scalability exper-
iments, which are shown in Figure 7. We can observe that
as the depth of residual units increases, the performance
of the model can be further improved, which illustrates
the positive correlation between model performance and
the depth of residual units and further highlights the deep
scalability advantage of our Neural-RDM.

4 Related Work

Deep Residual Networks. Most common deep residual networks can be divided into two types of
architectures: flow-shaped stacking (FS) and u-shaped stacking (US) architectures. As a milestone of
flow-based deep residual networks, ResNet [78] has led the research of visual understanding tasks [80].
In fact, the pratices [81, 82] and theories [83, 84, 85] that introducing the highway connections [86, 87]
have been studied for a long time and have demonstrated excellent advantages in dealing with
vanishing/exploding gradients and numerical propagation errors in deep stacked networks. Different
from ResNet, U-Net [51] is a leader of u-shaped networks and almost dominated diffusion-based
generative models [2, 30]. Though achieving remarkable success, both types of CNN-based models
still face concerns about training efficiency. Recent years, Transformer [49] and ViT [50] have
emerged as new state-of-the-art backbones in computer vision and multimodal [88, 89, 90, 91] and
have also gained prominence in various diffusion models. Among them, DiT [59] and U-ViT [52]
are two representative works by respectively adopting flow-shaped and u-shaped residual stacking
fashions, which have enabled many studies on deep generative models [60, 92, 93, 94, 95]. In this
work, we unify the above two types of residual stacking architectures from a dynamic perspective
and propose a unified and deep scalable neural residual framework with a same gating-residual ODE.

Diffusion Models. Recent years has witnessed the remarkable success of diffusion models [2,
3, 4], due to their impressive generative capabilities. Previous efforts mainly focus on sampling
procedure [25, 26, 27, 28], conditional guidance [31, 32, 96, 97, 98], likelihood maximization [33,
34, 35, 36] and generalization ability [37, 99, 39, 10] and have gained enormous attention. Recently,
a major research topic on diffusion models is scalability. DiT [59] is one of the most representative
models by exploiting a scalable Transformer to train latent diffusion models for image generation.
Latte [60] stands on the shoulders of DiT to further perform temporal learning for video generation.
However, both Latte and DiT adopt the residual structure of Transformer by default and utilize
S-AdaLN to incorporate guidance information, they generally lack: 1) attention to the residual
structure and 2) study the dynamic nature of the deep generative models, and 3) ignore the error
propagation issues from deeper networks and therefore are still limited by the bottleneck of massively
scalable training.

Overall, we practically unify u-shaped and flow-shaped stacking networks and to propose a unified and
deep scalable neural residual diffusion model framework. Moreover, we theoretically parameterize the
previous human-designed mean-variance scheduler and demonstrate excellent dynamics consistency.

9



5 Conclusion

In this paper, we have presented Neural-RDM, a simple yet meaningful change to the architecture
of deep generative networks that facilitates effective denoising, dynamical isometry and enables the
stable training of extremely deep networks. Further, we have explored the nature of two common
types of neural networks that enable effective denoising estimation. On this basis, we introduce
a parametric method to replace previous human-designed mean-variance schedulers into a series
of learnable gating-residual weights. Experimental results on various generative tasks show that
Neural-RDM obtains the best results, and extensive experiments also demonstrate the advantages in
improving the fidelity, consistency of generated content and supporting large-scale scalable training.
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A Appendix

A.1 Theoretical Interpretations

In this section, we provide mathematical intuitions for our Neural-RDMs.

Continuous-time Residual Networks. For a deep neural network Fθ(·) with depth L, let Fθi
represents the minimum residual unit blocki (Figure 1 (a)). Instead of propagating the signal z
through vanilla neural transformation ẑ = fθ(z), we introduce a gating-based skip-connection for
the signal z, which relys on the gating weights α̂ and β̂ to modulate the non-trivial transformation
Fθ(z) as,

ẑ = z + α̂ · Fθ(z) + β̂. (17)
In the case of continuous time, this dynamic equation describing the change process of the signal z is
called the gating-residual ODE:

dzt

dt
= α̂ϕ · Fθt(zt) + β̂ϕ, (18)

Diffusion Probability Models. The diffusion probability models are modeled as: 1) a deterministic
forward noising process q(xt|xt−1) = N (xt;

√
αtxt−1, (1− αt)I) from the original image x0 to a

pure-Gaussian distribution xT ∼ N (0, I), which can be formulated in an accumulated form:

xt =
√
ᾱtx0 +

√
1− ᾱtϵ, ϵ ∼ N (0, I) (19)

2) a iteratively predictable reverse denoising process pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)),
which can be trained in a simplied denoising objective Lsimple by merging µθ and Σθ into predicting
noise ϵθ,

Lsimple = Ex0,t,ϵ∼N (0,I)[||ϵ− ϵθ(xt, t)||22] (20)
where t ∼ U [1, T ] is time parameters, U(·) denotes uniform distribution. Moreover, in Stable
Diffusion [30], the image xt is compressed into a latent variable zt by encoder E for more efficient
training, i.e., zt = E(xt), thus this preliminary objective is usually defined as making ϵθ(zt, t) as
close to ϵ ∼ N (0, I) as possible.

Reverse Denoising ODE. A remarkable property of the SDE (Eq. 19) is the existence of a reverse
ODE (also dubbed as the Probability Flow (PF) ODE by [45]), which retains the same marginal
probability densities as the SDE (See Appendix A.2 for detailed proof) and could effectively guide
the dynamics of the reverse denoising, it can be formally described as,

dzt

dt
= µ(zt, t)−

1

2
σ(t)2 ·

[
∇z log pt(zt)

]
= α̂t,ϕ · Fθ(zt, t) + β̂t,ϕ, (21)

where ∇z log pt(zt) denotes the gradient of the log-likelihood of pt(zt), which can be estimated by
a score matching network Fθ(zt, t).

Dynamics Consistency. Refer to Eq. 18 and Eq. 21, we define this dynamic consistency as: For
any time-dependent signal zt, the different dynamics systems describe it with the same motion
path (or the same change rate of data distribution). Note that in Eq. 21, we achieve this by using a
re-parameterized approach.

Latent Space Projection. The latent space projection is proposed by [30] to compress the input
images x0 into a perceptual high-dimensional space to obtain z0 by leveraging a pretrained VQ-VAE
model [100]. The VQ-VAE is also used by our Neural-RDM, it consists of an encoder E and a
decoder G. The mathematical definition is: Given an input image x ∈ RH×W×3, the VQ-VAE first
compress the image x into a latent variable ẑ by encoder E , i.e., ẑ = E(x) and ẑ ∈ Rh×w×d, where
h and w respectively denote scaled height and width (scaled factor f = H/h = W/w = 8), and d is
the dimensionality of the compressed latent variable. After going through the diffusion step described
in Eq. 5 and Eq. 6, the latent variable ẑ is updated and finally reconstructed into x̂ by decoder G,

x̂ = Gπ(LDMFθ(·)(Eπ(x))), (22)
where LDM(·) represents the latent diffusion models (including Unet-based or Transformer-based), θ
denotes the parameters of LDM, and π denotes the parameters of the VQVAE that are frozen to train
our Neural-RDM models.
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A.2 Additional Proofs

Motivated by [101], we follow [45] to give a proof: A remarkable property of the SDE (Eq. 5) is the
existence of a reverse ODE (PF-ODE [45]), which retain the same marginal probability densities as
the SDE. We consider the SDE in Eq. 5, which possesses the following form:

dzt = µ(zt, t)dt+ σ(zt, t)dwt, (23)

where µ(·, t) : Rd → Rd and σ(·, t) : Rd → Rd×d. The marginal probability density pt(zt) evolves
according to Kolmogorov’s forward equation [102]

∂pt(z)

∂t
= −

d∑
i=1

∂

∂zi
[µi(zt, t)pt(zt)] +

1

2

d∑
i=1

d∑
j=1

∂2

∂zi∂zj

[ d∑
k=1

σik(zt, t)σjk(zt, t)pt(zt)
]
.

= −
d∑

i=1

∂

∂zi
[µi(zt, t)pt(zt)] +

1

2

d∑
i=1

∂

∂zi

[ d∑
j=1

∂

∂zj

[ d∑
k=1

σik(zt, t)σjk(zt, t)pt(zt)
]]
.

(24)
Since the sub-part of Eq. 24 can be written in the following form:

d∑
j=1

∂

∂zj

[ d∑
k=1

σik(zt, t)σjk(zt, t)pt(zt)
]

=

d∑
j=1

∂

∂zj

[ d∑
k=1

σik(zt, t)σjk(zt, t)
]
pt(zt) +

d∑
j=1

d∑
k=1

σik(zt, t)σjk(zt, t)pt(zt)
∂

∂zj
log pt(zt)

=pt(zt)∇ · [σ(zt, t)σ
⊤(zt, t)] + pt(zt)σ(zt, t)σ

⊤(zt, t)∇zt
log pt(zt).

(25)
Thus we can obtain:

∂pt(zt)

∂t
= −

d∑
i=1

∂

∂zi
[µi(zt, t)pt(zt)] +

1

2

d∑
i=1

∂

∂zi

[ d∑
j=1

∂

∂zj

[ d∑
k=1

σik(zt, t)σjk(zt, t)pt(zt)
]]

= −
d∑

i=1

∂

∂zi
[µi(zt, t)pt(zt)]

+
1

2

d∑
i=1

∂

∂zi

[
pt(zt)∇ · [σ(zt, t)σ

⊤(zt, t)] + pt(zt)σ(zt, t)σ
⊤(zt, t)∇zt

log pt(zt)
]

= −
d∑

i=1

∂

∂zi

{
µi(zt, t)pt(zt)

− 1

2

[
∇ · [σ(zt, t)σ

⊤(zt, t)] + σ(zt, t)σ
⊤(zt, t)∇zt

log pt(zt)
]
pt(zt)

}
= −

d∑
i=1

∂

∂zi
[µ̃i(zt, t)pt(zt)], (26)

where we define µ̃i(·) as:

µ̃(zt, t) := µ(zt, t)−
1

2
∇ · [σ(zt, t)σ

⊤(zt, t)]−
1

2
σ(zt, t)σ

⊤(zt, t)∇zt
log pt(zt). (27)

Combining Eq. 26 and Eq. 27, we can conclude that Equation Eq. 26 still describes a Kolmogorov’s
forward process but with σ̃(zt, t) := 0 as:

dzt = µ̃(zt, t)dt+ σ̃(zt, t)dwt, σ̃(zt, t) = 0. (28)

Which proves that it is actually an ODE after reverse transformation µ̃(·):
dzt = µ̃(zt, t)dt, (29)

which is essentially the same with our Denoising-Diffusion-ODE given by Eq. 6. Therefore, we
demonstrate the existence of the reverse ODE and the practicality of parameterizing the mean-variance
scheduler from the reverse ODE.
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A.3 More Generated Images

"A landscape featuring a 
wooden bridge over a 
serene lake with a 
majestic mountain in the 
background."

"A cartoon-style watercolor 
cover illustration featuring 
vibrant pink and cream 
hydrangeas in a Disney-
inspired setting, 
complemented by 
typography."

"A speckled headscarf, a 
swamp adder, and a flag 
of India depicted in an 
isometric illustration."

"A castle situated in the 
mountains with an array 
of very high thin towers 
adorned with numerous 
arrowslits."

 "The King of Pentacles 
stands in a regal pose, 
surrounded by earthly 
riches, while a mysterious 
UFO hovers above, 
adding an element of 
otherworldly intrigue."

"A hyper-realistic portrait of 
a 17-year-old English girl 
with mismatched eyes, 
blonde curly hair adorned 
with flowers, holding a flute, 
radiating pure joy."

"woman captain wearing 
a cocked hat stands on a 
ship, gazing in awe and 
fear as a huge Cthulhu 
emerges from the water."

"A cyberpunk man with 
silver skin wearing a 
helmet featuring a large 
glass visor, holding a 
rocket launcher in a 
futuristic setting, depicted 
with hyper-realistic..."

Figure 8: The samples produced by Neural-RDM (trained on JourneyDB [53]) .

A.4 Limitations

Limitation Discussion. Although significant improvements have been achieved, Neural-RDM still
has some limitations, the most important of which is that the gated residual mechanism only inhibits
rather than completely avoids the sensitivity decrease and numerical propagation errors caused by the
deepening of the network. If we want to completely avoid it, we may have to give up stacking-based
deep network architectures, but that will lead to a significant reduction in performance. Therefore,
our method chooses to continue to deepen the stacking of the network and suppress error propagation
as much as possible in the trade-off between the two.

A.5 Social Impact

Potential Social Implications. We believe that Neural-RDM will bring new thinking about deep
network architectures to the generative community, and hopefully promote the generative emergence
capabilities of vision generation models in the open source community. In addition, we hope that more
researchers can follow the powerful capabilities of residual denoising to build brand new scalable
network architectures beyond the realms of well established U-Net and Transformers.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We believe that the main claims made in the abstract and introduction accurately
reflect the contributions and scope of the paper, refer to theoretical proof in Sec. 2.1- 2.3
and experimental proof in Sec. 3.2- 3.5.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Refer to Sec. A.4 for a discussion of limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We have provided all detailed assumptions and theoretical proofs in the main
content and appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We are convinced that we have achieved this and promise to disclose all code
details after the paper is accepted.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We are convinced that we have achieved this and promise to disclose all code
details after the paper is accepted.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We are convinced that we have achieved this, please refer to Sec. 3.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We have presented the results of statistical significance in the main quantitative
results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We have reported the GPU power used in the experiments in Sec. 3.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, we comply with all NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes, we have discussed social impacts in Sec. A.5.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: Yes, we discuss it in Social Impact but in reality our approach is largely
irrelevant to safety precautions.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes, we have followed these license specifications and accurately stated
contributions from previous work.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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