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Abstract

Vertical text input is commonly encountered in001
various real-world applications, such as mathe-002
matical computations and word-based Sudoku003
puzzles. While current large language mod-004
els (LLMs) have excelled in natural language005
tasks, they remain vulnerable to variations in006
text formatting. Recent research demonstrates007
that modifying input formats, such as vertically008
aligning words for encoder-based models, can009
substantially lower accuracy in text classifica-010
tion tasks. While easily understood by humans,011
these inputs can significantly mislead models,012
posing a potential risk of bypassing detection013
in real-world scenarios involving harmful or014
sensitive information. With the expanding ap-015
plication of LLMs, a crucial question arises:016
Do decoder-based LLMs exhibit similar vulner-017
abilities to vertically formatted text input? In018
this paper, we investigate the impact of vertical019
text input on the performance of various LLMs020
across multiple text classification datasets and021
analyze the underlying causes. Our findings are022
as follows: (i) Vertical text input significantly023
degrades the accuracy of LLMs in text classifi-024
cation tasks. (ii) Chain of Thought (CoT) rea-025
soning does not help LLMs recognize vertical026
input or mitigate its vulnerability, but few-shot027
learning with careful analysis does. (iii) We ex-028
plore the underlying cause of the vulnerability029
by analyzing the inherent issues in tokenization030
and attention matrices.031

1 Introduction032

Text classification is one of the most common033

tasks in Natural Language Processing (NLP), en-034

compassing a wide range of applications, includ-035

ing sentiment analysis, harmful content detection,036

and spam filtering (Minaee et al., 2021; Howard037

and Ruder, 2018; Mirończuk and Protasiewicz,038

2018; Wei and Zou, 2019; Yin et al., 2019). Since039

the introduction of the Transformer architecture040

(Vaswani et al., 2017), models based on this ar-041

chitecture, such as BERT models (Devlin et al.,042
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Figure 1: Humans can easily comprehend vertically for-
matted input by mentally processing the transformation,
models often struggle to interpret it.

2019; Sanh et al., 2020) and GPT models (Rad- 043

ford et al., 2019; Brown et al., 2020; OpenAI et al., 044

2024), have achieved impressive performance in 045

text classification (Fields et al., 2024a; Rodrawang- 046

pai and Daungjaiboon, 2022; Wang and Banko, 047

2021). These models typically operate by either 048

fine-tuning encoder-based Transformers (Sun et al., 049

2020; Prottasha et al., 2022; González-Carvajal 050

and Garrido-Merchán, 2020; Qasim et al., 2022) or 051

leveraging decoder-based models to generate text 052

outputs directly (Chae and Davidson, 2023; Fields 053

et al., 2024b; Milios et al., 2023). Their success 054

across various text classification tasks has made 055

them indispensable tools in NLP. 056

However, despite these advances, language mod- 057

els remain sensitive to certain types of input vari- 058

ation. Seemingly minor formatting changes, such 059

as line breaks, punctuation marks, or word order, 060

can significantly affect model outputs (Sclar et al., 061

2024; Wang et al., 2023). A particularly intriguing 062

example of this is vertical text formatting, where 063

words are arranged vertically rather than horizon- 064

tally. Although this format poses no challenge for 065

human readers, it can confuse language models 066

(shown in Figure 1). Meanwhile, vertical text finds 067

practical applications in areas such as representing 068

tree structures in computing, bypassing social me- 069

dia detection, and even educational games, such as 070

Sudoku word and acrostic poetry. Therefore, un- 071

derstanding how language models interpret vertical 072

text is essential for enhancing their utility. 073

As the capabilities of large language models 074

(LLMs) such as the GPT series (Radford et al., 075
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2019; Brown et al., 2020; OpenAI et al., 2024) and076

LLAMA series (Dubey et al., 2024; Touvron et al.,077

2023) continue to expand, evaluating their ability078

to understand vertical input becomes increasingly079

important. Although some of the research on input080

sensitivity has focused on encoder-based models081

such as BERT (Devlin et al., 2019; Sanh et al.,082

2020), the behavior of LLMs when faced with un-083

conventional input formats, such as vertical text,084

remains underexplored. Given that LLMs are in-085

creasingly being applied in critical areas such as086

content moderation, spam filtering, and misinfor-087

mation detection, understanding their ability to han-088

dle atypical input is crucial to ensure robustness in089

real-world applications (Rojas-Galeano, 2024; Hu090

et al., 2024; Wang and Chang, 2022).091

To address this gap, we systematically evaluate092

the impact of vertical text formatting on LLM per-093

formance across various text classification tasks.094

We hypothesize that, despite their advanced capa-095

bilities, LLMs still exhibit similar vulnerabilities to096

vertically formatted input as encoder-based models.097

To explore this, we conduct experiments on var-098

ious open-source and closed-source LLMs across099

various text classification tasks. Our results show100

a significant decrease in model accuracy when ex-101

posed to vertical text input, indicating that even102

state-of-the-art LLMs struggle with this input for-103

mat. We further analyze tokenization and attention104

matrices to investigate the underlying mechanisms105

causing this degradation. Additionally, we explore106

mitigation strategies, finding that few-shot learn-107

ing can effectively improve the models’ ability to108

handle vertical text, while CoT reasoning does not109

provide similar benefits.110

In summary, our contributions are as follows:111

• We present the first comprehensive study on112

the vulnerability of LLMs to vertically for-113

matted text, demonstrating that this format-114

ting significantly impairs text classification115

performance.116

• Our analysis of tokenization and attention pat-117

terns provides insight into the underlying rea-118

sons for LLM performance degradation when119

handling vertical input.120

• We propose a few-shot learning with a man-121

ually crafted analysis as an effective strategy122

to mitigate the impact of vertical text format-123

ting, while CoT reasoning proves to be less124

effective in this context.125

2 Related Works 126

The introduction of the transformer architecture 127

marked the beginning of the LLM era in natural 128

language processing (Vaswani et al., 2017). This 129

evolution started with early models such as GPT-2 130

(Radford et al., 2019) and GPT-3 (Brown et al., 131

2020) and advanced to more semantically capa- 132

ble and safer models such as ChatGPT, GPT-4, 133

and GPT-4O (OpenAI et al., 2024). These mod- 134

els have been further refined through post-training 135

techniques, including RLHF (Ouyang et al., 2022) 136

and DPO (Rafailov et al., 2024). Throughout their 137

development, concerns and research on the vulnera- 138

bility and susceptibility of LLMs to various attacks 139

have remained a key focus. 140

For example, in recent years, researchers have 141

developed various methods to "jailbreak" LLMs, 142

causing them to generate harmful content (Dong 143

et al., 2024; Perez and Ribeiro, 2022; Chao et al., 144

2024; Deng et al., 2024). Such attacks clearly high- 145

light the inherent vulnerabilities of LLMs. How- 146

ever, these vulnerabilities extend beyond this issue. 147

Studies have shown that LLMs can produce sig- 148

nificantly different outputs with similar input texts 149

depending on content order (e.g., in multiple choice 150

questions) (Wang et al., 2023). Moreover, LLMs 151

often show pronounced sensitivity to basic punc- 152

tuation and line breaks, further illustrating their 153

fragility (Sclar et al., 2024). 154

Recent research reveals that vertically formatted 155

text can severely impair the comprehension abil- 156

ities of Transformer encoder-based models, such 157

as BERT, causing significant performance degra- 158

dation (Rusert, 2024; Devlin et al., 2019). This 159

vulnerability, where straightforward text can sub- 160

stantially deceive language models, raises concerns 161

about the potential impact of such formatting on 162

contemporary LLMs. If LLMs are similarly sus- 163

ceptible to vertically formatted text, this could pose 164

a threat to real-world applications. 165

3 Methodology 166

To assess the vulnerability of LLMs to vertically 167

formatted text, we will select a set of semantically 168

significant words from a given text and input them 169

vertically into the LLMs. The remaining words 170

will be presented in the standard horizontal format 171

from left to right. This approach mirrors real-world 172

usage, where most text is input normally to en- 173

sure coherence and readability, while the vertically 174

formatted keywords test the model’s susceptibil- 175
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Figure 2: An example of the entire algorithm process demonstrates that vertically inputted words lead the LLM to
incorrectly predict the label for text classification.

ity. The method comprises two main components:176

Word Selection and Word Transformation, as shown177

in Figure 2.178

3.1 Word Selection179

In previous work, researchers used a greedy ap-180

proach to assess the impact of each word on the181

prediction probability of the model, thus determin-182

ing the importance of individual words in a sen-183

tence (Rusert, 2024). However, this method is184

time-consuming and resource-intensive for LLMs.185

In this paper, we address this issue by leveraging186

prompt-based LLMs as evaluators to identify and187

extract key words from the text.188

3.2 Word Transformation189

The goal of word transformation is to vertically ar-190

range specific words within a sentence. The work-191

flow is as follows:192

Decompose the Sentence. The input sentence is193

divided into a list of words, and the height of the194

vertical arrangement is determined by the longest195

designated word.196

Initialize the Grid. We create a two-dimensional197

grid based on the length of the longest word, ini-198

tially filled with empty spaces to hold the characters199

of the vertical words.200

Align Vertical Characters. Each vertical word’s201

characters are placed in corresponding grid rows,202

with shorter words padded to maintain alignment.203

Handle Non-Vertical Words. Characters of non-204

vertical words are placed in their respective rows,205

with remaining spaces filled to ensure formatting206

consistency.207

Generate the Final String. Each grid row is con-208

catenated into a string, separated by newlines and209

adjusted for alignment, resulting in a layout that210

displays vertical and horizontal words as intended.211

4 Experiments 212

4.1 Datasets 213

We propose that vertically formatted text may dis- 214

rupt LLMs’ comprehension of content, potentially 215

posing a threat by circumventing their detection 216

mechanisms. In this paper, we therefore select five 217

text classification datasets, covering a range of ap- 218

plications including sentiment analysis, harmful 219

statement detection, and more: 220

• SST-2 (Socher et al., 2013): A benchmark 221

dataset for sentiment classification, featuring 222

labeled movie reviews. 223

• CoLA (Warstadt et al., 2019): A dataset for 224

evaluating linguistic acceptability, containing 225

English sentences labeled as grammatically 226

acceptable or unacceptable. 227

• QNLI (Wang et al., 2019): Derived from 228

the Stanford Question Answering Dataset 229

(SQuAD), which evaluates whether a sentence 230

answers a specific question. 231

• Rotten Tomatoes (Pang and Lee, 2005): A 232

dataset of movie reviews used for sentiment 233

analysis, with each review classified as posi- 234

tive or negative. 235

• Jigsaw Toxicity1 (cjadams et al., 2017): A 236

dataset of online comments labeled for various 237

types of toxic behavior. 238

4.2 Large Language Models 239

To more effectively assess the vulnerability of latest 240

LLMs to vertically formatted input text, we select 241

various well-known models for experiments. 242

Closed-Source Models. We utilize four different 243

models developed by OpenAI, including the latest 244

powerful models GPT-4O and GPT-4O-MINI. 245

1https://www.kaggle.com/c/
jigsaw-toxic-comment-classification-challenge
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Model
SST-2 CoLA ♠ QNLI Rotten Tomatoes Jigsaw Toxicity

Original Vertical Original Vertical Original Vertical Original Vertical Original Vertical

Closed-Source Models

GPT-3.5 93.00 65.00 (↓ 28.00) 80.00 47.00 (↓ 33.00) 85.00 69.00 (↓ 16.00) 92.00 57.00 (↓ 35.00) 85.00 62.00 (↓ 23.00)
GPT-4 96.00 67.00 (↓ 29.00) 90.00 49.00 (↓ 41.00) 89.00 71.00 (↓ 18.00) 93.00 64.00 (↓ 29.00) 89.00 58.00 (↓ 31.00)
GPT-4O-MINI 95.00 66.00 (↓ 29.00) 89.00 50.00 (↓ 39.00) 90.00 71.00 (↓ 19.00) 91.00 61.00 (↓ 30.00) 85.00 57.00 (↓ 28.00)
GPT-4O 95.00 68.00 (↓ 27.00) 87.00 47.00 (↓ 40.00) 90.00 70.00 (↓ 20.00) 90.00 65.00 (↓ 25.00) 91.00 60.00 (↓ 31.00)

Open-Source Models

LLAMA3-8B 89.00 61.00 (↓ 28.00) 75.00 50.00 (↓ 25.00) 83.00 62.00 (↓ 21.00) 86.00 42.00 (↓ 44.00) 88.00 58.00 (↓ 30.00)
LLAMA3-70B 96.00 67.00 (↓ 29.00) 85.00 48.00 (↓ 37.00) 86.00 63.00 (↓ 23.00) 91.00 46.00 (↓ 45.00) 88.00 58.00 (↓ 30.00)
LLAMA3.1-8B 93.00 51.00 (↓ 42.00) 80.00 49.00 (↓ 31.00) 83.00 59.00 (↓ 24.00) 89.00 54.00 (↓ 45.00) 80.00 64.00 (↓ 16.00)
LLAMA3.1-70B 96.00 66.00 (↓ 30.00) 84.00 50.00 (↓ 34.00) 84.00 66.00 (↓ 18.00) 92.00 63.00 (↓ 29.00) 87.00 62.00 (↓ 25.00)

GEMMA2-9B 88.00 60.00 (↓ 28.00) 83.00 51.00 (↓ 32.00) 78.00 60.00 (↓ 18.00) 86.00 58.00 (↓ 28.00) 85.00 53.00 (↓ 32.00)
GEMMA2-27B 94.00 58.00 (↓ 36.00) 87.00 50.00 (↓ 37.00) 83.00 64.00 (↓ 19.00) 89.00 54.00 (↓ 35.00) 88.00 55.00 (↓ 33.00)

QWEN1.5-72B 95.00 63.00 (↓ 32.00) 81.00 52.00 (↓ 29.00) 85.00 66.00 (↓ 19.00) 93.00 57.00 (↓ 36.00) 88.00 63.00 (↓ 25.00)
QWEN2-72B 96.00 60.00 (↓ 36.00) 84.00 50.00 (↓ 34.00) 88.00 62.00 (↓ 26.00) 93.00 59.00 (↓ 34.00) 91.00 59.00 (↓ 32.00)

Table 1: Accuracy scores of different LLMs on five datasets using zero-shot prediction, with changes before and
after shown in parentheses (indicating the decrease). Dataset marked with ♠ includes two words inputted in a
vertical format, while the others contain four words vertically inputted.

Open-Source Models. We conduct our experi-246

ments on four models from the LLAMA series, two247

models from the GEMMA series, and two models248

from the QWEN series, with parameter sizes rang-249

ing from 8 billion to 72 billion (Dubey et al., 2024;250

Team et al., 2024; Yang et al., 2024).251

4.3 Metric252

We use the most straightforward metric: Accuracy.253

We evaluated the model by comparing its predicted254

labels with the actual labels. The accuracy of a255

model is calculated as follows:256

Accuracy =
1

N

N∑
i=1

I(yi = ŷi) (1)257

where I(·) is an indicator function that is 1 if the258

condition is true and 0 otherwise, yi represents the259

true label, ŷi is the predicted label, and N is the260

total number of samples.261

4.4 Experiment Results262

We utilize four GPT series LLMs along with eight263

widely recognized open-source LLMs on five text264

classification datasets. For the SST-2, QNLI, Rot-265

ten Tomatoes, and Jigsaw Toxicity datasets, the266

GPT-4O-MINI model would select four words for267

vertical input. In contrast, for the CoLA dataset, it268

selects two words.269

In the label prediction phase, we utilize straight-270

forward and precise prompts for zero-shot predic-271

tion, enabling the model to generate predicted la- 272

bels. We compare the classification accuracy be- 273

fore and after modifying the input format, with the 274

results presented in Table 1. The detailed imple- 275

mentation of different LLMs is shown in Appendix 276

B. 277

Vulnerability of LLMs to Vertical Input. Based 278

on the experimental results in Table 1, it is observed 279

that inputting a few key words from the text in a 280

vertical format into LLM significantly disrupts their 281

ability to perform text classification tasks. 282

Specifically, for the CoLA dataset, the model’s 283

classification accuracy drops by nearly 40 percent- 284

age points when two key words are input vertically. 285

Given that the random prediction accuracy for a 286

binary classification problem is 50%, this indicates 287

that the model essentially loses its classification 288

ability. 289

The model accuracy decreases the least on the 290

QNLI dataset, likely due to the nature of the task. 291

Relationships between sentences can be expressed 292

in various ways, allowing LLMs to identify con- 293

nections in the remaining content even when a few 294

words are presented in a vertical format. 295

For the other three datasets, the decrease in accu- 296

racy after implementing vertical input for different 297

models mostly ranges from 25 to 40 percentage 298

points, which is a significant drop and almost in- 299

dicates that current LLMs nearly lose their natural 300

language understanding ability when encountering 301
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Figure 3: The relationship between the number of vertically inputted words and the accuracy of various LLMs on
text classification tasks.

Vertical
Actual
+ -

Pr
ed

. + 14 2
- 36 48

Original
Actual
+ -

Pr
ed

. + 43 4
- 7 46

Table 2: Comparison of confusion matrices for the Jig-
saw Toxicity dataset. (+) indicates toxic, while (-) indi-
cates non-toxic.

Vertical
Actual
+ -

Pr
ed

. + 39 41
- 7 13

Original
Actual
+ -

Pr
ed

. + 43 5
- 3 49

Table 3: Comparison of confusion matrices for the SST-
2 dataset. (+) indicates positive and (-) indicates nega-
tive.

vertical input, even when the manipulation involves302

only a few key words.303

Potential Threat of Mislabelling. According to304

Table 1, vertically formatted input text could reduce305

the accuracy of LLMs on sentiment and toxicity306

classification tasks by 30 to 40 percentage points.307

A more concerning issue emerges when examining308

the confusion matrix in Table 2 and Table 3: On309

the SST-2 dataset, inputting some words in a ver-310

tical format to the large language model reduces311

the classification accuracy for negative sentences312

from 91% to 24%. Similarly, on the Jigsaw Tox-313

icity dataset, this approach decreases the model’s314

accuracy for classifying harmful text from 86% to315

28%.316

This indicates that the models largely lose their317

ability to identify harmful content when key words318

are input vertically. In contrast, humans easily319

understand such text. Therefore, this vulnerability320

can have a severe negative impact on tasks like321

harmful content monitoring.322

Open-Source via Closed-Source. In the upper323

part of Table 1, we evaluate four GPT series mod-324

els, considered some of the most powerful LLMs325

today. Regardless of model size and release date, 326

they exhibit significant confusion when encounter- 327

ing vertically formatted text inputs. 328

To ensure comprehensive experiments, we also 329

test three high-performing open-source LLM se- 330

ries: LLAMA, GEMMA, and QWEN. As shown in 331

the lower part of Table 1, these open-source models 332

also display considerable vulnerability to vertically 333

formatted text inputs. Moreover, on four experi- 334

mental datasets, LLAMA3.1-8B shows a greater 335

accuracy drop than LLAMA3-8B, despite being a 336

stronger language model. This suggests that cur- 337

rent LLMs are not trained with consideration for 338

the impact of vertical text inputs, resulting in a 339

high degree of vulnerability, which may pose cer- 340

tain risks in some areas. 341

Number of Vertical Words via Accuracy. In Fig- 342

ure 3, we choose 9 different LLMs to conduct a 343

detailed experiment on the relationship between 344

the number of vertically formatted words and the 345

model’s classification accuracy. 346

Initially, as the number of vertically input words 347

increases, the classification accuracy of the LLMs 348

consistently declines. This happens because words 349

relevant to the classification are gradually input 350

in a vertical format, confusing the model’s ability 351

to distinguish them. When the number of verti- 352

cally formatted words reaches a certain point, the 353

model’s accuracy stabilizes at a fixed value. This 354

occurs because most of the key words affecting 355

the classification are presented in a vertical format, 356

and the remaining words have little impact on the 357

model’s predictions. 358

This experiment shows that the LLMs’ classifi- 359

cation heavily relies on the recognition of relevant 360

words, further explaining its vulnerability to verti- 361

cally formatted text. In contrast, identifying key- 362

words related to sentiment or toxicity from a text 363

is relatively simple for humans, highlighting the 364

significant threat this vulnerability poses to LLMs. 365
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Model SST-2 CoLA QNLI Rotten Tomatoes Jigsaw Toxicity

Closed-Source Models

GPT-3.5 w/ CoT 61.00 (↓ 4.00) 50.00 (↑ 3.00) 59.00 (↓ 10.00) 53.00 (↓ 4.00) 62.00 (0.00)
GPT-4 w/ CoT 66.00 (↓ 1.00) 51.00 (↑ 2.00) 68.00 (↓ 3.00) 60.00 (↓ 4.00) 56.00 (↓ 2.00)
GPT-4O-MINI w/ CoT 68.00 (↑ 2.00) 50.00 (0.00) 76.00 (↑ 1.00) 64.00 (↑ 3.00) 56.00 (↑ 3.00)
GPT-4 w/ CoT 71.00 (↑ 3.00) 52.00 (↑ 5.00) 74.00 (↑ 4.00) 66.00 (↑ 1.00) 66.00 (↑ 6.00)

Open-Source Models

LLAMA3-8B w/ CoT 59.00 (↓ 2.00) 49.00 (↓ 1.00) 64.00 (↑ 2.00) 53.00 (↑ 11.00) 55.00 (↓ 3.00)
LLAMA3-70B w/ CoT 66.00 (↓ 1.00) 46.00 (↓ 2.00) 59.00 (↓ 4.00) 55.00 (↑ 9.00) 62.00 (↑ 4.00)
LLAMA3.1-8B w/ CoT 53.00 (↑ 2.00) 51.00 (↑ 2.00) 62.00 (↑ 3.00) 56.00 (↑ 2.00) 63.00 (↓ 1.00)
LLAMA3.1-70B w/ CoT 68.00 (↑ 2.00) 47.00 (↓ 3.00) 65.00 (↓ 1.00) 62.00 (↓ 1.00) 65.00 (↑ 3.00)

GEMMA2-9B w/ CoT 60.00 (0.00) 49.00 (↓ 2.00) 64.00 (↑ 4.00) 61.00 (↑ 3.00) 52.00 (↓ 1.00)
GEMMA2-27B w/ CoT 61.00 (↑ 3.00) 51.00 (↑ 1.00) 64.00 (0.00) 57.00 (↑ 3.00) 53.00 (↓ 2.00)

QWEN1.5-72B w/ CoT 63.00 (0.00) 51.00 (↓ 1.00) 63.00 (↓ 3.00) 59.00 (↑ 2.00) 60.00 (↓ 3.00)
QWEN2-72B w/ CoT 62.00 (↑ 2.00) 52.00 (↑ 2.00) 64.00 (↑ 2.00) 60.00 (↑ 1.00) 61.00 (↑ 2.00)

Table 4: Accuracy scores after applying CoT, with parentheses indicating the change in scores (compared to the
non-CoT scores in Table 1). Dark green indicates an increase in accuracy, red denotes a decline, and black means
no change. All other experimental settings remain consistent with those in Table 1.
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......
The sentence begins with "exploring value choices is a worthwhile topic for a film", which suggests a 
positive sentiment towards the idea of exploring this topic. The use of the word "worthwhile" 
indicates that the author sees value in the exploration, which is a positive expression.
However, the latter part of the sentence, "but here the choices are as c and a as kerrigan's platinum-
blonde hair", introduces a contrast with the word "but", which often indicates a shift in sentiment. The 
comparison made here is somewhat ambiguous and could imply a negative connotation depending on 
the context of "c" and "a". Without additional context, it's difficult to ascertain whether this 
comparison is meant to be derogatory or simply neutral.
......
Thus, the sentiment can be interpreted as positive.

CoT

The sentiment expressed in the sentence is negative. The use of the phrase "the choices are as contrived and 
artificial" implies a criticism regarding the lack of authenticity or depth in the choices mentioned. Therefore, 
the answer is negative.

CoTInput Text

Input Text

Figure 4: An example where Chain of Thought (CoT) reasoning is used during GPT-4 inference, yet the text with
some vertically input words is misclassified.

5 Potential Mitigation Methods366

5.1 Failure of CoT367

In the above experiments, we have the LLMs di-368

rectly output classification results for two types of369

text inputs. This method somewhat bypasses the370

model’s reasoning process, which may result in371

inaccuracies. To address this, we consider using372

a Chain of Thought (CoT) approach (Wei et al.,373

2023) to determine if prompting the model to out-374

put reasoning steps can mitigate its vulnerability375

to vertically formatted text inputs. We incorporate376

"Think step by step" into the prompt to encourage377

the LLMs to provide a step-by-step reasoning pro-378

cess, aiming to help the model better understand379

the intricacies of vertically formatted text inputs.380

However, the experimental results in Table 4381

show that even with the use of the CoT, the LLMs382

still fail to recognize that some words are input in383

a vertical format, despite generating a correspond-384

ing reasoning process. We can observe that after385

using CoT with LLMs on different classification 386

tasks, the classification accuracy either increases or 387

decreases compared to not using it, which differs 388

significantly from our expectations. Even when 389

there is an improvement, the increase in accuracy 390

is minimal, generally less than or equal to 3 per- 391

centage points. On the Rotten Tomatoes dataset, 392

although the two models from the LLAMA3 series 393

show a noticeable improvement of around 10 per- 394

centage points after using CoT, their final classifi- 395

cation accuracy remains extremely low, only about 396

55%. Unexpectedly, powerful models like GPT- 397

3.5 and GPT-4 show reduced accuracy across four 398

datasets despite using CoT. 399

Figure 4 illustrates an instance where the power- 400

ful GPT-4 model produces an incorrect answer de- 401

spite utilizing the CoT method for reasoning. The 402

model fails to associate the vertically formatted 403

characters of each word, leading to guesswork and 404

uncertainty, which results in the incorrect answer. 405

In summary, comparing the accuracy between 406
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Figure 5: Comparison of accuracy scores between three-shot learning and three other methods.

GPT-4 Few-Shot Generation
To determine the sentiment of the sentence, let’s first
reconstruct it by identifying the vertically inputted
words:
1."overburdened" (o, v, e, r, b, u, r, d, e, n, e, d)
2."complicated" (c, o, m, p, l, i, c, a, t, e, d)
3."banal" (b, a, n, a, l)
Reconstructing the vertical part of the sentence: "over-
burdened with complicated plotting and banal dia-
logue".
Now, let’s analyze the sentiment of the reconstructed
sentence:
(1) "overburdened" suggests something is excessively
loaded or stressed. (2) "complicated" implies some-
thing is overly complex. (3) "banal" means something
is unoriginal or boring.
Therefore, the overall sentiment is negative. ✓

Figure 6: An example of few-shot learning output from
the GPT-4 model, in which the model identifies vertical
words to arrive at the correct answer.

the two types of inferences reveals no significant407

difference. This suggests that the chain of thought408

does not help the model reduce the interference409

caused by vertically formatted text inputs.410

5.2 Effective Few-Shot Learning411

Our findings indicate that employing CoT does not412

effectively help LLMs identify words presented in413

vertical format, resulting in incorrect answers. We414

believe this limitation stems from the LLM’s lack415

of awareness regarding such text formats.416

To address this, we propose using a few-shot417

learning approach to enhance the model’s ability418

to recognize and respond to these special inputs.419

For each example, we meticulously construct a420

detailed analysis to facilitate the model’s learning421

of relevant knowledge and assist in reconstructing422

the original sentence.423

We employ a three-shot learning approach, se- 424

lecting four models from the GPT series for testing 425

and validation across two datasets. As shown in 426

Figure 5, the experimental results indicate a sig- 427

nificant improvement in the model’s accuracy af- 428

ter applying the three-shot learning method, espe- 429

cially with the GPT-4 and GPT-4O models, which 430

achieve prediction accuracy comparable to that of 431

the original normal input text. This underscores 432

the strong understanding and reasoning capabilities 433

of these models. While the performance of GPT- 434

3.5 and GPT-4O-MINI is lower than that of the 435

first two models, they still demonstrate a notewor- 436

thy increase in accuracy. In Figure 6, the GPT-4 437

model, using a three-shot learning method, accu- 438

rately detects and reconstructs vertically formatted 439

words from the input, generating correct classifica- 440

tion outputs. This highlights the model’s enhanced 441

performance with few-shot learning, particularly 442

when compared to the CoT output in Figure 4. 443

6 Cause Analysis 444

6.1 Disordered Tokens 445

Due to the natural left-to-right and top-to-bottom 446

writing order of text, the tokenizer used by LLMs 447

encodes input text in this sequence. For instance, 448

the tokenizer for the LLAMA3.1-8B model repre- 449

sents the word "vertical" as a single token when 450

input horizontally. However, when input vertically, 451

it converts into a token sequence of length 15 due 452

to the spaces and line breaks. This causes the LLM 453

to lose its understanding of the complete word. 454

6.2 Lost Attention 455

The most important part of LLMs is the attention 456

matrix, which shows the degree of association be- 457

tween tokens within the model. We analyze the 458

fundamental reason for the decrease in text classi- 459

fication ability of LLMs caused by vertical input 460
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Figure 7: An example of comparing the attention weights of each token towards the "negative" token before and
after vertical input of the word. The red highlights indicate the vertical word and its constituent tokens.

0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014
Attention Weight

You

are

a

talented

idiot

who

never

fails

to

surprise

me

To
ke

ns

(a) Original

0.000 0.002 0.004 0.006 0.008 0.010
Attention Weight

You
are

a
talented

i
d
o
t

who
never

fails
to

surprise
me

To
ke

ns

(b) Vertical

Figure 8: An example of comparing the attention weights of each token towards the "toxic" token before and after
vertical input of the word. The red highlights indicate the vertical word and its constituent tokens.

text by plotting the changes in attention weights461

for corresponding words in the attention matrices462

of the LLAMA3.1-8B model, both before and after463

some words are input in a vertical format.464

In Figure 7, we use text from sentiment classi-465

fication as an example, the original text is “He ap-466

pears miserable throughout as he swaggers through467

his scenes”. We observe that when words are in-468

put into the large language model in a horizontal469

format, the model assigns strong attention weights470

to the word "miserable", which signifies a negative471

sentiment, in relation to "negative". This indicates472

that the model recognizes "miserable" as convey-473

ing a negative emotion. However, when the word474

"miserable" is split and input in a vertical format,475

its components fail to establish a strong connec-476

tion with "negative", ultimately leading to incorrect477

classification predictions by the model.478

Similarly, in Figure 8, the original toxic text is479

"You are a talented idiot who never fails to surprise480

me", when we input the harmful word "idiot" nor-481

mally, the large language model connects "toxic"482

with "idiot" and classifies the text as harmful. How-483

ever, when we input "idiot" in a vertical format,484

the model loses its ability to establish a strong con-485

nection between "toxic" and the new tokens ("i",486

"d", "o" and "t") that make up "idiot", leading it to 487

conclude that the input is not harmful. 488

In summary, the tokenization conventions of 489

LLMs and the lack of relevant pre-training data 490

have impaired their ability to understand vertical 491

text. In contrast, people can easily comprehend 492

words presented in a vertical format. Consequently, 493

the cognitive disparity between humans and LLMs 494

leads to the models’ vulnerability to vertical text in- 495

put, which could pose potential threats that humans 496

might exploit. 497

7 Conclusion 498

In this paper, we validate the vulnerability of mod- 499

ern LLMs to vertically formatted inputs, testing 500

various mainstream models to reveal defects and 501

flaws specific to this input type, which could pose 502

real-world threats. Moreover, we find that CoT 503

reasoning does not aid LLMs in resolving this is- 504

sue, while few-shot learning with provided analysis 505

could help mitigate it. We also note that this limita- 506

tion arises from the nature of their pre-training data 507

and tokenization mechanisms. In the future, we 508

aim to explore more effective strategies for address- 509

ing this issue in LLMs through either pre-training 510

or fine-tuning. 511
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Limitations512

While we investigate the vulnerability of LLMs513

to vertically formatted input, this paper has sev-514

eral limitations: (i) While our findings suggest that515

few-shot learning does help mitigate this vulnera-516

bility, it necessitates the design of demonstrations517

for each specific task. We do not explore the po-518

tential of fine-tuning LLMs to address this issue519

due to limitations in available datasets and GPU re-520

sources. Future research could investigate whether521

fine-tuning techniques could improve model robust-522

ness against vertically formatted input. (ii) We do523

not assess the impact of vertically formatted in-524

put on text generation tasks. Future studies could525

investigate this aspect to evaluate any potential neg-526

ative effects of such formatting on the generation527

performance of LLMs.528

Ethics Statement529

Ethical considerations are of utmost importance in530

our research endeavors. In this paper, we strictly531

adhere to ethical principles by exclusively utilizing532

open-source datasets and employing various mod-533

els that are either open-source or widely recognized534

in the scientific community. Our findings highlight535

the text format vulnerabilities in large language536

models. We are committed to upholding ethical537

standards throughout the research process, priori-538

tizing transparency, and promoting the responsible539

use of technology for the betterment of society. Ad-540

ditionally, we include a toxic example to highlight541

the potential severity of these vulnerabilities To542

minimize negative impacts, we explore and pro-543

vide a method for mitigation.544
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A Large Language Models731

• GPT-3.5: A robust large language model de-732

veloped by OpenAI, capable of generating733

text based on instructions, and highly effec-734

tive across diverse natural language process-735

ing tasks.736

• GPT-4: An advanced multi-modal language737

model from OpenAI that accepts both image738

and text inputs for text generation, achieving739

near-human performance on various bench-740

marks.741

• GPT-4O-MINI: A cost-efficient multimodal742

model, released by OpenAI on July 18, 2024,743

is a distilled version of GPT-4O, offering744

low latency and cost while supporting a wide745

range of tasks.746

• GPT-4O: OpenAI’s latest multimodal AI747

model, offering enhanced reasoning, gener-748

ation, and understanding capabilities across749

text, image, and speech with faster and more750

efficient responses.751

• LLAMA: Meta’s open-weight AI models, de-752

signed for improved efficiency, reasoning, and753

multilingual capabilities, offering enhanced754

performance for various AI applications.755

• GEMMA2: The next-generation open-source756

model from Google, released on June 27,757

2024, as an improved version of GEMMA,758

available in 2B, 9B, and 27B parameter con-759

figurations.760

• QWEN: The series of models developed by761

Alibaba are powerful open-source AI models762

with strong multilingual understanding, con-763

taining different versions with varying param-764

eters.765

B Implementation Details766

For the GPT series models, we utilize the OpenAI767

API2 for model invocation. During the word selec-768

tion phase, we set top_p to 1.0 and temperature to769

0.0 to ensure consistent word selection. In the text770

classification phase, we adjust top_p to 0.95 and771

keep temperature at 0.0 to maintain the reliability772

of the model’s output.773

For other open-source LLMs, we use either Hug-774

ging Face weights or the official API for model775

2https://openai.com/
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Figure 9: The accuracy comparison of two open-source
LLMs after applying the three-shot learning method to
interpret text input. The x-axis represents the model
names and experimental datasets.

inference, applying the same parameter settings as 776

above. 777

For each dataset, we randomly select 100 test 778

samples for experimentation. To ensure fairness, 779

the number of samples for each label is evenly 780

distributed in the selected test data, particularly for 781

unbalanced datasets. 782

C Few-Shot with Open-Source LLMs 783

To further evaluate the effectiveness of the few- 784

shot learning method in improving LLMs’ ability 785

to reconstruct vertical input content, we conduct ex- 786

periments on two well-known open-source LLMs 787

using two experimental datasets. The results are 788

presented in Figure 9. 789

Our findings show that applying three-shot 790

learning significantly enhances model accuracy. 791

GEMMA2-9B achieves an improvement of approx- 792

imately 19 percentage points across both datasets, 793

while LLAMA3.1-8B gains around 15 percentage 794

points. Although these improvements are smaller 795

than those observed in the GPT models shown 796

in Figure 5, they still represent substantial gains, 797

considering the base models’ initial reasoning and 798

natural language capabilities. 799

D Does Explicit Prompt Work? 800

In real-world scenarios, natural system prompts 801

do not explicitly instruct large language models to 802

recognize and reconstruct vertical content in the 803

input before generating the final output. To address 804

this, we aim to examine how explicitly instructing 805

the model to consider vertical content impacts its 806

output. 807

In this section, we conduct an experiment by 808

informing LLMs of the presence of vertical content 809
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Figure 10: The accuracy comparison of two GPT mod-
els under three different prompt settings, with the accu-
racy after using an explicit prompt shown in green. The
x-axis represents the model names and experimental
datasets.

Explicit Prompt

I want you to determine whether the sentiment
of a sentence is positive or negative. How-
ever, some of the words in the sentence are
inputted vertically into the model. I expect
you to identify these words, reconstruct the
original sentence, and provide the correct sen-
timent classification.

Figure 11: An example of an explicit instruction prompt
for the sentiment classification task with vertical words
input.

in the input. Figure 11 shows an example of an810

explicit instruction for the sentiment classification811

task.812

We conduct the experiment using two GPT mod-813

els: GPT-3.5 and GPT-4. We compare the perfor-814

mance of explicit prompts with naive and few-shot815

prompts to investigate the actual impact of explicit816

prompts in helping LLMs recognize vertical input.817

The results are shown in Figure 10.818

The findings indicate that although explicit819

prompts help LLMs mitigate the negative impact820

caused by vertical input to some extent, the im-821

provement is quite small compared to the few-shot822

prompt. On the SST-2 dataset, GPT-3.5 improves823

its accuracy score by only 2 percentage points with824

an explicit prompt, whereas it gains 15 percentage825

points with a few-shot prompt. Similarly, for the826

GPT-4 model on the Rotten Tomatoes dataset, the827

improvement is only 8 percentage points with an828

explicit prompt, compared to 26 with a few-shot829

prompt.830

On the one hand, although explicit prompts im-831

prove model accuracy, the improvements are not832

Type of Experiment Dataset Accuracy(%)

Original

SST-2 96.67

QNLI 92.00

Rotten Tomatoes 97.33

Jigsaw Toxicity 95.00

Vertical

SST-2 96.33

QNLI 92.00

Rotten Tomatoes 97.33

Jigsaw Toxicity 95.33

Table 5: The average accuracy of three human evalua-
tions across four datasets, comparing results before and
after vertical word input.

substantial. On the other hand, this type of prompt 833

is not widely applicable to real-world scenarios, as 834

LLMs are exposed to numerous attacks and vulner- 835

abilities. 836

E Human vs. LLMs 837

To better understand the vulnerabilities of LLMs 838

to vertical input compared to the human brain, we 839

recruit three graduate-level students who are na- 840

tive English speakers to conduct experiments on 841

four different datasets. Each student is presented 842

with choices and required to select one, repeating 843

this process twice—once before and once after the 844

vertical input. Each time, the texts are shuffled to 845

prevent memorization. 846

The experimental results of human classification 847

are presented in Table 5, with accuracy computed 848

as the average performance of the three students 849

for each task. The results indicate that vertical 850

input poses no challenge to human cognition, as 851

evidenced by a minimal accuracy difference of just 852

0.33% across the two datasets — likely due to nor- 853

mal randomness rather than the input format. This 854

demonstrates that while vertical input is easily com- 855

prehensible for humans, it remains a difficult prob- 856

lem for current LLMs, highlighting both the poten- 857

tial risks associated with relevant applications and 858

the gap in format understanding between humans 859

and LLMs. 860
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