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Abstract

Dataset distillation has emerged as an effective
strategy, significantly reducing training costs and
facilitating more efficient model deployment. Re-
cent advances have leveraged generative mod-
els to distill datasets by capturing the underly-
ing data distribution. Unfortunately, existing
methods require model fine-tuning with distil-
lation losses to encourage diversity and repre-
sentativeness. However, these methods do not
guarantee sample diversity, limiting their perfor-
mance. We propose a mode-guided diffusion
model leveraging a pre-trained diffusion model
without the need to fine-tune with distillation
losses. Our approach addresses dataset diver-
sity in three stages: Mode Discovery to iden-
tify distinct data modes, Mode Guidance to en-
hance intra-class diversity, and Stop Guidance to
mitigate artifacts in synthetic samples that affect
performance. Our approach outperforms state-
of-the-art methods, achieving accuracy gains of
4.4%, 2.9%, 1.6%, and 1.6% on ImageNette,
ImageIDC, ImageNet-100, and ImageNet-1K,
respectively. Our method eliminates the need
for fine-tuning diffusion models with distilla-
tion losses, significantly reducing computational
costs. Our code is available on the project
webpage: https://jachansantiago.github.io/mode-
guided-distillation/

1. Introduction

The rapid advancements in machine learning are marked by
a trend towards increasingly large datasets and models to
achieve state-of-the-art performance. However, this trend
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Figure 1. Optimization-based Dataset Distillation: Optimizes
the distilled dataset to match the statistics of gradient/features of
the Original Dataset. Generative Dataset Distillation: First, it
learns the dataset distribution of the original dataset and then sam-
ple a dataset that approximates the original dataset distribution.

presents significant challenges for researchers constrained
by limited computation and storage resources. In response,
the research community started to focus on developing tech-
niques to address these limitations. While model pruning
(Liu et al., 2017; He et al., 2019; Ding et al., 2019; Sharma
& Foroosh, 2022) and quantization (Wu et al., 2016; Chen
etal., 2021; Chauhan et al., 2023; Xu et al., 2023) have been
introduced to improve model efficiency, core set selection
and dataset distillation (Wang et al., 2018; Liu et al., 2022)
have emerged as prominent techniques for reducing the size
of training datasets to accelerate model training.

The process of reducing the training dataset involves remov-
ing redundant information while retaining essential data.
Core set selection (Welling, 2009; Chen et al., 2010; Rebuffi
et al., 2017; Castro et al., 2018) based approaches were
initially introduced for building condensed datasets, which
involves selecting a few prototypical examples from the
original dataset to build the smaller dataset. However, these
approaches are limited to choosing the samples from the
original dataset, which considerably restricts the expressive-
ness of the condensed dataset. The task of dataset distillation
is to distill information from a large training dataset into
a smaller dataset with few synthetic samples such that a
model trained on the smaller dataset achieves performance
comparable to the model trained on the original dataset.

Optimization-based dataset distillation methods follow the
data matching framework (Cazenavette et al., 2022; 2023;
Zhao & Bilen, 2023), where the distilled dataset is updated
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to mimic the influence of the original dataset when train-
ing (see the top of Fig. 1). These methods minimize the
distribution gap between the original and distilled datasets
by considering different aspects, such as model parame-
ters, long-range training trajectories, or feature distribution.
However, these methods are far from optimal, as they need
to repeat the execution of their method to synthesize dis-
tilled datasets of different sizes. In addition, they tend to
generate out-of-distribution samples.

To address these challenges, generative dataset distillation
methods (Wang et al., 2023; Zhang et al., 2023; Su et al.,
2024) propose storing the knowledge of the dataset into the
parameters of a generative model instead of directly con-
densing it into a smaller synthetic set (see the bottom of Fig.
1). Once trained, the same generative model can generate
synthetic datasets of varied sizes. This typically, is achieved
by training the generative model with representative and
diversity losses.

Among the generative models, diffusion models (Ho et al.,
2020) are known for their impressive capabilities in image
synthesis. These models achieve perceptual quality compa-
rable to GANs while offering higher distribution coverage,
as evidenced by (Dhariwal & Nichol, 2021b). However,
they tend to concentrate on denser regions (modes) of the
data distribution, resulting in a synthetic dataset that, while
representative, often lacks the full diversity of the original
data (Gu et al., 2024) (refer to Fig. 2a). Previous works
(Gu et al., 2024) address this by explicitly fine-tuning the
model with representative and diversity losses to generate
representative and diverse samples. With this fine-tuning,
the samples are more likely to be generated from different
modes of a class (See Fig. 2b). However, this approach
requires additional training, which can be computationally
expensive and limit its practicality in resource-constrained
settings.

We propose a novel approach that extracts diverse and repre-
sentative samples from a pre-trained diffusion model trained
on the target dataset, without additional training or fine-
tuning. Our method first estimates prevalent data modes
in the Mode Discovery stage. Then, diversity is ensured
by guiding each sample to a different mode with Mode
Guidance. However, guiding samples to modes may re-
duce quality, so we introduce Stop Guidance to preserve
synthetic data quality (see Fig. 2c). In summary, the key
contributions are:

* A novel dataset distillation approach leveraging a pre-
trained diffusion model without retraining or fine-tuning.

* Improved diversity and representativeness compared to
previous diffusion-based methods.

» Matching or surpassing state-of-the-art results on multiple
benchmarks while reducing computational cost.

2. Related Work

Dataset distillation has received increased interest in recent
years due to its applications in continual learning (Zhao
et al., 2021; Zhao & Bilen, 2021; 2023), privacy-preserving
datasets (Li et al., 2020; Sucholutsky & Schonlau, 2021),
neural architecture search (Zhao et al., 2021; Zhao & Bilen,
2021), and model explainability (Loo et al., 2022). Prior
works have explored the problem of dataset distillation and
shown how challenging it is to encapsulate datasets in a
limited set of examples. Initially, this task was approached
using non-generative models, then with generative priors,
and more recently with generative models and with decou-
pled dataset distillation. Below, we discuss works belonging
to these categories in detail.

Non-generative Dataset Distillation Methods. Dataset dis-
tillation condenses information from a large dataset into a
smaller one with synthetic images, enabling model training
on the smaller dataset with performance comparable to the
full dataset. Initially, Zhao et al. (2021) proposed gradient
matching to align the model’s gradient trained on synthetic
data with that on the original dataset. However, this bi-level
optimization approach was time-consuming and unscalable.
Further advances included feature matching (Zhao & Bilen,
2023), which improved efficiency by removing dependence
on bi-level optimization. Later, Cazenavette et al. (2022)
proposed long-range matching by matching training trajec-
tories (MTT), optimizing network parameters over multiple
training iterations to better synthesize relevant features for
updates.

Dataset Distillation with Generative Priors. Recent ad-
vancements have introduced generative priors into the op-
timization process. GAN-IT (Zhao & Bilen, 2022) shifted
the focus from the pixel space to latent codes of pre-trained
GAN:Ss, optimizing these codes rather than working directly
in image space. GLaD (Cazenavette et al., 2023) built on
this by incorporating generative priors with StyleGAN for
high-resolution datasets, yielding images that more closely
match the dataset distribution and improve performance.
H-GLaD (Zhong et al., 2024) further enhanced this by fo-
cusing on deeper feature layers for hierarchical optimization.
Additionally, LD3M (Moser et al., 2024) utilized a latent
diffusion model to optimize synthetic datasets directly in
the model’s latent space, improving performance by refin-
ing latent codes through the denoising and diffusion pro-
cesses. Despite their success on small-resolution datasets,
these methods struggle with high-resolution datasets (e.g.,
256 x 256, 20 images per class), often being computation-
ally expensive and less efficient, leading to the emergence of
more effective distillation methods from generative models.

Generative Dataset Distillation Methods. Recent works
(Zhang et al., 2023; Gu et al., 2024; Su et al., 2024) have
explored dataset distillation via generative models, moving
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Figure 2. Overview of the gradient field (score function) during the denoising process in latent diffusion for a specific class c. The
original data distribution, marked by blue dots, shows denser regions (orange shadow) in the gradient field. To generate an image X,
noise z7* ~ N(0,I) is sampled. In (a), a pre-trained diffusion model demonstrates imbalanced mode likelihood, leading to limited
sample diversity and repeated modes. (b) shows MinMax Diffusion, which fine-tunes the model to enhance diversity by balancing mode
likelihoods, but still faces redundancies based on initial noise conditions. (c), the proposed method introduces mode guidance in the
denoising process (green and red traces), directing samples towards distinct modes (stars). After k steps of guidance, it transitions to
unguided denoising (black trace), achieving high diversity and consistency without the need for fine-tuning.

beyond using generative priors merely to optimize latent
codes. Instead, generative dataset distillation trains models
to synthesize entire distilled datasets. Zhang et al. (2023)
introduced a class-conditional GAN with a learnable code-
book per image, optimized using multiple losses for realism,
representativeness, and diversity. Gu et al. (2024) extended
this to diffusion models by fine-tuning a pretrained model
with representative and diversity losses. Su et al. (2024)
proposed D* M, which uses Stable Diffusion and replaces
random noise with noisy modes during sampling; however,
early denoising noise often leads to limited diversity and rep-
resentativeness. While prior methods rely on complex loss
designs and additional training, we propose a training-free
approach that achieves both representativeness and diversity
without such overhead.

Decoupled Dataset Distillation. Recent advances in dataset
distillation have introduced decoupled formulations that
scale to ImageNet. Yin et al. (2023) proposed SRe?L, a
Squeeze-Recover-Relabel framework that: (1) squeezes
dataset statistics into a model through training, (2) recovers
information by optimizing synthetic data to match batch-
norm statistics, and (3) boosts performance via soft labels
from a pretrained model. Extending this, Shao et al. (2024a)
introduced G-VBSM, applying statistical matching to con-
volutional layers with multi-backbone support, achieving
state-of-the-art results from CIFAR-100 to ImageNet-1K.
To improve sample fidelity, Sun et al. (2024) proposed a fast,

diversity-driven method, distilling ImageNet-1K into 10 im-
ages per class within minutes. Shao et al. (2024b) further
explored the design space, introducing soft category-aware
matching and optimization strategies such as small batches
and adaptive learning rates. In contrast to methods that
use discriminative models and image optimization—often
producing artifacts and poorly aligned samples—we train
a generative model to encode the data distribution and re-
cover samples via guided sampling, yielding results more
consistent with the original dataset.

3. Preliminaries

Dataset Distillation: Given a large-scale dataset with
the training set 7 = {(X;,v;)}7, the goal of dataset
distillation is to build a smaller synthetic dataset S =
{( X5, %) zN:Sp where Ng << Ny and X;, X; are the origi-
nal and synthetic images with the corresponding class labels
Yi, Y;. In addition, the model ¢+ trained on the original
training set should achieve similar test performance as the
model ¢g trained on the smaller synthetic dataset; i.e. if
A is the accuracy of a model on the test set (7;), then
A(¢1) ~ A(gs). During the evaluation, the size of the
distilled dataset Ng, is set based on the distillation budget,
denoted by IPC, the number of images allocated per class.

Our approach builds on the foundations of prior generative
models, such as Gu et al. (2024); Su et al. (2024); Zhang
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et al. (2023), which address dataset distillation by approx-
imating the dataset distribution through sampling diverse
and representative instances. This line of work can be char-
acterized as dataset distillation through dataset matching.
Where the objective of the data distillation is defined as

|Esnpm) (67 (x), )] — Evnpp) [Uds(z),y)]]]| < €

where P(D) denotes the real data distribution, and ¢ is a
loss function. Note that this formulation is similar to the
coreset methods. However, the use of generative models
is more flexible because it’s not limited to only choosing
original samples.

Diffusion Model: The denoising probabilistic diffusion
model (DDPM) is a generative model, G, that learns a
mapping between Gaussian noise and the data distribu-
tion through a series of T denoising steps. G assumes a
Markov chain that gradually adds noise to a sample x(
in the data distribution, which is called the forward pro-
cess. The forward process of G is defined as q(x¢|z;—1) =
N(v/1— Bixi—1, 1), where (3, is the variance schedule
for the time step t. In practice, this is done using the
reparametrization trick x; = \/axo + v/1 — &gy, where
e ~ N(0,I).

Image generation is done by the reverse process of G,
where €g is the noise prediction network, trained to re-
verse the Markov chain pg(x:—1|2:) = N(ue(xs), Zo(xt)),
where 6 corresponds to the parameters of the model and
o (xt), Yo () are the p and X predictions of the denoising
models. 19(x¢) is computed as follows:

1
po(wy) = ﬁ(ﬂﬁt -

where z ~ N (0, 1) and o is the variance schedule. g (¢, t)
is the output of the noise prediction network that is trained
to predict the added noise with the simple loss defined as

ﬁee(xt,t)) +oiz (1)

Lo = |leg(zs,t) — e | 2)

After training, G can generate samples by sampling from the
noise distribution and running the reverse process. In this
work, we use a class-conditioned diffusion model G., where
the output of the noise prediction network conditioned with
the class ¢, is denoted as eg(x¢, ¢, ¢).

Diffusion Guidance: The sampling process of DDPM is
equivalent to score-based generative models by interpret-
ing eg(z+,t) = —v/aV, logp(xt), where V, log p(z;) is
an estimation of the score function. For the case of class-
conditioned generation, by using Bayes’ rule the score func-
tion can be derived as:

Ve logp(xi|c) = Vi logp(x) + Vi logp(clzs),  (3)

where V;, log p(c|z;) is the gradient of the class-conditional
log-likelihood. It’s important to note that V, log p(c|x:)

represents the drift of the diffusion process towards the dis-
tribution of the class c. Dhariwal & Nichol (2021a) employ
a classifier to estimate the class-conditional log-likelihood
and used it as a guidance signal to direct the diffusion pro-
cess towards the desired class. Later, Ho & Salimans (2021)
suggested using a combination of unconditional generation
and conditional diffusion (eq. 4) to remove the dependency
on the classifier and demonstrated improved results and
called this classifier-free guidance. Classifier-free guidance
is defined as

€o(xy,t,c) = (1 —w) - eg(wy, t,c) —w - eg(ae, t), (4)

where the w is the guidance scale that controls how strong
the guidance is applied.

4. Method

We propose a method for generating diverse and representa-
tive class samples by harnessing a diffusion model trained
on the target dataset. The core idea is to sample from the
denser regions of the data distribution, known as modes,
during the reverse process. These modes correspond to clus-
ters of images with similar features and are representative
of the class. However, diffusion models often oversample
the most prominent modes, which creates redundancies in
the distilled dataset, especially when the number of domi-
nant modes for a class is smaller than the desired number of
images per class (IPC).

Our three-stage approach, shown in Fig. 3, eliminates the
need for fine-tuning while preserving mode diversity. In
the first stage, mode discovery, we estimate a diverse set
of modes for each class in the dataset. The second stage
leverages our proposed mode guidance to control the re-
verse process and enable sampling from the estimated mode
distribution. During sampling, the guidance is applied until
the stop guidance—the third stage—is triggered, ensuring
control over the quality of the generated samples.

4.1. Mode Discovery

In the mode discovery stage, the main objective is to iden-
tify the N modes of a specific class in the original dataset
distribution. This discovery is performed using the origi-
nal dataset in the latent space of the VAE encoder (V).
The motivation for this approach is that the generative space
captures the overall content of the image rather than discrim-
inative features, which can be limited to specific textures in
the image. Any clustering algorithm can be used to estimate
the modes for a particular class. In our experiments, we
use K-Means centroids, as they are shown to be effective in
our ablations with various mode discovery algorithms (see
Appendix Section D). Once the modes are identified, our
goal is to sample images from these estimated modes.
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Figure 3. Overview of the proposed method for distilled dataset synthesis using a diffusion model. Our approach consists of three key
stages: Mode Discovery, Mode Guidance, and Stop Guidance. (Left) In the Mode Discovery stage, we estimate the /N modes of the
original dataset within the generative space of the latent diffusion model. (Right) Given a mode mqrget and a class c, the Mode-Guided
Diffusion process directs the generation toward the specified mode m¢qrge:. This guidance is applied for ts:0p steps until the Stop
Guidance stage, after which unguided diffusion takes over. During sampling, mode guidance ensures that images from the desired mode
my, are generated using the pre-trained diffusion model. If no guidance is applied, the generation follows the unguided (grey) path, which

can lead to redundancies in the dataset.

4.2. Mode Guidance

At the image synthesis stage, our goal is to generate high-
quality images belonging to a specific class mode. Given
a class c and a set of discovered modes for that class de-
noted as M. = {my,...,my}, the mode guidance score
is computed for a particular mode m; using the following
equation:

gt = (m; — 2o"), ®)]
where 2" is the predicted denoised latent vector at timestep
t during the reverse process. We apply this guidance signal
at the z; timestep as follows:

é@(l’tvuc) :ge(xtvtvc)—’_)"gt * O, (6)

where A is a scalar that controls the strength of the guidance
signal.

To synthesize an image from a particular mode m;, in the
diffusion model G the mode guidance score is computed
at each iteration of the reverse process using Eq.6. This
score represents the direction from the predicted value to
the mode m,;. The guidance signal is then added to the noise

function at the appropriate time step in the diffusion process.

By adjusting the strength of the guidance signal, we can
regulate the impact of the mode on the generated image.

4.3. Stop Guidance

The reverse diffusion process can be divided into three dis-
tinct stages: the chaotic stage (first 20%), the semantic stage
(20% to 50%), and the refinement stage (final 50%) (Yu
et al., 2023). During the refinement stage, mode guidance
becomes unnecessary since its primary purpose is to guide
the synthetic image towards the mode in the high semantic
space. Our initial experiments revealed that maintaining
strong guidance towards a particular mode m; throughout
the full reverse process often compromises class fidelity
and introduces image artifacts (See Fig. 7b t;,, = 0). To
address these issues, we introduce the stop guidance mech-
anism, which involves setting the guidance parameter A to
zero in Equation 6 when the timestep ¢ falls below a timestep
tstop during the reverse process. In the Appendices A and J
we examine the effects of different stop guidance timesteps
(tstop) ON image generation quality.

5. Experiments

Datasets and evaluation. To assess our approach’s effec-
tiveness, we thoroughly examine the available benchmarks
for distilling high-resolution datasets (256 x 256). The
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Table 1. Comparison of performance between pre-trained diffusion models and state-of-the-art methods on ImageNet subsets, evaluated
using the hard-label protocol. Results are based on ResNet-10 with average pooling, with the best performance highlighted in bold.

Accuracy is used as the evaluation metric.

| Nette | IDC
IPC ‘ 10 20 50 ‘ 10 20 50
Random 5424116 63.5+05 76.1+1.1 | 48.1108 52.5+00 68.110.7
DM (Zhao & Bilen, 2023) 60.840.6 0606.5+1.1 762404 | 528405 585404 069.14038
MinMaxDiff (Gu et al., 2024) 62.040.2 66.840.4 76.6402 | 53.140.2 59.0+04 69.640.2
LDM (Rombach et al., 2022) 603436 62.0426 71.0+1.4 | 50.8412 55.1420 63.8+04
LDM-+ Disentangled Diffusion (D*M (Su et al., 2024)) | 59.1407 643405 702410 | 523423 555412 6274108
LDM+ MGD? (Ours) 619441 6534113 742409 | 532402 583417 672413
DiT (Peebles & Xie, 2023) 5914107 648112 733409 | 541104 589102 6431056
DiT+ Disentangled Diffusion (D*M (Su et al., 2024)) 604434 655412 738417 | Sl.lioa 580414 641425
DiT + MGD? (Ours) 664124 712,05 795113 | 559121 619109 72.1.0s
Nette (Text-to-Image) IDC (Text-to-Image) ImageNet1K (Text-to-Image) ImageNetlK
gof 1 StableDiffusion 8o} CJ StableDiffusion gof HEE D4M (Su et al., 2024) go| EEE SRe2L (Yin et al., 2023)
3 StableDiffusion + Ours _7414_ 3 StableDiffusion + Ours [ StableDiffusion =S RDED (Sun et al., 2024)
70 70 70} B3 StableDiffusion + Ours 70} ™= DiT (Peebles & Xie, 2023)
63.3 [ MinMax (Gu et al., 2024)
> 696 602 [ MGD3 (Ours) 602
O 60f 513 601 60| 60} 58.6,
E i 51.6 52.1 2.2 =2 P 52.9)
gso- 64 sof 485 = sof sof L s .
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Figure 4. Evaluation results across multiple datasets. (a—c) Accuracy of the Text-to-Image model using the soft-label protocol: (a) Nette
dataset, (b) IDC dataset, and (c) ImageNet-1K dataset. (d) ImageNet-1K classification accuracy of the DiT + MGD? model compared to
other state-of-the-art (SOTA) methods. All reported values are the mean accuracy over three runs.

datasets we evaluate include ImageNet-1K, ImageNet-100,
ImageNetIDC, ImageNette, and ImageNet-A to ImageNet-
E. Additionally, we include results from ImageWoof in the
Appendix E. We use two protocols for evaluation: a hard-
label protocol and a soft-label protocol.

The hard-label protocol generates a dataset with its corre-
sponding class labels, trains a network from scratch, and
evaluates the network on the original test set. This pro-
cess is repeated three times for target architectures, and the
accuracy mean and standard deviation are reported. Ran-
dom resize-crop and CutMix are applied as augmentation
techniques during the target network’s training. For more
detailed technical information about the protocol, please
refer to Gu et al. (2024). Similar to the existing literature,
we evaluate our model in various IPCs ranging from 10
to 100. This protocol was used to evaluate ImageNet-100,
ImageNette, and ImageNetIDC datasets.

In soft-label protocol, region-based soft-labels are generated
with a pre-trained network as proposed by Sun et al. (2024).
The region-based soft-labels y; ,,, are generated as follows:
Yiom = ¢7(x;m), where ¢ is the pretrained model and
2 m 1s the m-th crop of the ¢-th image. When training a

model ¢s on the distilled dataset the objective loss is £ =
=27 2m Yjm 108 ¢s(2j,m). For ImageNet-1k evaluation,
we follow this protocol. Similarly to Sun et al. (2024); Gu
et al. (2024), we use ResNet-18 as a teacher and student
network architecture for this setup.

Baselines. We compare several baselines to contextual-
ize the performance of our method. First, we include the
pre-trained DiT XL/2, which represents diffusion models
without mode guidance. Second, we evaluate MinMax dif-
fusion with DiT XL/2, where the model is fine-tuned to
encourage diversity and representativeness. Additionally,
for the ImageNette and IDC datasets, we incorporate a class-
conditioned Latent Diffusion Model (LDM) (Rombach et al.,
2022) trained on ImageNet-1k. This allows us to compare
the U-Net architecture (used in LDM) with the Transformer-
based DiT architecture within the diffusion framework. In
our experiments, both DiT and LDM by default use the
DDPM sampler. Lastly, to enable a fair comparison with
D*M (Su et al., 2024) under our hard label protocol, we
apply its disentangled diffusion stage without incorporat-
ing the soft labels used in their Training Time Matching
procedure on ImageNette and IDC datasets.
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Table 2. Performance comparison on ImageNet-100. The best results are marked as bold.

| 10 (0.8%) | 20 (1.6%)

| ConvNet-6 ResNetAP-10 ResNet-18 | ConvNet-6 ResNetAP-10 ResNet-18
Random 17.0:|:0.3 19.1:‘:0.4 17.510.5 24.8:‘:0.2 26.7:|:0.5 25.5:|:0.3
Herding (Welling, 2009) 17.2:|:0'3 19.8:‘:0.3 16.110‘2 24.3:‘:0.4 27.6:|:0'1 24.7:|:0.1
IDC-1 (Kim et al., 2022) 2434 0.5 257401 251402 | 28840.3 2994 0.2 30.240.2
MinMaxDiff (Gu et al., 2024) | 22340 5 24.84 0.2 22540.3 | 29340.4 323401 312401
MGD3 (Olll‘S) 23.4:|:0.9 25.8:;:0.5 23.6:|:0.4 30.6:|:0.4 33.9:|:1'1 32.6:|:0.4
Full | 799+40.4 80.34+0.2 81.840.7 | 799+0.4 80.340.2 81.840.7

Text-to-Image Diffusion Model. Our method is adaptable
to various diffusion models, with optimal performance ob-
served when the model is pre-trained on the target dataset.
To assess the generalizability of our approach, we test it
on a general-purpose diffusion model, specifically a text-to-
image diffusion model. This evaluation poses challenges
due to the potential mismatch between the model’s training
data and the target dataset. For this setup, the baseline is
Text-to-Image Stable Diffusion model without mode guid-
ance, allowing us to demonstrate the impact of integrating
mode guidance in the generated dataset. For sampling, we
use the class names as a text prompt.

Implementation details. Our pre-trained model G is DiT-
XL/2 trained on ImageNet, and the image size is 256 x 256.
We use the sampling strategy described in Peebles & Xie
(2023), which uses 50 sampling steps using classifier-free
guidance with a guidance scale of 4.0. For Mode Guid-
ance, we set A to 0.1, and in our experiments, we use stop
guidance t,;,, = 25. We use K-means to perform mode
discovery; we set k = I PC. We use a single NVIDIA RTX
A5000 GPU with 24GB VRAM to run our experiments.

5.1. Comparison with state-of-the-art methods

We compare our method with current SOTA methods on
various image datasets and architectures. Our method sig-
nificantly outperforms previous approaches across various
benchmark datasets and target architectures.

ImageNette and ImageIDC. On the ImageNette dataset,
our method using DiT achieves notable performance gains
of 4.4%, 4.4%, and 2.9% for IPC values of 10, 20, and 50,
respectively, surpassing previous state-of-the-art (SOTA)
methods (see Tab. 1). Similarly, on the ImageIDC dataset,
our method demonstrates improvements of 2.8%, 2.9%, and
2.5% for IPC 10, 20, and 50, respectively, outperforming
prior SOTA results. Tab. 1 highlights that our approach
consistently enhances the performance of DiT and LDM.
Furthermore, in the Text-to-Image evaluation mode, our
method with guidance surpasses Stable Diffusion on both
datasets, as illustrated in Fig. 4a and 4b.

ImageNet-100 and ImageNet-1K. Tab. 2 shows compari-
son to SOTA in ImageNet-100 in IPC 10 and 20 in various
target architectures. Our method surpasses the previous
SOTA by 1.3%, 1.6%, and 1.4% in IPC 20 for various tar-
get architectures. It also outperformes the MinMax diffusion
approach in IPC 10 and achieves the best performance with
the ResNetAP-10 target architecture while delivering the
second-best results for ConvNet-6 and ResNet-18 architec-
tures. It is important to note that our method is substantially
more computationally efficient compared to IDC and Min-
Max (see Computational Cost below). We also compare
our method with SOTA in ImageNet-1K on the soft-label
protocol on IPC 10 and 50 in Fig. 4d. Our method achieves
SOTA outperforming previous SOTA by 1.3% and 1.6%.
While using a Text-to-Image diffusion in ImageNet-1k, our
method shows an improvement of 3.4% and 2.3% in IPC
10 and IPC 50 over Stable Diffusion as shown in Fig. 4c.

Performance on Larger Models. To evaluate the scal-
ability of our approach, we assess its performance on
larger backbone architectures—ResNet-50 and ResNet-
101—under the IPC50 setting on ImageNet-1k. Table 3
compares our method against several existing approaches
across ResNet-18, ResNet-50, and ResNet-101. Our method
consistently outperforms prior work on both larger back-
bones, demonstrating strong generalization to high-capacity
models. Notably, while ResNet-18 achieves 69.8% accuracy
when trained on the full dataset, our method achieves 86%
accuracy using only 3.9% of the data, highlighting both its
data efficiency and strong relative performance.

Computational Cost. Our method achieves state-of-the-art
performance on all datasets, except ImageNet-100, where
the best-performing method, IDC-1 (Kim et al., 2022), has
slightly better results than ours but with much higher compu-
tational cost. For example, MinMax (Gu et al., 2024) took
10 hours to produce a distilled dataset for ImageNet-100
with IPC-10, while IDC-1 (Kim et al., 2022) took over 100
hours for the same. The optimization strategy proposed in
IDC-1 (Kim et al., 2022) can not scale up to the ImageNet-
1K, and MinMax diffusion requires expensive fine-tuning
of the diffusion model, especially for larger datasets like



Mode-Guided Dataset Distillation using Diffusion Models

Table 3. Comparison of top-1 accuracy across different methods
and backbone architectures (ResNet-18, ResNet-50, ResNet-101)
under the IPC50 setting on ImageNet. A dash (-) indicates that the
result was not reported.

Method ResNet-18  ResNet-50  ResNet-101
Full Dataset 69.8 80.9 81.9

SRZL (Yin et al., 2023) 46.8+0.2 556+0.3 60.8+0.5
G-VBSM (Shao et al., 2024a) 51.8+0.4 58.7+0.3 61.0+0.4
RDED (Sun et al., 2024) 56.5+0.1 - 61.2+0.4
EDC (Shao et al., 2024b) 58.0+0.2 64.3+0.2 64.9+0.2
D*M (Su et al., 2024) 55.2+0.1 624+0.1 63.44+0.1
Ours 602+0.1 646+04 67.7+04

Table 4. Comparison of our method with generative prior methods
on ImageNet subsets A to E with IPC-10.

Distil Method ImNet-A | ImNet-B | ImNet-C | ImNet-D | ImNet-E

ek e e | e |
Pixel 523407 | 451483 | 40.1476 | 361104 | 38.140.4
DC GLaD 530414 | 501406 | 48.941.1 | 389410 | 384407
H-GLaD 541412 | 52.041.1 | 495408 | 398407 | 40.140.7
LM3D 552410 | S51.841.4 | 499413 | 395410 | 39.0413
Pixel 444105 | 526404 | 506405 | 47.5407 | 354404
DM GLaD 528410 | 51.3406 | 49.74+04 | 364104 | 38.610.7
H-GLaD 551405 | 54.2405 | 50.840.4 | 376406 | 399407
LM3D 57.041.3 | 523411 | 482449 | 395415 | 394415

\ \

MGD? (Ours) | 63.4.05 | 663111 | 586115 | 468405 | 511110

ImageNet-1k. In contrast, we use pre-trained diffusion mod-
els to create a distilled dataset with no additional computa-
tional cost for fine-tuning and minimal overhead for mode
discovery. For comparison, our method takes 0.42 hours to
generate a synthetic dataset for ImageNet-100 with IPC-10.
This highlights the computational efficiency of our model
compared to previous approaches.

Comparison with Generative Prior Methods. We com-
pare our method against GLaD, H-GLaD, and LM3D in their
cross-architecture setup, using AlexNet, VGG11, ResNet18,
and ViT for performance evaluation. The evaluation was
done by running the evaluation five times per architecture
and reporting the mean performance across all the archi-
tectures. We evaluate our model in 5 subsets: A, B, C, D,
and E of ImageNet. Our method was trained using the hard-
label protocol. Tab. 4 shows that our method outperforms
previous approaches in this setup. Additionally, these meth-
ods face scalability challenges for large datasets such as
ImageNet-1K or higher IPC values (>50) due to their high
time and space complexity.

5.2. Ablation Experiments

Effect of each component. To assess the impact of each
proposed component, we incrementally evaluated the fol-
lowing: 1) Mode Discovery, 2) Mode Guidance, and 3) Stop
Guidance. Mode Discovery involves performing K -means
per class on the original dataset and selecting the closest
sample to the k-means centroid. We conduct the evalua-
tion on the ImageNette dataset with IPC 10, and report the
accuracy of ConvNet-6, ResNet10 with average pooling,
and ResNetl8. Tab. 5 demonstrates that using diffusion
with mode guidance enhances mode discovery and that stop
guidance is crucial for achieving improved performance.

Visuzalizing t-SNE. To analyze the distilled dataset’s cover-
age, we visualize a t-SNE plot of the distilled dataset from
the DiT, MinMax Diffusion, and our method. Fig. 5 illus-
trates that the DiT distilled dataset is mostly contained in one
region of the original dataset distribution, while MinMax
Diffusion extends to a broader area of the data distribution.

Table 5. Ablation study on the component of our proposed method.
The results are on the ImageNette dataset with IPC 10. Each
component contributes to the overall performance.

Test Model | Mode Disc.  Mode Guid. ~ Stop Guid. |  Acc.
ConvNet-6 532114
ResNetAP-10 v - - 571413
ResNet-18 535106
ConvNet-6 575113
ResNetAP-10 v v - 63.8116
ResNet-18 62.019.9
ConvNet-6 59.6.2.2
ResNetAP-10 v v v 66.4.1 4
ResNet-18 64.4.19

However, the distilled dataset from our method covers a
broader area of the data distribution than both methods.

Representativeness and Diversity. While t-SNE provides
a qualitative visualization of diversity, it does not present
the complete picture. We are also interested in represen-
tativeness. With this in mind, our goal is to empirically
measure diversity and representativeness in the t-SNE space
described above. To measure diversity, we calculate the pair-
wise distance of all samples within a class for the distilled
dataset and report the minimum distance per sample. To
measure representativeness, we calculate the mean distance
to the 50 closest samples in the original dataset, where a
greater distance indicates lower representativeness and a
smaller distance indicates higher representativeness.

We compare the diversity and representativeness of each
class for DiT, MinMax diffusion, and our method as
shown in Fig. 6. For clarity in visualization, we plot
1 — representativeness, so that higher values indicate higher
representativeness. Our experiment indicates that DiT ex-
amples show partial representative and partial diversity. On
the other hand, MinMax produces more diverse examples
than DiT, although some classes lack diversity. Our method
demonstrates that our samples are both diverse and repre-
sentative. Furthermore, we provide additional results about
representativeness and diversity in the Appendix B.
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Figure 5. T-SNE plot showing the original samples (®) and the
synthetic samples generated by different diffusion-based meth-
ods for two classes (English springer and cassette player) from
ImageNet-1k. This visualization shows that DiT (Peebles & Xie,
2023) has limited diversity, Minmax (Gu et al., 2024) diffusion
shows diversity but lacks full coverage, while our approach demon-
strates mode diversity, achieving higher coverage.
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Figure 6. Representative score versus Diversity score for each class
on Nette for IPC 10 versus various models.

Mode Guidance with DDIM. Our approach, similar to
classifier guidance (Nichol & Dhariwal, 2021), can be in-
corporated into DDIM using Algorithm 1. In Table 6, we
compare the effect of our approach in DDPM and DDIM
across LDM and DiT diffusion architectures. Our results
demonstrate the effectiveness of our method with denoising
samplers in both architectures, showcasing its flexibility
with respect to diffusion architecture and sampler choice.
This highlights the significant impact of our approach in
enhancing the performance while being adaptable with dif-
ferent denoising diffusion models.

Algorithm 1 Mode Guidance with DDIM sampling, given
a diffusion model eg(z;), an estimated mode 7, and mode
guidance scale .

Input: estimated mode m;, and mode guidance scale A
x7 < sample from N(0, 1)
for all ¢ from 7" to 1 do

gt = (m; — &p)

end for
return: =g

Table 6. Performance comparison of diffusion models (LDM, DiT)
with and without our approach, evaluated using DDPM and DDIM
sampling methods on the Nette dataset on the IPC-10.

Method | DDPM  DDIM

LDM 60.3136 604131
LDM + MGD? (Ours) | 61.9441 623111
DlT 58.8i21 61.4i2A4
DiT + MGD? (Ours) 664124 66.6106

6. Conclusion

Dataset distillation is an important task of condensing in-
formation from large training sets. Despite several efforts,
the distilled datasets have limited representativeness and
diversity in their synthetic samples. Our proposed method,
leveraging latent diffusion with mode guidance, addresses
this limitation and achieves state-of-the-art performance in
dataset distillation across multiple benchmarks and exper-
imental setups. Notably, our approach outperforms previ-
ous methods without requiring fine-tuning, as demonstrated
by our results on ImageNette, ImageIDC, ImageNet-100,
and ImageNet-1K. We conducted a detailed analysis of our
method’s key components and demonstrated their utility
through rigorous ablation studies. Furthermore, we showed
that our approach is compatible with general diffusion mod-
els, such as Text-to-Image Stable Diffusion, even when the
training data does not overlap with the target dataset.

Impact Statement

Efficient dataset distillation reduces storage and compu-
tational costs while maintaining high model performance.
MGD? improves both accuracy and efficiency compared
to prior methods, enabling large-scale dataset distillation
with minimal performance trade-offs. This has significant
implications for deep learning in resource-constrained envi-
ronments, such as mobile Al and federated learning. By en-
hancing scalability, our work enables more effective model
training with limited data while preserving diversity and
representativeness.
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A. When should guidance stop?

To determine when to stop the guidance, we assess mode guidance with ., ranging from 50 to 0 in increments of 5 steps.
A stop guidance of ¢4,, = 50 means no guidance, while t,;,, = 0 means full guidance. Figure 7a shows that the optimal
range to stop the guidance is between t;,, = 30 and t4;,, = 10, with the peak at ¢4,, = 20. Additionally, Figure 7b
illustrates that the guidance introduces more variability in the generation, with a more diverse set of backgrounds and poses.
However, when the mode guidance is extended (e.g. ts:0p = 0), it does not guarantee class consistency, as demonstrated in

Figure 7b. This makes ?4,, = 25 a good balance between generating a diverse set of backgrounds and maintaining class
consistency.

—e— Mean Accuracy
68 + 1 Std Dev

Validation Accuracy (%)

58

tstap

(a)

Figure 7. Ablation of the effect of ¢st0p, Where tst0p = 0 denotes full guidance and ¢s¢0, = 50 denotes no guidance. (a) Shows validation
accuracy versus ts¢op on ImageNette dataset. Best performance is achieved when ¢, ranges between 20 and 30. (b) Shows generated
images for the ‘English Springer’ class with full guidance (¢s:0p = 0), with early-stop guidance ¢s:0p, = 25 and no guidance (¢s¢0p = 50).
With early-stop guidance, the generated samples have more diversity w.r.t to the pose and background.

B. Class wise Diversity and Representativeness

Figure 8 shows the diversity and representativeness of each distilled sample for ten classes in the ImageNet-1k dataset for
DiT, MinMax, and ours. This Figure shows that our method is consistently have higher representativeness across all the
classes in comparison to the previous methods. Overall, our method maintains high diversity across most of the samples
within a class. We observe that both MinMax and DiT consistently have a few samples with very low diversity.
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Figure 8. Representativeness versus Diversity by class for the distilled dataset from diffusion-based methods on 10 IPC of ImageNet-1k.
Each point represents an image of the distilled dataset. DiT shows high representativeness but lacks diversity; MinMax shows diversity
but lacks representativeness; Ours method shows both diversity and representativeness.
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C. Effect of Stop Guidance in Diversity and Representativeness

In order to understand how the stop guidance affects the diversity and representation of the distilled dataset, we perform
an evaluation of these metrics on the ImageNette dataset for IPC 10 for various ¢, ranging from 50 to 0; our results are
shown in Figure 9. Our results show that applying mode guidance at any of the evaluated ¢, values increases diversity,
with the gains beginning to saturate beyond tyo, = 30. Surprisingly, delaying the stop guidance further into the reverse
process (e.g ts1op = 25) leads to a noticeable increase in representativeness, while maintaining high diversity.
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Figure 9. Representativeness versus Diversity versus ¢s:op. Each point represents a distilled dataset. Diversity and representativeness
are obtained by computing the mean across all the samples in the distilled dataset. Stopping the mode guidance early in the reverse
process (tstop = 45 to tstop = 35) promotes diversity. While prolonging the mode guidance between ts¢0p = 35 and ts:0p = 0 increases
representativeness.

D. Effect of mode discovery algorithm

To investigate the impact of the mode discovery algorithm, we assess several strategies: random selection from the original
dataset, k-means centroids, closest sample to k-means centroid, DBSCAN, spectral clustering, and Gaussian Mixture
Models (GMM). The evaluation is conducted on ImageNette with IPC 10. For DBSCAN and spectral clustering, we
compute the mean of each discovered cluster to represent a mode. For GMM, we use the mean of each Gaussian component.
Mode guidance was applied with ¢;,, = 25 using the estimated modes from each method. The results, summarized in
Table 7, show that GMM achieved the highest accuracy, slightly outperforming k-means centroids and other mode discovery
techniques.

Table 7. Mode discovery algorithm versus Accuracy on ImageNette with IPC-10.
Mode Discovery method | Accuracy

Random 59-6i1.8
DBSCAN 613119
Spectral Clustering 64.5151
GMM 66.9_ ¢ 4
k-Means (closest sample) | 64.619 4
k-Means (centroid) 66.4454

E. Evaluation on ImageWoof

ImageWoof. We compare our method with SOTA in ImageWoof on IPC 10, 20, 50, 70, and 100 on various target
architectures, as shown in Table 8. It is worth noticing that this dataset is a fine-grained dataset where all classes belong to
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Table 8. Performance comparison with pre-trained diffusion models and other state-of-the-art methods on ImageWoof. All the results are
reproduced by us for the 256 x 256 resolution. The missing results are due to out-of-memory. The best results are marked as bold. Higher
is better.Results shown for the previous works are from (Gu et al., 2024).

IPC (Ratio) Test Model Random Herding DiT DM IDC-1 GLaD MinMaxDiff | MGD? (Ours) Full
(Welling, 2009) (Peebles & Xie, 2023) (Zhao & Bilen, 2023) (Kim et al., 2022) (Cazenavette et al., 2023) (Gu et al., 2024)

ConvNet-6 24341, 26.710.5 342400 26.9+1.2 333411 33.8109 370110 34.73141.1 86.4+0.2
10 (0.8%) ResNetAP-10 | 29.410.5 32.040.3 347405 303412 39.1+0.5 329409 39.241.3 404419 875405
ResNet-18 277409 302112 34.7+0.4 3344107 373102 317108 37.6+0.9 38.5:25 89.341.2
ConvNet-6 29.140.7 29.540.3 36.140.8 299410 355408 - 37.640.2 39.0+3.46 86.410.2
20 (1.6%) ResNetAP-10 | 32.7+0.4 34.940.1 41.1x08 352x0.6 434103 - 458105 43.6+1.6 87.5+0.5
ResNet-18 29.7+0.5 322406 40.540.5 29.841.7 38.640.2 - 425406 419421 89.311.2
ConvNet-6 413106 40.310.7 46.5+0.8 444410 439412 - 5394106 5454116 86.440.2
50 (3.8%) ResNetAP-10 | 47.241.3 49.140.7 493402 471411 483410 - 56.341.0 56.511.9 87.540.5
ResNet-18 479418 483112 50.1+0.5 46.2+0.6 483108 - 571106 583114 893112
ConvNet-6 46.310.6 46.210.6 50.1+1.2 47.5108 48.9+0.7 - 55.7+0.9 55.1+25 86.440.2
70 (5.4%) ResNetAP-10 | 50.840.6 534414 543409 517408 528418 - 58.340.2 60.212 4 87.5+0.5
ResNet-18 52.1+10 49.710.8 515510 51.9+0.8 RINESR - 58.810.7 597427 89.341.2
ConvNet-6 522404 544411 534403 55.041.3 532409 - 61.1:0.7 60.141.2 86.410.2
100 (7.7%) ResNetAP-10 | 59.4+1.0 61.710.9 583108 56.4+0.8 56.110.9 - 64.510.2 66.5+1.0 87.5+0.5
ResNet-18 615413 59.310.7 589413 60.241.0 583412 - 65.740.4 68.810.7 89.341.2

dog breeds. Due to its granularity of features, we trained DiT XL/2 on the ImageWoof dataset with just the simple loss
mentioned in Eq. 2 following the same training epochs as (Gu et al., 2024). Our method outperforms the previous SOTA
across various IPC values for different target architectures. Notably, our method demonstrates superior performance in all
IPC values for the ResNet-18 architecture, achieves SOTA in IPC 10, 50, 70, and 100 with the ResNetAP-10 architecture,
and deliveres the best performance in IPC 20 and 50 with the ConvNet-6 architecture.

F. Effect of mode guidance scale \

To study how the mode guidance scale \ affects performance, we evaluate the various values for A on ImageNette with IPC
10 with ResNetAP-10. Our results show that when the mode guidance is too high, it’s catastrophic for the distilled data,
dropping the performance significantly; however, the best parameter is achieved by A = 0.1.
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Mode Guidance Scale (A)

Figure 10. Effect of guidance scale on performance.

G. Diversity Class-Wise diversity score

We calculate the diversity score for each class by averaging the diversity score across all the samples. Table 9 shows the
diversity score for each class for DiT, MinMax, and Mode Guidance. Our method consistently generates a more diverse set
for each class for ImageNette than the other methods.
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Table 9. Results: Comparison of per-class diversity scores on ImageNette with IPC-10

class DiT MinMax Ours
tench 0.35 0.18 0.82
English springer  0.65 0.33  0.62
cassette player 0.55 0.52 1.00
chain saw 0.00 0.37 0.55
church 0.54 041 0.77
French horn 0.21 0.13  0.54
garbage truck 0.44 0.38 0.76
gas pump 0.50 0.24  0.67
golf ball 0.20 033 0.78
parachute 0.08 0.48 0.79
Average 0.35 034 0.73

H. Hard-Label versus Soft-label Protocols

We conduct further analysis on ImageNet-100, where we test our approach from IPC-10 up to IPC-100. As illustrated in
Table 10, our performance steadily improves, reaching 57.8 .o with the hard-label protocol. Additionally, we compare the
performance of ImageNet-100 using soft-label training on IPC-10, 20, 50, and 100. The results underscore a substantial
performance boost when employing soft-labels.

Table 10. Evaluation of training with hard-labels versus soft labels in ImageNet-100 training with ResNet18.
Method | Labels | 1IPC10 IPC20 IPC50 IPC 100

Hard-Label | 23.6404 326404 51.8402 57.840.2
Soft-label 340+1.0 502407 692404 758403

MGD? (Ours) ‘

1. Evaluation Technical Details

For the hard-label protocol, we follow the evaluation method described in (Gu et al., 2024). We train our model on a
synthetic dataset for 1500 epochs for IPC values of 20, 50, and 100, and extend the training to 2000 epochs for an IPC value
of 10. We use Stochastic Gradient Descent (SGD) as the optimizer, setting the learning rate at 0.01. We use a learning rate
decay scheduler at the 2/3 and 5/6 points of the training process, with the decay factor (gamma) set to 0.2. Cross-entropy
was used as the Loss objective.

For the soft-label protocol, we follow the evaluation used by (Gu et al., 2024; Sun et al., 2024) for ImageNet- 1k evaluation.
We evaluate the model by training a network for 300 epochs with Resnet-18 architecture as both teacher and student. We
use the AdamW optimizer, with a learning rate set at 0.001, a weight decay of 0.01, and the parameters §; = 0.9 and
B2 = 0.999.

J. Visualization of Denoising Trajectories with Mode Guidance for Different ¢,

Figure 11 illustrates the effect of Stop Guidance (fs:0p) On the generated image. Stopping early (e.g., tsiop = 45) can
introduce features unrelated to the target class, such as the baby face in the top row. Conversely, extending guidance too
long (e.g., tsiop = 0) degrades image quality.
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Stop Guidance

Denoising Timestep

Figure 11. Generated images through the denoising process for different values of ¢s¢op.
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