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Abstract

Question answering represents a core capabil-001
ity of large language models (LLMs). However,002
when individuals encounter unfamiliar knowl-003
edge in texts, they often formulate questions004
that the text itself cannot answer due to insuf-005
ficient understanding of the underlying infor-006
mation. Recent studies reveal that while LLMs007
can detect unanswerable questions, they strug-008
gle to assist users in reformulating these ques-009
tions. Even advanced models like GPT-3.5010
demonstrate limited effectiveness in this regard.011
To address this limitation, we propose DRS:012
Deep Question Reformulation with Structured013
Output, a novel zero-shot method aimed at en-014
hancing LLMs’ ability to assist users in re-015
formulating questions to extract relevant in-016
formation from new documents. DRS com-017
bines the strengths of LLMs with a DFS-based018
algorithm to iteratively explore potential en-019
tity combinations and constrain outputs using020
predefined entities. This structured approach021
significantly enhances the reformulation capa-022
bilities of LLMs. Comprehensive experimen-023
tal evaluations demonstrate that DRS improves024
the reformulation accuracy of GPT-3.5 from025
23.03% to 70.42%, while also enhancing the026
performance of open-source models, such as027
GEMMA2-9B, from 26.35% to 56.75%.028

1 Introduction029

Question answering has emerged as a fundamen-030

tal capability of large language models (LLMs),031

with recent advances from GPT-3 and Instruct-032

GPT to GPT-4 (Brown et al., 2020; Ouyang et al.,033

2022; OpenAI et al., 2024) demonstrating remark-034

able improvements on various benchmarks (Tan035

et al., 2023; Wang, 2022; Nassiri and Akhloufi,036

2023). However, when humans encounter unfa-037

miliar knowledge domains, they frequently pose038

questions that cannot be directly answered from039

the available text. Recent studies indicate that over040

30% of questions in real-world scenarios fall into041

this category, significantly impacting information042

Wasabi is normally consumed in such small quantities 
that its nutritional value is negligible. The major 
constituents of raw wasabi root are carbohydrates 
(23.5%), water (69.1%), fat (0.63%), and protein 
(4.8%).

How many calories are in wasabi?

Please slightly reformulate my question to make it 
answerable.

What are the major constituents of raw wasabi root? 

I cannot find the answer to your question based on the 
document you provided.

Figure 1: An example of question reformulation using
large language models.

access and learning efficiency (Gao et al., 2023a; 043

Yu et al., 2023). More importantly, industrial exper- 044

iments have shown that effectively reformulating 045

such questions can dramatically improve user expe- 046

rience and task completion rates in virtual assistant 047

systems, with potential impact on millions of users 048

(Faustini et al., 2023). 049

A successful question reformulation must sat- 050

isfy two key criteria: (1) the reformulated ques- 051

tion should be answerable based on the given text, 052

and (2) it should preserve the core entities and 053

intent of the original question, ensuring users ob- 054

tain the information they actually seek. Consider 055

the following example shown in Figure 1: when 056

presented with a text stating "Wasabi is normally 057

consumed in such small quantities that its nutri- 058

tional value is negligible. The major constituents of 059

raw wasabi root are carbohydrates (23.5%), water 060

(69.1%), fat (0.63%), and protein (4.8%)", users 061

might ask "How many calories are in wasabi?". 062

While this question cannot be directly answered, 063

a well-reformulated version would be "What are 064

the major constituents of raw wasabi root?", which 065

maintains the user’s interest in wasabi’s composi- 066
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tion while being answerable from the text.067

Previous approaches to handling unanswerable068

questions broadly fall into three categories: (1)069

detection methods that focus on identifying unan-070

swerable questions (Rajpurkar et al., 2018; Asai071

and Choi, 2020; Sulem et al., 2021, 2022), (2) clar-072

ification methods that seek additional information073

from users (Deng et al., 2024; Kim et al., 2023),074

and (3) reformulation methods that attempt to mod-075

ify questions into answerable forms (Zhao et al.,076

2024). While recent advances in LLMs have im-077

proved performance in question detection and clar-078

ification, question reformulation remains challeng-079

ing due to the difficulty in balancing answerability080

and intent preservation. Even powerful models like081

GPT-3.5 achieve only 23.03% accuracy in refor-082

mulation tasks, highlighting the significant room083

for improvement in this area.084

To address these challenges, we propose DRS085

(Deep Question Reformulation with Structured086

Output), a zero-shot method that enables LLMs087

to effectively reformulate unanswerable questions.088

DRS addresses the key challenges through three in-089

novations: (1) a systematic entity-driven approach090

that ensures intent preservation by explicitly track-091

ing and maintaining key entities from the original092

question, (2) a structured output framework that093

ensures answerability by constraining the gener-094

ation process to incorporate specific entities and095

generate questions aligned with the corresponding096

statements derived from the source document, and097

(3) an efficient DFS-based search strategy, coupled098

with a candidate question evaluation mechanism,099

enhances the method’s effectiveness and practical-100

ity for real-world applications. Unlike previous101

methods that often sacrifice one aspect for another,102

DRS achieves strong performance on both answer-103

ability and entity preservation simultaneously.104

We conduct extensive experiments on six diverse105

datasets, comparing DRS with multiple baseline106

approaches across different types of questions and107

domains. The results demonstrate that DRS signifi-108

cantly improves reformulation accuracy across all109

tested LLMs. Additionally, we introduce a more re-110

liable evaluation framework using GPT-4O-MINI,111

replacing the previous LLAMA2-7B evaluator to112

ensure more accurate assessment of reformulation113

quality.114

Our contributions in this paper are threefold:115

(i) We propose DRS, a zero-shot method that116

enables LLMs to effectively reformulate unanswer-117

able questions through entity-driven search and 118

structured outputs. 119

(ii) We demonstrate through extensive experi- 120

ments that DRS significantly outperforms exist- 121

ing methods, improving reformulation accuracy by 122

over 100% across various LLMs and datasets. 123

(iii) We introduce an improved evaluation frame- 124

work based on GPT-4O-MINI, providing more reli- 125

able assessment of question reformulation quality. 126

2 Methodology 127

In this paper, we propose a new zero-shot method 128

called DRS: Deep Question Reformulation with 129

Structured Output, which significantly improves 130

LLMs’ ability to reformulate unanswerable ques- 131

tions based on a given document, helping users 132

obtain desired answers in unfamiliar knowledge 133

domains. 134

Our DRS method combines DFS (Depth-First 135

Search) algorithm with LLMs to address challenges 136

posed by human-generated unanswerable questions 137

involving multiple entities. Directly inputting all 138

entities into LLMs for question reformulation risks 139

overlooking the lack of meaningful relationships 140

between them, leading to unreliable or incoherent 141

answers. To mitigate this, our DFS-based approach 142

systematically explores semantically related entity 143

combinations, ensuring the generation of mean- 144

ingful questions. Additionally, by controlling the 145

search depth and iteration count, our DRS method 146

strikes a balance between computational efficiency 147

and accuracy, yielding high-quality results with 148

minimal overhead. 149

Our approach consists of three main steps: (i) 150

Entity extraction and filtering. (ii) DFS combina- 151

tion search and structured question generation. (iii) 152

Candidate question re-evaluation. The detailed pro- 153

cess of our zero-shot DRS method is illustrated in 154

Figure 2. 155

2.1 Entity Extraction and Filtering 156

When people encounter a text with unfamiliar 157

knowledge, they usually raise questions about the 158

key entities in the text, indicating their desire to 159

understand more about these entities. Therefore, 160

when reconstructing questions, we focus on the key 161

entities from the original question. This ensures 162

that the reconstructed question addresses the con- 163

tent people genuinely care about, rather than an 164

arbitrary, overly simple new question. 165

For instance, consider the question: "When does 166
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Original Question

What populations occupied the foreign territory 
between the modern Baden and Württemberg?

LLM Entity Exractor

populations

foreign territory Württemberg

occupied Baden

LLM Entity Classifier

subject

predicate

object

populations

occupied

Baden

foreign territory object

Württemberg object

populations Baden

foreign territory Württemberg
0

Württemberg

1populations

2 foreign territory

3

Baden

Württemberg

4

5 Baden

6

Württemberg

Württemberg

Baden

Retu
rn

(Reach Candidate Number)

What was the population situation of the 
foreign territory between the modern Baden 
and Württemberg in Roman times?

What was the population situation like in the 
fo re i gn  t e r r i t o ry  be t ween  B a d e n  a n d 
Württemberg in Roman times?

What was the population like in the lands 
between the upper Rhine and upper Danube, 
including modern Baden, during Roman times?

Entity Use5

Answerable

Entity Use

Answerable

Entity Use

Answerable

Entity Use

Answerable

4

3 What was the population situation in the 
foreign territory between the upper Rhine and 
upper Danube, specifically in the region of 
Baden?

2

LLM

Candidate Table

LLM Final Selector

What was the population situation like in 
the foreign territory between Baden and 
Württemberg in Roman times?Answerable

Entity Overlap Label Entities

Document

foreign territory

GPT Evaluator

Question Id Question Content Entity Num

0 (Q2) What ... the modern Baden ...? 2

1 (Q4) What ... between Baden and ...? 3

2 (Q5) What ... upper Rhine and ...? 2

Figure 2: The complete process of our zero-shot DRS method, which mainly contains three parts - entity extraction
and filtering, dfs combination search and structured question generation, and candidate question re-evaluation.

Rainer Hertrich, the German co-head of EADS,167

step down?". The key entities in this example are168

"Rainer Hertrich", "German", and "EADS", which169

represent the core subject and its relevant modifiers.170

While modern LLMs are capable of extracting im-171

portant entities from a question, they sometimes172

include verb phrases such as "step down", which,173

although significant to the context, do not qualify174

as entities. This tendency can lead to the inclusion175

of extraneous elements, resulting in less precise176

entity identification and subsequently higher error177

rates in question reformulation task.178

To address this limitation, we add a classification179

framework that categorizes entities into five seman-180

tic roles based on their function within the question.181

This approach facilitates the identification of core182

entities that align with the user’s intent while fil-183

tering out less critical elements, thereby reducing184

ambiguities in reformulation and enhancing overall185

precision.186

Therefore, this process involves two following187

sub-steps:188

(i) We use a simple and direct zero-shot prompt189

to have the large language model extract all entities190

it considers important from the original question.191

The goal is to minimize the omission of any poten-192

tially important entities.193

(ii) We then apply the large language model194

again as an effective entity classifier to classify the195

previously extracted entities into five categories:196

subject, object, predicate, attribute, and others. We197

retain all entities classified as subject, object, and198

attribute, as these are the most important compo-199

nents of the question, and discard the others.200

2.2 DFS Combination Search and Structured 201

Question Generation 202

After obtaining reliable entities, we proceed with 203

question reformulation. We use the DFS-based 204

algorithm to explore combinations of different en- 205

tities. For any combination that could reformulate 206

a new question, we allow it to generate a com- 207

pletely new question and store it for later evalu- 208

ation. Specifically, in this step, we focus on the 209

following processes: 210

(1) We use the DFS algorithm to select possible 211

entity combinations. When the number of entities 212

in a combination exceeds half of the filtered entities, 213

we move on to step (2). 214

(2) We prompt the large language model with 215

a concise zero-shot instruction to generate a struc- 216

tured statement containing all selected entities, 217

based on the chosen entities and corresponding 218

text. This statement serves as a conclusion that can 219

be drawn from the document. 220

(3) After generating the statement, we ask the 221

large language model to create a structured ques- 222

tion that includes all the selected entities and can 223

be answered, based on the generated statement. 224

(4) We then return the generated question to the 225

large language model and ask it to verify whether 226

the question includes all the necessary entities. If 227

it does, we proceed to the next step (5); if not, we 228

return to step (1) and select a new combination. 229

(5) If the question contains all the entities, we in- 230

put it again into the large language model to check 231

whether it can be answered. If it can, we store both 232

the question and the count of its entities for final se- 233

lection. If not, we discard it and return to step (1) to 234
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Subset Name Test Data Size Document Length Question Length Entity Numbers Domain

SQuADv2 507 / 1000 189.74± 77.59 13.85± 4.32 2.29± 0.95 Wikipedia
QA2 247 / 506 1109.45± 899.83 10.29± 2.37 2.05± 0.57 Mostly Wikipedia

BanditQA 736 / 2070 363.67± 202.03 10.36± 3.16 1.70± 0.72 Wikipedia
BBC 59 / 278 652.90± 385.85 20.61± 4.73 3.31± 1.04 News

Reddit 113 / 313 569.48± 364.64 16.58± 3.49 2.93± 0.78 Social Media
Yelp 51 / 165 486.87± 184.44 17.72± 3.82 3.04± 0.76 Review

Table 1: The detail information of all experimental data for evaluating the performance on the question reformulation
task. The Length is calculated based on the number of tokens after tokenization using GEMMA2-9B.

search for another combination. (Note: When the235

number of valid questions reaches the set threshold,236

no further combinations will be attempted.)237

In this step, our algorithm uses a DFS search238

approach to identify possible entity combinations239

that can be reformulated into new questions. Dur-240

ing the generation process, we find that directly241

prompting the large language model to reshape the242

question often results in a low success rate due to243

the model’s potentially unlimited output content.244

To address this, we guide the large language model245

to generate structured outputs by restricting the246

entities required in the generated text. We ensure247

the reliability of the reformulated question by first248

generating a statement, then using that statement249

to create the question.250

Additionally, to enhance the algorithm’s effi-251

ciency, we verify the entities immediately after252

generating the new question, preventing unneces-253

sary subsequent steps. We also apply pruning to254

the DFS algorithm by limiting the total number of255

preselected questions and controlling the search256

depth.257

2.3 Candidate Question Re-evaluation258

The DFS search process generates multiple candi-259

date questions, each preserving different aspects260

of the original question. To select the optimal re-261

formulation, we develop a two-stage re-evaluation262

strategy.263

First, we assess each candidate’s answerability264

by prompting the large language model to verify265

whether the question can be answered using only266

the information present in the document. This en-267

sures that our final selection maintains semantic268

validity and practical utility.269

Second, we consider the entity overlap score of270

each answerable candidate. Questions with higher271

entity overlap are preferred as they better maintain272

the user’s original intent. This is quantified by:273

Entity Overlap Score =
|Entitiescand ∩ Entitiesorig|

|Entitiesorig|
274

When multiple candidates achieve similar an- 275

swerability, we select the one with the highest en- 276

tity overlap score. As the example illustrated in Fig- 277

ure 2, we identify three questions that are consid- 278

ered potentially answerable by the large language 279

model. Therefore, we allow the model to select the 280

most optimal reformulated question. While both 281

Q2 and Q4 are recognized as clearly answerable, 282

Q4 is ultimately chosen due to its inclusion of a 283

greater number of valid entities. Thus, the model 284

returns Q4 as the final reformulated question to the 285

user. This approach ensures that the final output: 286

(1) can be answered from the given document, (2) 287

maximally preserves the user’s original intent, and 288

(3) maintains semantic coherence with the source 289

text. 290

3 Experiments 291

3.1 Datasets 292

In this paper, we utilize the newly constructed 293

high-quality dataset CouldAsk1, introduced by 294

Zhao et al. (2024). This dataset comprises sub- 295

sets from six diverse sources, including Yelp, BBC, 296

SQuAD, Reddit, and others, featuring over 4,000 297

high-difficulty, high-quality data points filtered by 298

both human annotators and GPT-4. For our study, 299

we focus on over 1,700 unanswerable questions 300

selected from all subsets as test data for model re- 301

formulation. The detailed information about our 302

experimental data is provided in Table 1. 303

3.2 Large Language Models 304

To evaluate our methodology and compare it 305

with baseline approaches from previous studies, 306

1https://huggingface.co/datasets/wentingzhao/
couldask
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Evaluator
QA2 BanditQA BBC Reddit Yelp SQuADv2 Average

200 / 247 300 / 507 50 / 59 100 / 113 50 / 51 300 / 736 1000 / 1713

LLAMA2-7B (Zhao et al., 2024) 39.00 68.67 14.00 79.00 44.00 72.00 52.78

GPT-4O-MINI 90.50 92.33 88.00 92.00 90.00 91.33 90.70

Table 2: The comparison of prediction accuracy between previous LLAMA2-7B evaluator proposed by Zhao et al.
(2024) and our proposed GPT-4O-MINI evaluator.

we conduct all experiments using four different307

LLMs: GPT-3.5, GPT-4O-MINI, GEMMA2-9B308

and QWEN2.5-7B. The detailed information of309

different LLMs is shown in Appendix B.310

3.3 Metric311

We employ the metric Accuracy, in line with pre-312

vious research, to measure the proportion of unan-313

swerable questions successfully reformulated. This314

evaluation involves two criteria:315

(i) We use GPT-4O-MINI as an evaluator to gen-316

erate reasoning steps and assess whether the refor-317

mulated question can be answered using the rele-318

vant text. (ii) We use GPT-4O-MINI as an entity319

detector to measure the overlap of entities between320

the reformulated question and the original question.321

If the number of overlapping entities exceeds half322

of the labeled entities in the dataset, we consider323

the reformulated question likely to help the inquirer324

obtain the desired information.325

A reformulated question is deemed successful326

and counted towards accuracy only if it satisfies327

both criteria.328

4 GPT Evaluator329

In the previous paper, Zhao et al. (2024) fine-tuned330

the LLAMA2-7B model (Touvron et al., 2023) on331

the training dataset for the sequence classification332

task to determine whether a question could be an-333

swered from the corresponding text. This approach334

achieved high scores on their validation dataset.335

However, in our experiments, we find that its gen-336

eralization performance is suboptimal; even on the337

CouldAsk dataset, which includes training data, it338

still yields extremely poor classification results.339

Given the situation described above, we find it340

necessary to propose a reliable and efficient evalu-341

ation method. Therefore, in this paper, we choose342

the GPT-4O-MINI model, which demonstrates ex-343

cellent language understanding capabilities, as the344

evaluation model, ensuring both strong evaluation345

performance and cost-effectiveness.346

To demonstrate the strong capabilities of the 347

GPT-4O-MINI model, we select a subset of la- 348

beled questions from each portion of the Coul- 349

dAsk dataset. We then have both evaluation mod- 350

els perform classification predictions and record 351

their classification accuracy on this data, with the 352

results shown in Table 2. 353

We observe that GPT-4O-MINI consistently 354

achieves high scores across all tests, whereas the 355

fine-tuned LLAMA2-7B model shows significantly 356

lower accuracy than GPT-4O-MINI and exhibits 357

substantial score variation across different datasets 358

(ranging from a high of 79% to a low of 14%). For 359

the average accuracy across six different datasets, 360

our GPT-4O-MINI evaluator achieves over 90%, 361

while the LLAMA2-7B evaluator only reaches 52%, 362

performing slightly better than random predictions. 363

This clearly indicates that the fine-tuned model 364

lacks generalizability across diverse data. There- 365

fore, using GPT-4O-MINI as the evaluator is not 366

only more reliable but also provides faster evalua- 367

tion and lower operational costs. 368

5 Experimental Results 369

To demonstrate the effectiveness of our proposed 370

zero-shot DRS method, we test it on six datasets, 371

totaling over 1,700 data points, using four differ- 372

ent large language models. We conduct a fair and 373

thorough comparison between our method and four 374

baseline methods from previous research, with all 375

accuracy scores presented in Table 3. Additionally, 376

we adjust relevant parameters, such as tempera- 377

ture and the number of candidate questions, in the 378

zero-shot DRS method and conduct multiple ex- 379

periments. The results are shown in Figure 4 and 380

Figure 3. Finally, considering GPU resources and 381

API costs, we select a subset of test data for addi- 382

tional experiments with more models, as listed in 383

Appendix D. 384

Effective DRS. Table 3 clearly demonstrates the 385

strong capabilities of our proposed zero-shot DRS 386

method. Our method significantly outperforms all 387
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Model Method QA2 BanditQA BBC Reddit Yelp SQuADv2 Average

GPT-3.5

Zero-Shot 28.74 11.41 13.56 18.58 19.61 36.69 21.43

Zero-Shot w/ CoT 29.15 15.63 13.56 20.35 15.69 43.79 23.03

Few-Shot 32.79 22.69 15.25 23.01 29.41 38.46 26.94

Few-Shot w/ CoT 44.94 48.78 16.95 18.58 25.49 41.22 32.66

Zero-Shot DRS (ours) 81.80 73.20 62.71 75.22 66.67 62.90 70.42

GPT-4O-MINI

Zero-Shot 36.44 15.08 15.25 23.01 15.69 47.93 25.57

Zero-Shot w/ CoT 49.39 37.50 42.37 17.70 35.29 50.10 38.73

Few-Shot 36.44 17.80 16.95 21.24 21.57 46.55 26.76

Few-Shot w/ CoT 61.13 52.85 47.46 43.36 56.86 59.57 53.54

Zero-Shot DRS (ours) 88.26 80.16 79.66 83.19 78.43 78.30 81.33

QWEN2.5-7B

Zero-Shot 46.15 24.05 25.42 23.89 25.49 46.70 31.95

Zero-Shot w/ CoT 47.18 44.21 27.12 35.40 31.37 53.55 39.81

Few-Shot 39.68 25.14 15.25 23.89 19.61 39.64 27.20

Few-Shot w/ CoT 54.28 45.59 25.42 25.66 33.33 50.64 39.15

Zero-Shot DRS (ours) 77.73 69.84 55.93 53.10 58.82 60.55 62.66

GEMMA2-9B

Zero-Shot 36.03 21.33 20.34 18.58 19.61 42.21 26.35

Zero-Shot w/ CoT 29.15 17.12 22.03 23.01 19.61 32.94 23.96

Few-Shot 26.32 16.17 25.42 15.04 17.65 29.39 21.67

Few-Shot w/ CoT 22.67 18.07 10.17 24.78 25.49 27.42 21.43

Zero-Shot DRS (ours) 59.92 60.73 55.93 59.29 49.02 55.62 56.75

Table 3: The main experimental results of four different large language models on full data across six different
datasets, where best results are highlighted in bold font.

baselines across all datasets and models. Using the388

GPT-3.5 model, the average accuracy in the zero-389

shot setting increases from 23% to 70%, nearly390

tripling the original performance — a remarkable391

improvement that underscores the effectiveness of392

our approach. With the GEMMA2-9B model, while393

the results are lower than those of GPT-3.5, our394

method still boosts the zero-shot accuracy from395

26% to 57%, achieving an improvement of over396

100%. Moreover, even when compared to few-397

shot baselines, our zero-shot method consistently398

outperforms them. On GPT-3.5, the 70% average399

accuracy is more than double the 33% accuracy of400

the few-shot CoT method. For GEMMA2-9B, the401

few-shot accuracy is even lower than the zero-shot402

baseline.403

In addition to the significant improvements ob-404

served with GEMMA2-9B and GPT-3.5, both405

GPT-4O-MINI and QWEN2.5-7B also show re-406

markable enhancements. For GPT-4O-MINI, the407

accuracy achieved by zero-shot DRS is more than408

double that of zero-shot CoT, and still shows a 52%409

improvement over the few-shot CoT results. While410

QWEN2.5-7B exhibits the smallest improvement411

ratio among the four models, it still achieves over412

a 57% enhancement compared to both zero-shot413

and few-shot CoT. These comparisons collectively414

demonstrate the effectiveness of the zero-shot DRS 415

method in question reformulation. 416

Robust DRS. In the process of our DRS method, 417

several steps involve using LLMs to generate cor- 418

responding answers. The model’s temperature in- 419

fluences the output, affecting the diversity and reli- 420

ability of the responses. Due to the continuity and 421

interrelation of these steps, errors can propagate 422

and accumulate. Therefore, we apply different tem- 423

peratures to various LLMs in our method, and the 424

experimental results are presented in Figure 4. 425

We observe that the average scores remain re- 426

markably stable as the temperature increases. The 427

score differences between different temperature set- 428

tings are at most within 3 percentage points, which 429

is negligible compared to the performance improve- 430

ment brought by our method. Additionally, we 431

notice that GPT-3.5 and GPT-4O-MINI achieve 432

better scores when the temperature is set to 0.0 or 433

0.7. This is likely because, at a temperature of 0.0, 434

the models can more strictly follow the instructions 435

containing entities, while at 0.7, the diversity of 436

the outputs is effectively utilized, providing more 437

varied options for candidate questions and increas- 438

ing the likelihood of selecting a better final ques- 439

tion. In contrast, the accuracy of QWEN2.5-7B and 440

GEMMA2-9B slightly decreases with higher tem- 441
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Figure 3: Model accuracy across four large language models with varying numbers of candidate questions, evaluated
on six datasets and their average.
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Figure 4: Model accuracy across four large language
models with five different temperature settings, evalu-
ated on six datasets and shows their average.

peratures, as smaller models struggle to follow in-442

structions effectively as the temperature increases.443

Impact of the Number of Candidate Questions.444

In our DRS method, before returning the final out-445

put question, we guide the model to generate a446

certain number of candidate questions. To explore447

the impact of this parameter on the performance of448

our method, we conduct experiments with varying449

numbers of candidate questions and observe how450

accuracy changes. We set the number of candidate451

questions from 1 to 5 for each large language model452

and test on all datasets, with the results shown in453

Figure 3.454

We observe that the number of candidate ques-455

tions does affect the final accuracy. Notably, when456

only one candidate question is generated, the ac-457

curacy of question reformulation across various458

models drops more significantly compared to other459

settings. For instance, with GPT-3.5, setting the460

number of candidate questions to 1 results in a461

decrease in accuracy from 70.42% to 63.57%, a 462

drop of nearly 10%. Similarly, GPT-4O-MINI ’s 463

accuracy decreases from 81.33% to 78.56%. This 464

is because, when only one question is generated, 465

inaccuracies in entity extraction, coupled with a 466

shallow search depth in our DRS algorithm, make 467

it challenging to ensure significant overlap between 468

the entities in the reformulated question and the 469

true label entities. Consequently, the reformulated 470

question often fails to meet the entity overlap re- 471

quirement. 472

However, when the number of candidate ques- 473

tions is set from 2 to 5, the accuracy differences 474

are relatively minor, typically within 3 percentage 475

points (only QWEN2.5-7B shows a larger decrease 476

when candidate number is 4), following a general 477

trend of initially increasing and then decreasing. 478

Besides, the curve shows that setting the number of 479

candidate questions to 2 or 3 yields the most ideal 480

results, achieving high accuracy while significantly 481

saving search time. Even more convincing is the 482

fact that, even when the number of candidate ques- 483

tions is set to the least ideal value of 1, the scores 484

obtained by our DRS method still far outperform 485

all other baselines. This strongly demonstrates the 486

power and remarkable robustness of our proposed 487

method. 488

6 Case Study 489

To highlight the advantages of our proposed zero- 490

shot DRS method, we select some examples to 491

demonstrate its effectiveness compared to other 492

baselines, as shown in Figure 5. We observe that 493

the relevant documents primarily discuss mathe- 494
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A third type of conjectures concerns 
aspects of the distribution of primes. 
I t  i s  con jec tured  tha t  there  a re 
infinitely many twin primes, pairs of 
primes with difference 2 (twin prime 
conjecture). Polignac's conjecture is a 
strengthening of that conjecture, it 
states that for every positive integer n, 
there are infinitely many pairs of 
consecutive primes that differ by 2n. 
It is conjectured there are infinitely 
many primes of the form n2 + 1. 
These conjectures are special cases of 
the broad Schinzel's hypothesis H. 
Brocard's conjecture says that there 
are always at least four primes ......

Which conjecture holds that for any 
positive integer n, there is an infinite 
amount of pairs of consecutive primes 
differing by 2n?

"conjecture", "integer n", "infinite 
amount of pairs", "primes", "2n"

Question

Entities

Which conjecture asserts that every odd 
integer n greater than 2 can be expressed as a 
sum of two primes?

Zero-Shot

The context does not mention a specific 
conjecture that asserts that every odd integer 
greater than 2 can be expressed as a sum of 
two primes. Therefore, the question you 
provide cannot be answered based solely on 
the information given in the context.

Which conjecture asserts that every odd 
integer n greater than 2 can be expressed as a 
sum of two primes?

Zero-Shot CoT

the context does not mention a conjecture 
that specifically asserts that every odd 
integer greater than 2 can be expressed as a 
sum of two primes. Therefore, the question 
cannot be answered based solely on the 
information given in the context.

Question Answerable Check Fail

Question Answerable Check Fail

Which mathematical theorem states that every 
sufficiently large odd integer can be written as 
a sum of three primes?

Few-Shot

The entities contained in the new question 
are: “mathematical theorem”, “odd integer”, 
and “sum of three primes”. Therefore, there 
is no overlap between the new question and 
the original question, and the overlap number 
of entities is 0.

What is the significance of Goldbach's 
conjecture in relation to prime numbers and 
even integers?

Few-Shot CoT

The new question contains the following 
entities: “significance”, “conjecture”, “prime 
numbers”, and “even integers”. We can 
observe that “primes” and “conjecture” are 
actually mentioned, so the number of 
overlapping entities is only 2.

Entity Overlap Check Fail

Entity Overlap Check Fail

Zero-Shot DRS

What is the conjecture that states every even 
integer n greater than 2 can be written as a sum 
of two primes?

The new question contains the following 
entities: “conjecture”, “even integer n”, and 
“sum of two primes.” Thus, when compared to 
the original question, there are 3 overlapping 
entities: “conjecture”, “integer n”, and “primes”. 
Therefore, the answer is 3.

Entity Overlap Check Pass 

The question asks for the name of a specific 
conjecture related to even integers and primes, 
which is explicitly mentioned in the provided 
context. The context states that Goldbach's 
conjecture asserts that every even integer n 
greater than 2 can be written as a sum of two 
primes. Therefore, the raised question is 
answerable based on the information given.

Question Answerable Check Pass

Question Reformulation Success

Figure 5: Comparison of our zero-shot DRS method with four baseline approaches, where our method successfully
reformulates the question while all other baselines do not.

matical theorems, and the user’s question involves495

five entities but cannot be answered using the cor-496

responding documents. In these examples, the497

reformulated questions generated using zero-shot498

and zero-shot CoT are identical. These questions499

overlap with the original question on three entities:500

"conjecture", "integer n", and "primes". However,501

they still cannot be answered based on the provided502

documents, making such reformulations unsuccess-503

ful.504

In contrast, questions generated using the few-505

shot or few-shot CoT methods are more diverse.506

However, despite being answerable based on the507

document, they fail to pass the entity overlap check.508

Specifically, the questions generated by the few-509

shot method contain no entities from the original510

question, while those generated by the few-shot511

CoT method include only two entities. Both fail512

to meet the required entity overlap ratio of 0.5 or513

higher, making these reformulations unsatisfactory.514

In comparison, the reformulated question gener-515

ated by our proposed DRS method satisfies both516

strict conditions: answerability and entity over-517

lap ratio. The DRS method generates questions518

through a DFS search process, where the model is519

guided by the constraints of three entities: "con-520

jecture", "integer n", and "primes". In this process,521

we first prompt the model to construct a statement522

based on the document, using these entities. We523

then use this statement to generate a reformulated524

question containing the same entities. This ap-525

proach ensures both answerability and entity over-526

lap, optimizing the model’s ability to help users527

obtain relevant answers.528

From these observations, we conclude that even529

advanced methods like few-shot or few-shot CoT 530

struggle to produce satisfactory reformulations due 531

to the lack of constraints on generated content. 532

This lack of control often results in outputs that 533

either overly focus on preserving the original ques- 534

tion’s entities, leading to unanswerable questions, 535

or prioritize answerability at the expense of entity 536

overlap. In contrast, the DRS method effectively 537

balances these two requirements by systematically 538

searching for entity combinations and generating 539

structured statements and reformulated questions 540

containing the specified entities. This approach 541

unlocks the full potential of LLMs, enabling more 542

effective question rephrasing for users. 543

7 Conclusion 544

In our paper, we propose a zero-shot DRS method 545

that significantly enhances the performance of large 546

language models on the unanswerable question re- 547

formulation task. Our method outperforms all other 548

baselines, including the few-shot CoT approach, 549

across six different datasets and various LLMs. We 550

also conduct extensive experiments on key param- 551

eters, such as temperature and the number of can- 552

didate questions, with results demonstrating the 553

strong capabilities and robustness of our approach. 554

Furthermore, our findings reveal that the previously 555

proposed LLAMA2-7B evaluator lacks the capabil- 556

ity to fairly assess the reformulated questions. We 557

propose using GPT-4O-MINI as a more reliable, 558

accurate, and low-latency evaluator for future re- 559

search. Looking ahead, we aim to develop even 560

more effective methods to harness the full potential 561

of LLMs, helping them assist people in understand- 562

ing unfamiliar documents more effectively. 563
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Limitation564

In this paper, our proposed zero-shot DRS method565

significantly enhances the ability of LLMs to refor-566

mulate unanswerable questions. However, there are567

still the following limitations: (i) Despite the use of568

efficient pruning with the DFS algorithm, the pro-569

cess still requires multiple passes through the docu-570

ment, which increases computational costs. Future571

research could explore methods to enable LLMs572

to complete the reformulation in a single attempt.573

(ii) While we conduct tests on six datasets, they574

do not include documents from specific disciplines,575

which are common in real-world applications. Fu-576

ture work could focus on developing datasets that577

cover a broader range of domains, allowing for a578

more comprehensive evaluation of algorithmic and579

large language model capabilities.580
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A Implementation Details784

We use the gpt-3.5-turbo-0125 version for GPT-785

3.5, gpt-4-0125-preview for GPT-4, and gpt-4o-786

mini for GPT-4O-MINI. All experiments were con-787

ducted between November 9th and 25th, 2024.788

To ensure fair experimental comparisons and789

re-evaluate the baseline scores reported in the pre-790

vious paper, we use the open-source GitHub code791

provided by Zhao et al. (2024), maintaining con-792

sistency in the prompts and LLM parameters. The793

versions of all OpenAI models also remain consis-794

tent with the ones mentioned above.795

In our main experiments using the proposed796

DRS method, we set the temperature to 0.0 for797

all large language models to ensure reproducibility.798

Similarly, for the GPT-4O-MINI evaluator, we set799

the temperature to 0.0 and top_p to 1.0 to main-800

tain reliability and consistency in the model’s judg-801

ments. For the two GPT series models, we use the802

official OpenAI API2 for inference.803

For the two open-source models GEMMA2-9B804

and QWEN2.5-7B, we use the weights released805

on HuggingFace3 and deploy them on a single806

NVIDIA RTX A6000 GPU using bfloat16 pre-807

cision and utilize the generate function for text808

generation.809

B Large Language Models810

Closed-Source Models. To balance experimental811

cost and effectiveness, we primarily use two widely812

adopted models from OpenAI: GPT-3.5 and GPT-813

4O-MINI. In Appendix D, we select a subset for814

the experiment using GPT-4.815

• GPT-3.5: A robust large language model de-816

veloped by OpenAI, capable of generating817

text based on instructions, and highly effec-818

tive across diverse natural language process-819

ing tasks.820

• GPT-4: An advanced multi-modal language821

model from OpenAI that accepts both image822

and text inputs for text generation, achieving823

near-human performance on various bench-824

marks.825

• GPT-4O-MINI: A cost-efficient multi-modal826

model released by OpenAI on July 18, 2024,827

offering low latency and cost while supporting828

a wide range of tasks.829

2https://openai.com/
3https://huggingface.co/

Open-Source Models. We also perform experi- 830

ments using two well-known models developed by 831

Google and Alibaba: GEMMA2-9B (Team et al., 832

2024) and QWEN2.5-7B (Yang et al., 2024; Team, 833

2024). In Appendix D, we select a subset for the 834

experiment using LLAMA3.1-70B and GEMMA2- 835

27B. 836

• LLAMA3.1-70B: The 70B-parameter flag- 837

ship model from the latest LLAMA3.1 open- 838

source family released by MetaAI. 839

• GEMMMA2: The next-generation open- 840

source model from Google, released on June 841

27, 2024, as an improved version of GEM- 842

MMA, available in 2B, 9B, and 27B parameter 843

configurations. 844

• QWEN2.5-7B: A 7B-parameter model from 845

Alibaba’s latest QWEN2.5 series, delivering 846

strong performance on various benchmarks 847

compared to other models of similar size. 848

C Related Work 849

Question answering has been a central focus in nat- 850

ural language processing (NLP) (Wang, 2022; Puri 851

et al., 2020; Nassiri and Akhloufi, 2023), with the 852

development of datasets like CBT and SearchQA 853

(Hill et al., 2016; Dunn et al., 2017) designed to 854

assess a model’s ability to answer questions. How- 855

ever, these datasets do not address the challenge of 856

unanswerable questions. 857

With the rise of GPT-3 (Brown et al., 2020) 858

and even more powerful large language models 859

(LLMs), the focus has shifted to handling unan- 860

swerable questions, which arise due to ambiguity 861

or gaps in knowledge (Deng et al., 2024; Gao et al., 862

2023b; Yin et al., 2023). 863

Several studies have explored methods for re- 864

solving ambiguities in questions, often targeting 865

issues like missing qualifiers that can lead to dif- 866

ferent interpretations (Kim et al., 2024; Zhang and 867

Choi, 2023). Many research on questions outside 868

the model’s knowledge scope has focused on guid- 869

ing models to recognize when they lack sufficient 870

information to answer, thereby reducing halluci- 871

nations (Yin et al., 2023; Ji et al., 2023; Tonmoy 872

et al., 2024). However, a commonly overlooked 873

real-world scenario involves individuals posing 874

seemingly relevant questions that are unanswer- 875

able due to their limited familiarity with the doc- 876

ument’s knowledge domain. In such cases, large 877
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Model Method QA2 BanditQA BBC Reddit Yelp SQuADv2 Average

GPT-4

Zero-Shot 44.00 30.00 28.81 25.66 21.57 64.00 35.67

Few-Shot 48.00 29.33 37.29 23.01 35.29 60.67 38.93

Zero-Shot DRS (ours) 78.67 72.67 71.19 66.37 62.75 70.00 70.28

LLAMA3.1-70B

Zero-Shot 36.00 31.33 33.90 19.47 21.58 58.00 33.38

Few-Shot 29.33 29.33 27.12 18.58 25.49 36.67 27.75

Zero-Shot DRS (ours) 65.33 74.67 67.80 61.95 74.51 66.67 68.48

GEMMA2-27B

Zero-Shot 10.00 12.00 23.73 18.58 17.65 42.67 20.77

Few-Shot 28.67 8.00 6.78 4.42 13.73 20.67 13.71

Zero-Shot DRS (ours) 42.00 64.00 52.54 46.02 37.25 55.33 49.52

Table 4: The additional experimental results of three different large language models on full data across six different
datasets, where best results are highlighted in bold font.

language models can be employed to reformulate878

these questions, enabling the inquirers to obtain the879

information they likely intended to seek.880

The issue of document-related unanswerable881

questions was first systematically addressed in a882

dataset by Rajpurkar et al. (2018), and later ex-883

panded by studies such as Yu et al. (2023), which884

analyzed Google search queries, and Kim et al.885

(2023), which examined Reddit discussions. Both886

studies focused on identifying questions with in-887

correct assumptions or presuppositions that made888

them unanswerable.889

In recent work, Zhao et al. (2024) introduced890

a high-quality dataset of document-related unan-891

swerable questions, exploring how large language892

models can assist in reformulating such questions.893

They evaluated several well-known large language894

models using basic approaches like zero-shot and895

more advanced ones such as few-shot or Chain of896

Thought (CoT) prompting (Wei et al., 2023), but897

the results were suboptimal. In this paper, we pro-898

pose the zero-shot DRS method to significantly899

improve LLMs’ ability to help users reformulate900

unanswerable questions, advancing progress in this901

area.902

D Additional Experiments903

To address the constraints of GPU resources and904

API costs, we randomly select appropriately sized905

subsets from each test dataset for experiments with906

three well-known models: GPT-4, LLAMA3.1-907

70B, and GEMMA2-27B, which demonstrates the908

generalizability of our approach. We use the com-909

plete datasets for Yelp, BBC, and Reddit, while for910

the three larger datasets, we randomly select 150911

samples for the experiments. For comparison, we 912

focus on the results of our DRS method against two 913

representative baselines, zero-shot and few-shot, 914

due to the high computational cost of the models. 915

The experimental results appear in Table 4. 916

Based on the experimental results, our proposed 917

DRS method demonstrates significant improve- 918

ments over both zero-shot and few-shot baselines 919

across three newly tested large language models. 920

For instance, on LLAMA3.1-70B, zero-shot DRS 921

achieves over a 100% improvement in accuracy 922

compared to the baselines. Similarly, on GPT-4, 923

the improvement approaches 100%. Furthermore, 924

with the DRS method, the average reformulation 925

success rate for these two models reaches nearly 926

70%, which is remarkable. In contrast, GEMMA2- 927

27B achieves an average accuracy of only about 928

50% with DRS, lagging behind the other two mod- 929

els. This discrepancy may be attributed to differ- 930

ences in model size and instruction adherence. Nev- 931

ertheless, on GEMMA2-27B, DRS still boosts ac- 932

curacy by approximately 125% over the zero-shot 933

baseline and by around 275% over the few-shot 934

baseline. Overall, these results further validate the 935

effectiveness of our DRS method, highlighting its 936

strong generalization and robustness across diverse 937

large language models. 938

E Inference Time of DRS 939

In Table 5, we present the average runtime of GPT- 940

3.5 and GEMMA2-9B under different methods. 941

For our DRS method, we include the runtime when 942

the number of candidate questions is set to 2 or 3, 943

as Figure 3 shows that optimal performance can 944

already be achieved with 2 or 3 candidates. From 945
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Model Method Inference Time

GPT-3.5

Zero Shot w/ CoT 6.80s

Few Shot w/ CoT 7.32s

DRS (candidate num = 2) 10.07s

DRS (candidate num = 3) 11.44s

GEMMA2-9B

Zero Shot w/ CoT 12.51s

Few Shot w/ CoT 13.82s

DRS (candidate num = 2) 17.36s

DRS (candidate num = 3) 19.65s

Table 5: Average inference time per sample across six
datasets for three types of methods.

Dataset Human Evaluation

QA2 100 / 100 (100%)

BanditQA 100 / 100 (100%)

BBC 59 / 59 (100%)

Reddit 100 / 100 (100%)

Yelp 51 / 51 (100%)

SQuADv2 99 / 100 (99%)

Table 6: Human evaluation results on six datasets for
assessing the meaningfulness and relevance of reformu-
lated questions.

Table 5, we observe that the DRS method, imple-946

mented based on a DFS search approach, results947

in longer runtimes compared to the few-shot CoT948

method, despite the use of effective pruning tech-949

niques. Specifically, when the number of candidate950

questions is 2, the runtime increases by 37% on951

GPT-3.5 and 25% on GEMMA2-9B.952

However, despite the slight increase in infer-953

ence time, the accuracy improvements of the DRS954

method over the few-shot CoT method are remark-955

able, with increases of 113% (from 32.66 to 69.55)956

and 160% (21.43 to 55.63) on the listed two large957

language models, respectively. This clearly shows958

a trade-off between runtime and accuracy, but the959

accuracy gains of the DRS method far outweigh the960

impact of the longer runtime. Therefore, we have961

strong evidence to support that the DRS method is962

a reasonable and efficient approach.963

F Human Evaluation964

In this paper, we propose a zero-shot DRS method965

to significantly improve the question reformulation966

task. However, a key concern arises: Do LLMs967

merely reformulate extremely simple questions that968

are unrelated to the passages but can be easily969

answered by the models themselves? For example,970

How to spell wasabi? 971

To thoroughly assess the effectiveness of the 972

DRS method, we recruit three native English- 973

speaking graduate students to evaluate all datasets. 974

For subsets with over 100 samples, we randomly 975

selected 100 reformulated questions for evaluation. 976

A question is deemed valid if at least two students 977

agree that it is meaningful and relevant to the pas- 978

sage. The human evaluation results are presented 979

in Table 6. 980

The results clearly show that our proposed zero- 981

shot DRS method generates reformulated questions 982

that are nearly 100% meaningful and highly rele- 983

vant to the given long context. Only one refor- 984

mulated question within the SQuADv2 subset is 985

deemed unmeaningful by three evaluators. This 986

highlights the effectiveness of our method in faith- 987

fully preserving the user’s original intent and pro- 988

ducing relevant reformulated questions. 989

14



G Experimental Prompts990

Entity Extraction Prompt

Find out all entities in the following ques-
tion: {question}. The entities you find
must be exactly exist in the given question.
You should only return the entities, sepa-
rated by comma and space.

Figure 6: Entity Extraction Prompt

Entity Categorize Prompt

Here is a question: {question}.
Here is an entity in this question: {entity}.
Tell me which category does this entity
belong to in the given question - subject,
object, predicate, attribute or others. You
should only consider the situation of given
entity in this specific question. Give your
analysis within <analysis> tags, and only
return its category name within <answer>
tags.

Figure 7: Entity Classification Prompt

Statement and Question Generation Prompt

According to the following text: {context}.
Generate a statement you could get from
the given text that contains all following en-
tities: {entities}. Then you are required
to generate a question contains all given
entities, which could be answered from
your statement. Return the statement within
<statement> tags and the question within
<question> tags.

Figure 8: Statement and Question Generation Prompt

Entity Overlap Evaluation Prompt

Here is an original question: {question}, it
contains the following entities: {entities}.
Here is a new question: {new_question}.
Tell me the number of overlapping entities
between the new question and the original
question, they do not need to be strictly the
same, as long as mentioned, uppercase or
lowercase doesn’t matter. Give your analy-
sis within <analysis> tag, and only return
the math number of overlap entities within
<answer> tags.

Figure 9: Entity Overlap Evaluation Prompt

Question Answerability Evaluation Prompt

Here is a long context: {context}.
Here is a question: {question}.
Tell me whether this question is answerable
only according to the information in the pro-
vided context. Think carefully and give you
analysis within <analysis> tags, then return
only the final answer ’yes’ or ’no’ within
<answer> tags.

Figure 10: Question Answerability Evaluation Prompt
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