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Abstract. Recent advancements in generative Al, particularly in computer vision and natural
language processing, have brought significant innovations and highlighted critical bias and
fairness issues. This paper comprehensively reviews bias in generative Al, examining its
causes, impacts, and potential solutions from legal, ethical, and technical perspectives. I begin
by discussing the current state of bias in generative Al, focusing on racial, gender, and cultural
biases in both computer vision and natural language processing. Through case studies, I
demonstrate the real-world impacts of these biases. The paper then explores the root causes of
bias, including data imbalance and algorithmic design. It discusses the profound social and
technical impacts, such as implications for social justice, trust in Al systems, and model per-
formance. I review existing domestic and international policies, industry standards, and prac-
tices to mitigate Al bias, highlighting their strengths and limitations. The paper concludes with
proposed solutions for improving data diversity, developing fairness-aware algorithms, en-
hancing regulatory frameworks, and promoting ethical Al education and public awareness.
Our study underscores the need for continuous efforts and interdisciplinary collaboration to
address bias and ensure fairness in generative Al systems.
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1 Introduction

Generative Al has significantly advanced [1,2,3,4,5,6,7,8,9,10], particularly in com-
puter vision [11,12,13,14,15,16,17,18,19,20], multimodal [21,22], time series [23,24],
multi-agent systems [25,26,27,28,29] and natural language processing (NLP)
[30,31,32,33,34]. These technologies have transformed various domains, enabling in-
novations like realistic image synthesis and text generation. However, the rapid devel-
opment of generative Al has also exposed critical issues surrounding bias and fairness,
which have far-reaching societal, technological, and legal implications. Generative Al
systems are prone to various forms of bias, including racial, gender, and cultural biases.
These can stem from the data used to train models or from the algorithms themselves.
For instance, facial recognition systems have been criticized for their higher error rates
when identifying individuals with darker skin tones, raising serious ethical and legal
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concerns [35]. Recent advancements in facial expression recognition models, particu-
larly those incorporating residual separable convolutional networks, aim to enhance
accuracy across diverse expressions [36], which is crucial for addressing performance
disparities among different demographic groups. Similarly, NLP models can perpetuate
stereotypes and biased language, reflecting societal biases in their training data [37].
Advanced techniques, such as attention mechanisms, have been shown to enhance the
contextual accuracy of NLP models, which is essential for mitigating biases that may
arise from ambiguous or incomplete data representations [38]. Addressing bias and fair-
ness in generative Al is critical due to its extensive impact on society, technology, and
legal systems. Biased Al systems can perpetuate and exacerbate existing social inequal-
ities, affecting decisions in key areas such as hiring, law enforcement, and healthcare.
For instance, biased Al in law enforcement can lead to wrongful arrests, while in
healthcare, it may result in suboptimal treatment recommendations for certain demo-
graphic groups [39]. Understanding these biases is crucial, and Figure 1 illustrates sev-
eral common types of bias in Al, including data bias, sampling bias, and algorithm bias.
This paper aims to examine the multifaceted issues of bias and fairness in generative
Al by exploring legal, ethical, and technical responses to these challenges. Our objec-
tive is to provide a comprehensive review of the current state of bias in generative Al,
analyze the causes and impacts of these biases, and propose actionable solutions to en-
hance fairness. This study will cover aspects such as data bias, algorithmic bias, and
the social and technical impacts of bias, as well as review current policies and propose
future directions for research and development.

Data Bias
Sampling Bias Historical Bias
Algorithmic Bias Sl Automation Bias
Interaction Bias Confirmation Bias
Selection Bias

Fig. 1. Types of Bias in Al



2 Current State of Bias in Generative Al

Bias in generative Al impacts critical areas such as healthcare, law enforcement, and
finance. These biases often arise from the data used in training or the model's inherent
structure. Data bias occurs when training data is not representative of the population,
leading to skewed outcomes. Algorithmic bias emerges due to model design, where
certain groups are unfairly favored. To address these, fairness-aware loss functions can
be introduced, helping mitigate biased results. In fields like healthcare and law enforce-
ment, these biases can lead to serious consequences such as misdiagnosis or wrongful
convictions.

2.1 Bias in Computer Vision

Generative Al in computer vision frequently exhibits racial, gender, and cultural biases.
For instance, facial recognition systems show higher error rates for darker-skinned
individuals due to imbalanced training datasets [35]. Figure 2 highlights representation
disparities in key datasets (PPB, 1JB-A, Adience). Such biases can lead to unfair
outcomes in real-world applications.
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Fig. 2. Racial and Gender Bias in Computer Vision

Case Studies

Facial Recognition. Studies have reported error rates as high as 34% for dark-skinned
women compared to 1% for lighter-skinned men [35].

Image Generation. Gender biases in image generation reinforce stereotypes, such as
men in professional roles and women in domestic settings [37].



Recent work on fairness-aware training methods, such as Fairness-Aware Adversarial
Learning (FAAL), has shown significant progress in reducing demographic disparities
in error rates while maintaining overall accuracy [40].

2.2 Bias in Natural Language Processing

Natural Language Processing (NLP) has similarly been impacted by bias, particularly
in text generation, chatbots, and voice assistants. These biases can perpetuate stereo-
types and contribute to unequal treatment of different demographic groups.

Examination of Biases. Language models trained on large-scale datasets can inherit
and even amplify existing biases present in the data. For example, gender bias is prev-
alent in many NLP applications, where models may generate text that reinforces tradi-
tional gender roles [41].

To illustrate these biases more clearly, I referred to the data from the source [41] and
created relevant tables, showing the gender direction projections of various professions
in word embeddings, highlighting the extent of gender stereotypes.

Table 1. Extreme Gendered Words.

Ranking Extreme he Extreme she
| maestro homemaker
2 skipper nurse

3 protege receptionist
4 philosopher librarian

5 captain socialite

6 architect hairdresser
7 financier nanny

8 warrior bookkeeper
9 broadcaster stylist

10 magician housekeeper

Table 2. Gender Analogy.

Gender appropriate she — Gender stereotype she —
he analogies he analogies

queen-king sewing-carpentry
waitress-waiter nurse-surgeon
sister-brother blond-burly

ovarian cancer-prostate cancer  giggle-chuckle



mother-father

convent-monastery

sassy-snappy
volleyball-football
registered nurse-physician
interior designer-architect
feminism-conservatism
vocalist-guitarist
diva-superstar
cupcakes-pizzas
housewife-shopkeeper
softball-baseball
cosmetics-pharmaceuticals
petite-lanky
charming-affable
lovely-brilliant
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Fig. 3. Gender Neutral Word Embeddings [32]

Figure 3, from Zhao et al. [42], illustrates how newer models like GN-GloVe perform
better at reducing gender bias [42].

Examples and Societal Implications

Text Generation. Figure 3 illustrates how newer models like GN-GloVe perform bet-
ter at reducing gender bias [42].

Chatbots and Voice Assistants. These systems often exhibit biased responses based
on user characteristics, like gender or accent, undermining user trust.

Recent advancements have focused on reducing these biases. For instance, a 2024 study
introduced a comprehensive pipeline for bias mitigation in language models, employing
continuous prefix-tuning to reduce internal and downstream biases while preserving
model expressiveness [43]. Another 2024 approach proposed in-context bias suppres-
sion using textual preambles, which effectively reduced gender bias in models like
LLaMA?2 without accessing model parameters [44].



3 Causes of Bias

Generative Al models, despite their impressive capabilities, are prone to various biases
that stem from both the data they are trained on and the algorithms themselves. These
biases can significantly impact the fairness and reliability of Al applications.

3.1 Data Bias

Data bias stems from data imbalance, representativeness issues, and labeling inaccura-
cies, which can impact model fairness. For instance, Buolamwini and Gebru demon-
strated that facial recognition systems trained on datasets with lighter-skinned individ-
uals showed higher error rates for darker-skinned groups [35]. To address this, weights
can be assigned to different classes, calculated as:

w; =~ (1)

ng

where w; is the weight for class i, N is the total number of samples, and n; is the num-
ber of samples in class i. Representation bias occurs when the data does not reflect real-
world distribution, leading to skewed outputs. This can be quantified by measuring the
disparity between the model’s predictions and the actual population distribution:
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Recent research highlights the impact of imbalanced datasets on healthcare Al models,
showing performance disparities [40]. Techniques like re-sampling, synthetic data gen-
eration, and fairness-aware algorithms have been proposed to mitigate these issues [42].
Figure 4 shows results from pilot testing the REVIEW tool on three biomedical articles,
demonstrating its ability to flag racial bias in analysis, context, and tone. The first article,
by Bibbins-Domingo et al. (2009), passed without significant concerns. However, the
second, Bunyavanic et al. (2020), was flagged for unscientific hypotheses, inappropri-
ate terminology, and neglect of social determinants of health. Similarly, the third article,
Wang (2020), had issues with unscientific claims and inadequate consideration of so-
cial determinants. This illustrates the REVIEW tool's effectiveness in identifying racial
bias in controversial research.

One specific type of data bias that deserves attention is confirmation bias. Confirma-
tion bias refers to the tendency of models to select data or features that confirm pre-
existing beliefs or hypotheses. This can be quantified using the Confirmation Bias
Coefficient:
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where x; and y; are the features selected by the model, and ¢ and v are their means.
Understanding and mitigating confirmation bias is crucial for developing fair and un-

biased AI models.
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Fig. 4. Pilot Testing of the REVIEW Tool. Figure 4 shows the application of the REVIEW Tool
in three studies: (1) Bibbins-Domingo et al. 2009, (2) Bunyavanic et al. 2020, and (3) Wang 2020.
Two studies were flagged for racial bias concerns in dimensions like Analysis, Context, Tone &
Terminology, particularly regarding race and social determinants.

3.2 Algorithmic Bias

Algorithmic bias stems from the design and architecture of Al models, particularly in
generative models like GANs and Transformers. These biases arise from structural and
training choices. For example, GANs trained on imbalanced datasets can reinforce ste-
reotypes, as highlighted in surveys exploring how generative models struggle with such
biases in computer vision tasks [45]. To mitigate such biases, techniques like FairGAN
have been developed to integrate fairness constraints during training [46]. Transformer
models in natural language processing also exhibit significant biases. Models trained
on biased corpora tend to produce prejudiced outputs, influenced by attention mecha-
nisms and the representativeness of the data. A recent study emphasizes the significance
of prompt-based learning and the Embedding Association Test as effective strategies
for analyzing and mitigating implicit biases in Transformer-based language models
[47].

In summary, reducing algorithmic bias requires a combination of data-level and model-
level interventions. Ongoing research emphasizes the need for balanced datasets and
fairness-aware models to ensure equitable Al applications.

4 Impact of Bias

Bias in Al has profound social and technical implications. Socially, biased Al systems
can reinforce existing prejudices, particularly in areas like facial recognition, where
misidentification disproportionately affects certain racial or gender groups, leading to
wrongful accusations and discrimination. These biases undermine public trust in Al,
especially in critical sectors like law enforcement and healthcare, where fairness is es-
sential [35,40]. For example, biased hiring algorithms may unfairly filter out qualified
candidates from marginalized groups, reinforcing workplace inequality [39].
Technically, bias affects the performance and reliability of AI models, particularly
when they are trained on non-representative datasets. Models often perform poorly for
underrepresented groups, producing inaccurate predictions in diverse real-world appli-
cations. This lack of robustness hampers the generalizability of Al technologies, as seen
in autonomous driving systems, where urban-trained models may fail in rural settings,
posing safety risks. Furthermore, biased models can create feedback loops, where bi-
ased outputs are reused, further entrenching bias and reducing innovation opportunities.
Addressing these biases is both a technical and ethical necessity to ensure Al systems
that are fair, reliable, and generalizable across populations [48].



5 Current Policies and Countermeasures

Addressing bias in Al requires a multi-faceted approach that combines regulatory
frameworks with industry standards. Globally, various countries have introduced regu-
lations to ensure fairness, accountability, and transparency in Al systems. These frame-
works aim to address biases that may result in social and technical inequalities. In the
U.S., the proposed Algorithmic Accountability Act requires impact assessments for au-
tomated decision systems to identify and mitigate biases. Additionally, states like Cal-
ifornia have enacted privacy and data protection laws that cover Al systems. Across
Asia, countries like Japan, South Korea, and China have established policies emphasiz-
ing fairness, accountability, and ethical Al development [49, 50, 51]. These include
Japan’s "Social Principles of Human-Centric AI" and China’s "New Generation Al De-
velopment Plan." While many regions share common goals, such as ensuring fairness
and transparency, differences in enforcement mechanisms persist. For instance, the
GDPR imposes strict penalties for non-compliance, whereas other regions may have
more lenient approaches to Al governance.

6 Proposed Solutions and Future Prospects

The challenge of mitigating bias in Al requires a comprehensive approach that spans
technical improvements, policy and regulatory measures, and social and educational
initiatives. This section discusses advanced strategies for technical enhancements, pro-
poses robust policy frameworks, and highlights the importance of raising public aware-
ness and ethical Al education.

6.1  Technical and Policy Improvements

Addressing bias in Al systems requires both technical and policy-level interventions.
On the technical side, improving data diversity through techniques like data augmenta-
tion and synthetic data generation is critical for ensuring that Al systems perform equi-
tably across diverse populations. Algorithms such as re-weighting and adversarial de-
biasing are also key to correcting biases during the training process, helping to balance
the influence of underrepresented groups. Fairness-aware algorithms, including con-
straints integrated into model optimization, can be further leveraged to reduce bias in
Al outcomes.

On the policy side, transparency and accountability are central. Algorithmic audits
should be mandatory, particularly for high-stakes applications in healthcare, hiring, and
law enforcement [51]. These audits help identify biases in decision-making processes,
ensuring fairness and mitigating potential discrimination. Explainable Al (XAI) is an-
other vital component, offering insights into how Al models make decisions, which
helps stakeholders understand and address potential biases. International collaboration,
driven by organizations like IEEE and ISO, will also be necessary to establish global
standards for Al fairness [52].
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6.2 Overview of Policies and Practices

Raising public awareness about Al biases is vital for fostering an informed and critical
user base. Public awareness campaigns can educate individuals about how Al systems
work, the potential biases they might harbor, and the implications of these biases on
decision-making. These campaigns can leverage various media platforms to reach a
wide audience, emphasizing the societal implications of Al biases [40].

Ethical AI education is also crucial. Integrating ethics into Al curricula can equip de-
velopers and users with the knowledge to recognize and mitigate biases. Educational
programs should cover topics such as data privacy, fairness, accountability, and trans-
parency. Courses can include case studies and practical exercises on identifying and
addressing biases in Al systems.

Promoting diverse stakeholder participation in Al development is essential for address-
ing biases effectively. Diverse teams are more likely to recognize and address biases
that might go unnoticed in homogeneous groups. Initiatives to support diversity in Al
research and development, such as scholarships, mentorship programs, and inclusive
hiring practices, can contribute to more equitable Al systems.

In summary, addressing bias in Al requires a comprehensive approach that includes
technical improvements, robust policy frameworks, and social and educational initia-
tives. By adopting these strategies, I can develop Al systems that are fair, reliable, and
trustworthy.

7 Conclusion

This paper summarizes the key findings on bias and fairness in generative Al, stressing
the importance of addressing biases to improve system reliability and avoid perpetuat-
ing inequalities. The research identifies data, algorithmic, and social factors as primary
sources of bias. To mitigate these issues, future research must focus on improving data
diversity, developing fairness-aware algorithms, and implementing effective policy
regulations. Interdisciplinary collaboration will be essential in addressing the complex
challenges posed by Al biases. Moreover, fostering Al ethics education and increasing
public awareness is crucial for creating informed users and promoting responsible Al
development.
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